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A query is a request for data or information from a database table or a 

combination of tables. It allows for a more accurate database search. SQL 

queries are divided into two types, namely, simple queries and complex 

queries. Complex SQL is the use of SQL queries that go beyond standard SQL 

by using the SELECT and WHERE commands. Complex SQL queries often 

involve the use of complex joins and subqueries, where the queries are nested 

in a WHERE clause. Complex SQL queries can be grouped into two types of 

queries, namely, Online Transaction Processing (OLTP) and Online Analytical 

Processing (OLAP) queries. In the implementation of complex SQL queries in 

the NoSQL database, a classification process is needed due to the varying data 

formats, namely, structured, semi-structured, and unstructured data. The 

classification process aims to make it easier for the query data to be organized 

by type of query. The classification method used in this research is the Naive 

Bayes Classifier (NBC) which is generally often used in text data, and the 

Support Vector Machine (SVM), which is known to work very well on data 

with large dimensions. The two methods will be compared to determine the 

best classification result. The results showed that SVM was 84.61% accurate 

in terms of classification, and comparatively, NBC was at 76.92%. 
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Introduction 

Smart Cities use data lake technology to store data in enormous capacity and there are many 

types of databases. One of the main and key features of big data technologies is the NoSQL 

database (Gupta and Giri, 2018), (John and Misra, 2017). NoSQL database is able to store 

structured, semi-structured, and unstructured data regardless of type or format, with 4Vs 

features: volume, velocity, variety, veracity (Bengfort and Kim, 2016), (Nguyen and Le-Thanh, 

2014). However, in its application, the NoSQL Database has weaknesses, one of which is not 

being able to fully support the trigger function (Kim and Kim, 2019). Trigger functions are part 

of a complex SQL query, in that they allow more accurate database searches. The SQL Queries 

are themselves divided into two types, namely, simple queries and complex queries. Complex 

SQL is the use of SQL queries that go beyond standard SQL, by using the SELECT and 

WHERE commands. Complex SQL queries often involve the use of complex joins and 

subqueries, where the queries are nested in a WHERE clause. Complex SQL queries can be 

further grouped into two types of queries, namely, Online Transaction Processing (OLTP) and 

Online Analytical Processing (OLAP).  

 

In implementing complex SQL queries in NoSQL databases, a classification process is required 

to facilitate the translation process from SQL queries to NoSQL due to the varying data formats, 

namely, structured, semi-structured, and unstructured data. The classification process aims to 

make it easier for the query data to fall into the appropriate type of query classification. 

Complex Query Filtering is a text classification technique that is proving to be a powerful 

technique for overcoming this problem. Currently, there are several classification methods that 

are accurate and efficient for classifying data, such as Support Vector Machine (SVM), Naive 

Bayes Classifier (NBC), Logistic Regression, Decision Tree, and K-Nearest Neighbors. Based 

on the type, data format, and complexity of the SQL queries, the SVM and NBC methods are 

considered to be the most accurate and efficient in the complex process of classifying SQL 

queries (Kusumawati, D’Arofah and Pramana, 2019). As such, it is necessary to know the level 

of accuracy of each data classification method, namely, the Support Vector Machine (SVM) 

and the Naive Bayes Classifier (NBC) methods. 

 

Related Work on Classification 

Classification here refers to the organization of new data based on training data. Classification 

is done in data mining to predict Class labels, where classified data is based on training data, 

and class label values are used in classifying and using attributes when classifying new data 

(Becker, Moreira and dos Santos, 2017),(Sari, 2017). Classification is the process of 

considering each instance of a dataset and assigning it to a particular class in normal and 

abnormal ways. It categorizes data sets into predefined sets (Shilpashree, 2021). 

 

Naive Bayes Classifier (NBC) 

NBC is a statistical classifier that can be used to predict the probability of membership of a 

class. NBC is a probabilistic learning algorithm, and its simplicity is rooted in the assumption 

that the features of the underlying data are independent of each other (Mocherla, Danehy and 

Impey, 2017). NBC is proven to have high accuracy and speed when applied to databases with 

large data (Learning, 2018). The Bayes Theorem is a theorem that refers to the concept of 

conditional probability (DIxit et al., 2018). The NBC method, however, is a method that can 

classify text. The advantage of NBC is that the algorithm is simple but has high accuracy 
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(Arafiyah et al., 2018). Additionally, an alternative form of Bayes Theorem is generally 

encountered when looking at two competing forces statements or hypotheses: 

 

 𝑃(𝐴|𝐵) =
𝑃(𝐵|𝐴)𝑃(𝐴)

𝑃(𝐵|𝐴)𝑃(𝐴)+𝑃(𝐵|𝐴′
)𝑃(𝐴′)

 (1) 

𝑃(𝐴′) is the corresponding probability of the initial degree of belief against A, where 𝑃(𝐴′) =
1 − 𝑃(𝐴). For some partition {𝐴𝑖} of the sample space, the extended form of Bayes Theorem 

is (Zhang and Sakhanenko, 2019): 

    

 𝑃(𝐴|𝐵) =
𝑃(𝐵|𝐴)𝑃(𝐴)

∑ 𝑃(𝐵|𝐴𝑖𝑖 )𝑃(𝐴𝑖)
 (2) 

 

In the NBC algorithm, each Document (Doc) is represented by a pair of attributes A1, A2, A3, 

..., An. where A1 is the first word, A2 is the second word, and so on. 

 

 𝑃(𝑉𝑗) =
|𝐷𝑜𝑐𝑗|

|𝑇𝑟𝑎𝑖𝑛𝑖𝑛𝑔|
 (3) 

 

Where | 𝐷𝑜𝑐𝑗 | is the number of documents that have category j in training. Whereas | training 

| is the number of documents in the example used for training. 

 

Support Vector Machines (SVM) 

The SVM is a supervised classifier that has proven to be very effective in solving a variety of 

pattern recognition and computer vision problems. Currently, in the era of big data, the machine 

learning community faces new challenges regarding implementing SVM in real life scenarios 

resulting from variations in data, volume, velocity, and veracity (Nalepa and Kawulok, 2019), 

(Sarkar, 2019). 

• Linier SVM 

Linear SVM separates data in a dimensional input space with the use of a decision 

hyperplane which is defined as; 

 

 𝑓(𝑥) ∶ 𝑤𝑇 𝑥 + 𝑏 = 0 (4) 

 

where w is the hyperplane normal vector, w ∈ RD, and b/ ||w|| is the perpendicular distance 

positioned such that the distance between the closest vectors of the opposite classes to the 

hyperplane is maximal. 

• Non-linear SVM 

Many real-life recognition problems cannot be solved linearly and as such require non-linear 

decision functions. A kernel trick was introduced to get non-linear hyperplane in SVM (Yuan 

et al., 2018). It consists in defining a kernel function which must satisfy the conditions that 

compute the inner product of two feature vectors in deriving non-linear feature space; 

 

 𝐾(𝒂, 𝒂′) =  ∅(𝒂)𝑇∅ (𝒂′) (5) 

 

where ∅ ∶ 𝑅𝐷 → 𝐹 is a vector that maps a from an input to a non-linear (possibly infinitely 

dimensional) feature space F, in which vectors are linearly separable, and K: 𝑅𝐷x 𝑅𝐷 → 𝑅.  
The kernel does not require calculating the ∅ mapping explicitly (the kernel matrix which 
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contains all of the kernel values computed between every pair of T vectors is of a T x T size). 

The non-linear decision function is as follows (Afifi, GholamHosseini and Sinha, 2020); 

 

 𝑓(𝑎) =  𝑠𝑔𝑛 (∑ 𝛼𝑖 𝑦𝑖 𝐾(𝑥𝑖 
𝑇𝑡

𝑖=1
𝑎) + 𝑏) (6) 

 

where 𝛼𝑖 is a Lagrange multiplier. To determine the SVM response in a non-linear kernel 

space, it is not necessary to calculate the mapping ∅ of any vector, given the kernel function 

K (Nalepa and Kawulok, 2019) to specify one more measure of performance accuracy. This 

measure is simply the average of the correct predictions over the test set (Bouza, Altieri and 

Galarza, 2019). 

  

Term Frequency Inverse Document Frequency 

Term Frequency Inverse Document Frequency (TF-IDF) Weighting is done after extracting 

data articles. Assuming TF-IDF weighs down unimportant features, we might get better-

performing models (Sarkar, 2019). The formula for finding the weight with TF-IDF is as 

follows: 

 𝑊𝑖𝑗 = 𝑡𝑓𝑖𝑓 𝑥 𝑖𝑑𝑓 =  𝑙𝑜𝑔 (
𝑁

𝑑𝑓𝑗
) (7) 

Where Wij is the weight of the word i in article j, N is the total number of documents, tfif is the 

number of occurrences of the word i in document j, dfj is the number of articles j containing 

the word i. TF-IDF is done so that data can be analyzed using a support vector machine. 

 

Performance Measurement 

Performance measurement is done to see the results obtained from the classification. There are 

several ways to measure performance; some of the ways that are often used involve calculating 

accuracy, recall, precision, and F-measure. 

 

 Accuracy =  
Total Classification Correct  

Number of Test Documents 
 𝑥 100% (8) 

 

 𝑅𝑒𝑐𝑎𝑙𝑙 =  
|{𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡}∩{𝑅𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑 𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡}|

{|𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡|}
 (9) 

 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
|{𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡}∩{𝑅𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑 𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡}|

{|𝑅𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑 𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡|}
 (10) 

 

 𝐹 =  
2 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙 𝑥 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
 (11) 

 
 

Classification of OLAP and OLTP Query 

This section presents the research method for Classification Query OLAP and OLTP for Smart 

City Data Lake Management using Machine Learning. In this study, the research method was 

implemented based on the framework as shown in Figure 1. 
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Figure 1: Framework of Research Evaluation 
Source: Design Result, 2021 

 

In this experiment, 41 complex SQL queries consisting of 5,000 words were tested with a 

combination of functions and operations. In this study, the methods used were SVM and NBC 

methods for classification. Classification is the process of finding a model or function that 

describes or differentiates a concept or data class with the aim of estimating the unknown class 

of an object. In general, the classification process has two sub-processes, namely: 

1. The training process: the training process uses labeled training sets to build a model or 

function. 

2. Testing process: to see the accuracy of the model or function that will be built in the 

training process, data called for testing is used to predict labels. 

The dataset at the pre-processing stage must go through 4 processes, namely: 

a). Tokenization 

In this process, words that have punctuation marks, or symbols which are not letters, will be 

deleted. The system will perform tokenization on the entered query by separating it into 

single words, where each word represents a token (Approach, 2015). 

b). Steeming 

The process of removing prefixes and suffixes to form root words. 

c). Remove Stop Words 

The process of deleting words that are frequently displayed in a document. 

d). Elimination of Insignificant 

The process of eliminating unnecessary words in a document. 

After passing through these four processes, the next stage is the Feature Set Generation, 

where there is a Frequency-Inverse Document Frequency (TF-IDF) process, which is a 

process to measure the frequency of appearance of a term in a document. Then the final 

process is carried out, which is the process of training and testing data to measure the level 

Pre-processing 

 

Dataset SQL Complex Queries 

Feature Set Generation 

 

Classifier Training and Testing 

 

Term Frequency - Inverse Document Frequency 
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of accuracy, performance, and evaluation of complex SQL query data using the SVM and 

NBC methods. 

 

Results and Analysis 

The experimental process that the author utilized used the Python 3.7 programming language 

with IDE Tools Spyder (Anaconda 3.0), and included the following packages: nltk, re, 

datetime, nltk.tokenize, nltk.tag, nltk.stem, nltk.corpus, sklearn.preprocessing, sklearn.feature, 

sklearn.metrics (Uma et al., 2019). For models, the testing is done using a complex query 

dataset. The test steps to classify complex SQL queries are as follows:  

 

1. Prepare a dataset for experiments with known labels 

2. Design an NBC and an SVM algorithm 

3. Perform training and testing of the NBC and SVM algorithms, and record accuracy results.  

 

The testing of the SVM and the NBC algorithms obtained accuracy values of 84.61% and 

76.92%, respectively. The total number of completed queries was 41 data, consisting of 26 

OLTP query data and 15 OLAP query data. The number of word vectors that were tested on 

the training data were 1000,1500, 2000, 2500, 3000, 3500, 4000, 4500, and 5000. 

 

Table 1: Classification Accuracy (%) NBC Model Formation Using Training Data 

No. Word Vector Classification Accuracy 

1 1000 90.1892 

2 1500 92.5129 

3 2000 93.2897 

4 2500 93.2098 

5 3000 94.7896 

6 3500 94.8796 

7 4000 94.8887 

8 4500 94.899 

9 5000 94.998 
Source: Research Result, 2021 

The table above shows that using a word vector of 5000 will produce the best classification 

level. Classification accuracy tends to increase with an increase in word levels; except for the 

word vector 2500, where the accuracy has decreased, then continues to increase until the last 

word vector. 

Table 2: Accuracy of Classification (%) NBC Using Data Testing 

No. Word Vector Classification Accuracy 

(%) Data  

Training 

Data 

Testing 

1 1000 1000 75.16 

2 1500 1500 75.34 

3 2000 2000 75.58 

4 2500 2500 75.79 

5 3000 3000 75.98 

6 3500 3000 76.19 

7 4000 3000 76.92 
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8 4500 3000 76.92 

9 5000 3000 76.92 
Source: Research Result, 2021 

Based on the table above, which shows the highest accuracy for the classification accuracy of 

complex SQL queries, it can be seen that the classification accuracies for the word vectors 

4000, 4500, and 5000 give the best results and produce the same results, namely 76.9230%. 

 

Table 3: Results of Accuracy, Precision, Recall, and F-Measure NBC on Data Testing 

No. Category Accuracy Precision Recall F-Measure 

1 OLTP 76.86% 77.71% 76.88% 76.98% 

2 OLAP 76.98% 77.9% 76.95% 76.99% 

 Average 76.92% 77.81% 76.92% 76.99% 
Source: Research Result, 2021 

The results of Accuracy, Precision, Recall, and F-Measure NBC on the data testing table above 

show a fairly good performance with the respective values of accuracy, precision, recall, and 

F-Measure being 76.92%, 77.81%, 76.92%, and 76.99%. The OLAP category is the category 

with the highest level of accuracy, namely 76.98%. 

 

Table 4: Accuracy and Time of Linear SVM Kernel Classification Using Training 

Data 

No. Word 

Vector 

Classification Accuracy (%) 

0.01 0.1 1 10 100 1000 5000 

1 1000 99.892 100 100 100 100 100 100 

2 1500 99.892 100 100 100 100 100 100 

3 2000 99.892 100 100 100 100 100 100 

4 2500 99.892 100 100 100 100 100 100 

5 3000 100 100 100 100 100 100 100 

6 3500 100 100 100 100 100 100 100 

7 4000 100 100 100 100 100 100 100 

8 4500 100 100 100 100 100 100 100 

9 5000 100 100 100 100 100 100 100 
Source: Research Result, 2021 

The table above shows the results for SVM, where using a linear kernel for each word vector 

in the training data yielded an accuracy value of 100% except for the word vectors 1000, 1500, 

2000, and 2500, in the parameter 0.01. 

 

Table 5: SVM Classification Accuracy Using Data Testing 

No. Word Vector Classification Accuracy (%) 

Training Testing RBF Linear 

1 1000 1000 82.7678 82.5677 

2 1500 1500 83.8685 83.7699 

3 2000 2000 83.9888 83.8878 

4 2500 2500 84.3211 84.3211 

5 3000 3000 83.4555 83.4555 

6 3500 3000 83.9888 83.8777 
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7 4000 3000 83.9989 83.9989 

8 4500 3000 84.5079 84.5079 

9 5000 3000 84.6134 84.6134 
Source: Research Result, 2021 

The table above shows the RBF kernel results of word vectors 1000, 1500, 2000, and 3500, 

which have yielded higher classification accuracy compared to linear kernels. When the 

number of word vectors is added to 4000 or 5000, the classification accuracy between the RBF 

and linear kernels measures the same. 

 

Table 6: Results of SVM Accuracy, Precision, Recall, and F-Measure on Data Testing 

No. Category Accuracy Precision Recall F-Measure 

1 OLTP 84.51% 85.61% 84.51% 84.87% 

2 OLAP 84.71% 85.81% 84.71% 84.95% 

 Average 84.61% 85.71% 84.61% 84.91% 
Source: Research Result, 2021 

The results of the testing data classification use linear SVM. The table above shows a fairly 

good performance with the respective values of accuracy, precision, recall, and F-Measure 

being 84.61%, 85.71%, 84.61%, and 84.91%. The OLAP category is the category with the 

highest level of accuracy, which is 84.71%. 

 

Table 7: Comparison of Classification Accuracy Between NBC and SVM 

No. Method Accuracy Precision Recall F-Measure 

1 Naive 

Bayes 

Classifier 

(NBC) 

76.92% 77.81% 76.92% 76.99% 

2 Support 

Vector 

Machine 

(SVM) 

84.61% 85.71% 84.61% 84.91% 

Source: Research Result, 2021 

 

From the table above, in all ways of measuring performance such as accuracy, precision, recall, 

and F-Measure, the SVM linear kernel fares better than NBC. Additionally, using the SVM 

Classification is much faster for obtaining results, as compared to NBC. 

 

Conclusion 

After previously obtaining the results and carrying out a discussion on the classification of 

complex SQL queries for the OLTP and OLAP transaction data categories using the NBC and 

SVM methods, the results obtained show that SVM has higher accuracy, of about 84.61%, as 

compared to NBC's 76.92%. As such, for further research on the complex SQL query 

classification process, the SVM method is the right choice and has a high accuracy value in 

classifying the OLAP and OLTP categories in the implementation, especially in the NoSQL 

Database. It is hoped that this SVM machine learning method can provide a great solution for 

complex SQL classification queries for Data Lake management. 
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