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Abstract- Adverse drug reactions can be referred as unwanted, uncomfortable or a harmful effect that any drug may 

cause. Adverse Drug Reactions are major problems as they may cause serious health related issues. So, identification of 

adverse effects of any drug is very important. Adverse effects of any drug are available from pharmaceutical companies 

when drug is launched in market. Still all adverse reactions cannot be identified during these clinical trials as it is 

applied on limited volunteered people. Some regulatory agencies monitor adverse reactions through surveys of medical 

practitioners. Currently large numbers of patients share their experiences on social media. These experiences of patients 

can be very helpful to detect the adverse effects of various drugs. We have done comparative study of various text 

mining approaches on social media posts to understand and obtain adverse drug reaction. Here, our main aim is to come 

up with a comparison of various text mining methodologies that can enable us to detect unreported adverse drug 

reactions using social media posts. 

 

Index Terms - Adverse Drug Reaction, pharmacovigilance, Sentiment Analysis, LDA, Post tagger 

 

1. INTRODUCTION 
In the United States, at least 100,000 deaths are 

estimated due to adverse drug reactions (ADRs) every 

year in US hospitals [2]. So, the information of serious 

adverse drug effects is important factor in public health 

concerns. An Adverse Drug Reaction can be referred as 

any unexpected outcome to a medicinal product [1, 2]. 

An adverse drug event (ADE or AE) can also be called 

as any unfavorable and unintended sign, symptom, or 

disease associated with the use of a medicinal product 

[2]. Sentiment analysis is the study of users’ opinions, 

reviews, attitude to topics, products, services, 

organizations, individuals and events or their attributes 

[28]. In recent years sentiment analysis has attracted 

the attention of the researchers in the field of data 

mining and machine learning [28]. So to understand the 

adverse effects of various drugs faced by the patients is 

taken in to consideration for this research. 

There are large numbers of data sources available 

for finding and monitoring of the Adverse Drug 

Reactions [2]. These data sources contain spontaneous 

reported data, e-health record, pharmaceutical 

databases, bio medical literature etc [39], [40]. But all 

these data sources are limited by the issue of high cost, 

privacy and under reporting ratio. On the other side 

drug reaction data reported by users on the social 

media are free to access and thus can be used for 

pharmacovigilance. Large volume of patients’ reviews 

on social media is increasing all over the world in 

recent years. So, researchers are now much interested 

in utilizing social media data for detection of Adverse 

Drug Reactions. 

For example in one survey, they had found that twitter 

is growing by 1, 35,000 of users every day and 

generates around 9100 of tweets per second [3]. More 

over there are also some health related social networks 

like Daily strength and Medhelp are available on which 

the patient share their experiences [5]. In Health related 

data sets, users post the prescriptions of drugs, side 

effects and treatments. They also share their views, 

problems and results which makes social media an 

important source of data. There may be a situation 

where different patients suffering from a common 

problem. In such cases if they share their reviews and 

experiences on social media that may be helpful for 

pharmacovigilance. It can provide a clear view to both 

the health researchers and the patients. 

 Sometimes the regular data sources can miss the new 

or rare events due to any drug that social media can 

provide and also provide an early access to the detected 

Adverse Drug Reaction which is a major benefit for the 

health related and pharmaceutical industries [2]. 

According to the regulatory authorities, social media is 

a way to obtain additional information from the general 

public [2][3][7].  

The paper is organized as follows. Section II describes 

the importance of text mining process. Section III 

describes the description of different text mining 

approaches used in Adverse Drug Reaction detection. 

Section IV describes the comparison study of text 

mining approaches. Finally we conclude this paper 

with Section V. 

 

2. TEXT MINING 

Text mining is a major part of a field known as 

information mining that discovers intriguing examples 

from huge databases [11]. The main objective of text 

mining is to find and provide some information that is 

not yet known or recorded. Text mining is also known  

as text analytics [11]. It is the process of deriving high 

quality information from the text. It analyses and 

explores the large amount of unstructured text data 

aided by the software which can identify the patterns, 

concept or keywords from the unstructured data. Text 
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mining has become more practical for data science 

researchers because of the development of deep  

learning and machine learning algorithms to analyze 

massive datasets [7]. Text mining is similar to the data 

mining in a way that instead of focusing on structured 

data, it focuses on the informal text. First step for the 

process of text mining is organize and structure the 

data in order to achieve quantitative and qualitative 

analysis. For doing the above step Natural Language 

Programming (NLP) technology can be used. Text 

mining approach is described in figure 1. 

Sentiment analysis is also known as opinion mining 

[17]. It is one of the widely used applications of text 

mining process to track the user sentiment from the 

online reviews or from social networks [8]. 

Pharmacovigilance from social media posts has been 

recent research topic .It has gone through remarkable 

progress over the recent years [7]. The past studies 

focused on combining lexicon analysis for the 

extraction of Adverse Drug Reaction to provide drug 

safety. The lexicon-based approaches has  a number of 

limitations while applying to social media data. 

Because the users use phrases, descriptive symptom 

explanations, and idiomatic expressions, which are not 

available in existing lexicons [7]. Instead of using 

lexicon-based approaches, recent studies focus on the 

text mining. For extracting Adverse Drug Reactions it 

is required to extract both drug names and the adverse 

effect caused by the drug. Topic modeling is an 

approach which discovers hidden semantic structures 

in a corpus [10]. It assumes that the text document is 

the mixture of the words and the words are considered 

as topics. This technique finds hidden or latent topics 

from the text documents.  Various approaches of text 

mining to detect Adverse Drug Reactions, and their 

usefulness are discussed in the next section.    

    

3. VARIOUS APPROACHES USED IN 

LITERATURE 

3.1 Information Retrieval 

Information retrieval is the task of retrieving the related 

and useful information from the databases [11]. It is 

mainly concerned with providing information access to 

the user to large amount of unstructured data [11]. 

There are bunch of documents from which one want to 

retrieve the information. These documents need to be 

indexed in order to come up with a result very quickly. 

An index is a compressed version of the same 

information which these documents contain. When a 

user query comes in, index is queried and the 

documents are obtained which match the particular 

query. Further there is the ranking module, which tries 

to rank these reviews that are retrieved. For example, 

some blogs state the inconvenience faced by the users. 

These blogs must be at the top of a particular website. 

So they must be ranked accordingly. It focuses on the 

task of facilitating information instead of focusing on 

the analysis and pattern recognition in the text 

document; which is the main task of text mining [11], 

[12], [13]. Information retrieval gives less priority to 

the processing and transformation of the text. While in 

text mining, one should include information access for 

further enable users to understand the information and 

help in decision making [11].  

3.2 Natural Language Processing 

Natural language processing can be referred as the 

ability of a computer program to understand the human 

language as we speak it [16], [17]. Natural language 

processing includes two tasks. First is to understand the 

human language and second is to generate the sentence 

in machine understandable code [16]. So the two 

components of natural Language Processing are: 

 Natural Language Understanding 

 Natural Language Generation 

 

Natural Language Understanding includes three types 

of ambiguity (1) Lexical ambiguity that is word level 

(2) Syntactical ambiguity (3) Referential ambiguity. 

Natural Language Generation includes Text planning, 

sentence planning and Text realization. Text planning 

is performed using the knowledge base. Sentence 

planning refers to make a sentence by arranging the 

words in a meaningful way. 

 

   

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

Fig 2: Natural language processing steps 

 □ 

Fig. 1. Text mining process flow  
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It is a challenging task to develop an NLP application 

because computers need the input in form of a 

programming language which is structured and 

unambiguous. Human speech  is not always precise. It 

is sometimes ambiguous and depends on many 

complex variables such as slang, regional dialects. 

There is a large amount of information stored in a free 

text files, for example patients’ medical reports [17]. 

Natural language processing allows this kind of 

information to be accessible to computers and to find 

relevant information in these files. Sentiment Analysis 

is also one of the applications of Natural Language 

processing [18], [19]. Using sentiment analysis the 

polarity of the sentence on social media can be 

identified [18], [19]. 

3.3 Opinion Mining and Sentiment Analysis 

Sentiment analysis is also known as opinion mining. It 

refers to the task of natural language processing that 

can identify the emotional tone of the text. 

 
 

Fig 3: Sentiment Analysis steps 

 

 

In sentiment analysis, the unstructured text is gathered 

from social media posts [22], [24]. For identifying the 

sentiment, rule-based automatic or hybrid methods can 

be used [25]. Rule-based methods perform sentiment 

analysis based on the pre-defined, lexicon-based rules. 

Automatic systems use machine learning techniques 

while Hybrid system combines both these approaches 

[25]. Sentiment analysis can extract the polarity or 

sentiment of the sentence in text. 

3.4. Probabilistic Methods for Text Mining 

There are various probabilistic methods for text mining 

such as probabilistic Latent semantic analysis and 

Latent Dirichlet Allocation (LDA) are unsupervised 

topic models .Where as conditional random fields is a 

supervised topic model [11]. 

Probabilistic models are the models which are based on 

the assumption that documents are mixture of topics 

and a topic is probability distribution of words. A topic 

model specifies a probabilistic procedure based on 

probabilistic rules, which describe how the words 

might be generated in the document based on random 

variables. 

3.4.1 Latent Semantic Indexing 

Latent Semantic Indexing also referred to as Latent 

Semantic Analysis [26], [27], [28]. It is used to 

improve the accuracy of information retrieval [35], 

[36]. It uses a method called singular value 

decomposition to scan the unstructured text documents 

and to identify the relation between the concepts of the 

text documents [26], [35]. The limitation of this model 

was that it is useful for probabilistic modeling of text 

but it is incomplete at the level of document [28]. In 

Latent Semantic Indexing model numbers of 

parameters are increased linearly along with the size of 

corpus which causes the problem of over fitting [28]. 

Latent Semantic Indexing is not able to assign 

probability to a document outside the training set [28]. 

No assumptions are made for how the weights can be 

calculated. So it is difficult to generalize this model for 

new documents [28]. 

3.4.2 Latent Dirichlet Allocation 

It is easy for a human to understand a language as 

compared to the machine. For a machine, it is difficult 

task to understand human language. One solution of 

this is to group certain words in predetermined 

category and then merging useful words from stop 

words and find relation between two words in a 

sentence [37]. Latent Dirichlet Allocation is one 

technique to assist in modeling the data consisting of a 

large corpus of words [37].  Latent Dirichlet Allocation 

is an extension of Latent Semantic Indexing model 

[28], [29]. It overcomes the issue of Latent Semantic 

Indexing by treating the weights as hidden random 

variables [28], [29]. Latent Dirichlet Allocation is one 

of the most popular models of probabilistic topic 

models where its procedure connects the parameters of 

documents via hierarchical model [31]. It relates words 

and documents through the latent topics [31].  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 4: Latent Dirichlet Allocation
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4. COMPARISION OF DIFFERENT TEXT MINING APPROACHES 

 

Method name Usefulness Merit Limitation 

 

Information Retrieval 

 

Information retrieval can 

crawl the user reviews related 

to drug and then adverse drug 

reaction can be extracted 

using information extraction. 

Users are able to 

extract the information 

quickly because of the 

use of indexer. The 

ranking module in this 

system ranks the 

retrieved reviews. 

Focus on the task of 

providing information 

instead of analysis and 

pattern recognition in 

text 

Natural Language 

processing 

It can be used in data cleaning 

process for punctuation 

removal from unstructured 

text and further for finding 

drug symptom dependencies. 

Provide end-to-end 

training 

This method works on 

human language, which 

is not always precise. 

Sentiment Analysis Sentiment Analysis extracts 

the polarity of the text from 

social media posts. Thus it 

shows that either particular 

drug has a positive effect or 

negative. 

It is important as it 

considers the opinions , 

views and emotions of 

patients  

The data collected from 

social media can be 

noisy sometimes 

Latent Semantic 

Indexing 

It identifies the relation 

between concepts of the text 

by scanning unstructured text 

documents. In case of finding 

adverse drug reaction this 

method identifies the relation 

between the entities such as 

drug-drug or drug-symptom. 

For probabilistic 

modeling of text, there 

are some practical and 

scalable 

implementations 

already available. 

This method does not 

provide accuracy 

because sometimes the 

order of words is 

ignored. 

Latent Dirichlet 

Allocation 

 

It can be used to discover the 

topics. These topics group 

drugs with similar safety 

concerns together. 

It overcomes the issue 

of Latent Semantic 

Indexing. 

It is an unsupervised 

model, but in some 

cases such as sentiment 

analysis; weak 

supervision is needed. 

 

5. CONCLUSION 

In this paper, we provide a comparative study of 

various text mining approaches to find Adverse Drug 

Reaction from social media posts. We have observed 

that unnoticed adverse reaction of drug can be found 

through patients’ reviews on social media. We have 

compared four different techniques. Among them, 

probabilistic topic model such as Latent Dirichlet 

Allocation is a technique which finds drug name and 

its related symptoms. Further Latent Dirichlet 

Allocation generates the drug-symptom pair. Other 

techniques like information retrieval or Natural 

Language Processing can extract the sentiment from 

the post but Latent Dirichlet Allocation can give the 

relation of the sentiment with its adverse effect. 
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