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Abstract 
 

With the rapid development of information technology and Internet computing, recommendation systems of various 
forms have been used in nearly all large-scale e-commerce platforms to different degrees. Besides accuracy, novelty also 
influences the satisfaction of users with these recommendation systems. To be considered novel, an item should show 
some differences from the preferences of users. To recommend diverse items under the precondition of guaranteeing 
accuracy, a clustering-based novel recommendation algorithm was proposed in this study. User preference was modeled 
by using global clustering and related-items clustering (RC), weighted distance was employed to calculate the 
dissimilarity of the to-be-recommended items from user preference, and item novelty was measured by combining 
satisfactory and unknown, followed by recommendation. The effectiveness of the proposed algorithm was verified by 
conducting an offline experiment. Results show that the recall rate of unknown items of RC increases by 15% whereas 
that of known items decreases by 60%, thereby indicating that the novelty of the recommendation result is remarkably 
improved. Meanwhile, the coverage rate increases by approximately 200%, thereby indicating that the proposed 
recommendation system demonstrates an improved ability to recommend long-tail items. This study provides references 
for improving the satisfaction of users with recommendation systems. 
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1. Introduction 
 
As both the Internet and e-commerce are growing at 
unexpected rates, the Internet and online services (e.g., e-
commerce and electronic news) have created an increasingly 
severe information overloading problem while 
simultaneously bringing convenience to users [1]. 
Personalized recommendation technologies can help users 
make wise decisions when choosing among a large number 
of products [2]. Under most circumstances, the 
recommendation lists generated by a recommendation 
system contains many similar items to guarantee accuracy. 
In recent years, studies on recommendation systems have 
begun to focus on how to correctly sort recommendation 
lists [3] to ensure that the items contained therein satisfy the 
diversified points of interest of users [4], and to guarantee 
the novelty of these items [5]. Diversity and novelty are also 
becoming increasingly important in the practical application 
of Top-N recommendation systems. 

Both diversity and novelty require the items in a 
recommendation list to show a certain degree of difference 
from one another. Diversity emphasizes the satisfaction of 
diversified points of interest of users and requires that every 
two items in a recommendation list should be as different as 
possible. Meanwhile, novelty emphasizes going beyond the 
expectations of users. In this case, the items in a 
recommendation list should not only satisfy the preferences 
of users but should also differ from those items that are 
familiar to users. The most commonly used dissimilarity 

(similarity) measures in recommendation algorithms include 
Jaccard, cosine distance, Pearson correlation, and their 
variants [6]. One commonly used method for measuring the 
difference between to-be-recommended items and user 
preference is the dissimilarity measure, which represents the 
average difference between a recommended item and the 
rated items [7]. Although measuring the preferences of users 
by taking the adopted items as a whole seems reasonable, the 
accuracy of such user preference modeling is reduced due to 
the inclusion of some behavioral data of sudden epidemic 
influence or temporary adoption [8-10]. Previous studies 
have mainly focused on improving the accuracy of 
recommendation systems, but how to select proper 
clustering algorithms to find novel items that diverge from 
user preference warrants further research. 

To this end, user preference was modeled in this study 
by using global clustering (GC) and rated-items clustering 
(RC) algorithms. Minimum distance, average distance, and 
weighted distance were employed to measure the difference 
between the to-be-recommended items and user preference, 
and satisfactory and unknown attributes were combined to 
calculate the novelty of those items to be recommended to 
users in order to improve the novelty and coverage rate of 
recommendation lists while guaranteeing their reasonability 
and accuracy. 
 
 
2. State of the art 
 
Many scholars have examined the application of clustering 
algorithms to recommendation systems. For instance, Feng, 
L. et al. divided users and items into several subgroups, 
trained the traditional collaborative filtering model for each 
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cluster after obtaining the closely associated clusters of users 
and items, and remarkably improved the performance of 
several traditional collaborative filtering Top-N 
recommendations [8]. Wang, X. Y. et al. proposed a 
collaborative filtering recommendation model based on 
rough user clustering, allocated users to upper and lower 
approximations according to their similarities with the 
clustering center, formed an initial neighbor set for each user, 
searched the nearest neighbor of the target user online from 
its initial neighbor set, predicted item ratings, and offered 
recommendations to the target user, thereby effectively 
improving both recommendation accuracy and quality [9]. 
These studies have also performed clustering to find 
neighbor sets with high reference value and trained 
algorithms to improve the accuracy of recommendation 
systems. However, these processes can also influence the 
coverage rate of the recommendation results. 

Clustering algorithms have also been applied in user 
preference modeling. Han, H. M. et al. clustered users and 
items into multiple clustering subsets according to a user–
item evaluation matrix and the item attributes derived by 
domain experts, mined candidate items by using the item 
attributes selection method, and showed improvements in 
mean absolute error and root mean square error [10]. Jiang, 
M. Y. et al. introduced information entropy and blustering 
into collaborative filtering and obtained better results than 
the benchmark algorithm in terms of precision and 
calculation cost [11]. Raja, D. R. K. et al. proposed an 
individualized mobile multimedia application 
recommendation system based on user comments, comment 
texts, application descriptions, and application popularity, 
used the latent dirichlet allocation (LDA) topic model to 
analyze user comments and descriptions of application 
programs, and applied k-means clustering in all extracted 
application characteristics via principal component analysis 
while reserving only the optimal potential characteristics; 
their proposed system was able to guarantee the correlation 
and diversity of the generated recommendation list [12]. Das, 
J. et al. used two hierarchical spatial division data structures 
(k–d tree and Quadtree), clustered or divided user spaces in 
the system according to user location, and used these 
clusters to predict the ratings of target users, thereby 
reducing the operation time while maintaining an acceptable 
recommendation quality [13]. Sarwat, M. et al. classified 
three location-based ratings within the same framework [14]. 
Mezni, H. et al. proposed a context-aware web service 
recommendation method that pays special attention to the 
time dimension and combined the k-means clustering 
method with multi-population variants of the famous particle 
swarm optimization algorithm to exclude those similar users 
who share few public web services with active users in a 
specific context [15]. Selvi, C. proposed a supervised 
adaptive genetic neural network method based on the 
improved k-means clustering algorithm to localize the data 
points that are liked the most by users in order to provide 
effective recommendations [16]. These studies have 
integrated clustering technology with several algorithms, 
including LDA and the genetic neural network, and fully 
utilized spatial and contextual information to accurately 
describe user preferences. However, most of these studies 
are restricted to recommendation accuracy and ignored the 
improvements in diversity and novelty. 

Clustering algorithms are often used to solve the data 
sparsity problem in recommendation systems. Zhang, D. et 
al. proposed the concepts of popular items and frequent 
raters and used the k-means algorithm to cluster users and 

products to reduce the dimensionality of the UI matrix [17]. 
Yuan, H. N. et al. introduced the characteristic attributes of 
item contents, constructed a multi-instance-based user rating 
information expression model, and took full advantages of 
the content features of items and user rating information to 
improve rating prediction accuracy and effectively address 
the data sparsity problem [18]. Sun, Y. C. improved the 
traditional collaborative filtering algorithm by introducing a 
clustering algorithm, solving its “cold boot” and “data 
sparsity” problems, and enhancing its recommendation 
quality [19]. Rupasingha, A. H. M. et al. solved these 
problems by proposing an ontology-based clustering method 
that generates the ontology by virtue of field specificity and 
service similarity. This clustering method assumes that the 
user preference is empty according to the history of the user 
preference domain and can conveniently and effectively 
improve the data density of the user service dataset [20]. The 
above analyses have used clustering algorithms to solve the 
sparsity and cold boot problems of recommendation systems 
and improve their recommendation quality. 

 The fuzzy clustering algorithm can effectively realize 
user interest and preference modeling and be effectively 
integrated with scenario information. Liu, Z. B. et al. 
introduced models of user stable interest and current interest 
and used the fuzzy clustering algorithm to solve the data 
sparsity and equal consideration problems of user interests at 
different periods in the traditional collaborative filtering 
recommendation algorithm [21]. Mohanty, S. N. et al. 
proposed a rough-fuzzy clustering technology-based user 
access behavior recommendation framework [22]. The 
above studies have mainly applied scenario information in 
the fuzzy clustering algorithm to dynamically analyze user 
preferences, thereby improving recommendation quality.  

Scenario information is generally used in clustering 
algorithms to improve the performance of recommendation 
systems. Zeng, Q. et al. proposed a collaborative filtering 
recommendation algorithm based on similarity propagation 
and scenario clustering, clustered users according to their 
calculated scenario similarities, identified additional nearest 
neighbors for the target user by following the similarity 
propagation principle, and offered recommendations by 
predicting the item ratings given by the target user [23].  

Clustering algorithms can effectively find the points of 
interest of users and the correlation between them. However, 
in the novel recommendation, the recommended items 
should not only conform to user preference but should also 
be different from the items that are already known by the 
user. In this case, user preference can be modeled according 
to the cluster where the items already known by the user are 
located, and those items that show the greatest differences 
from these clusters are sent for recommendation to guarantee 
the diversity of the recommendation results.  

The rest of this study is organized as follows. Section 3 
applies three modeling methods, namely, weighted distance, 
global clustering, and rated-items clustering, to ensure the 
dissimilarity of the novel recommendation. Section 4 
verifies the change degrees of various algorithm indexes, 
including accuracy and novelty, by conducting an offline 
experiment. Section 5 summarizes and concludes the paper. 
 
 
3. Methodology 

 
For users, novel items should have three key features, 
namely, satisfactory, unknown, and dissimilarity. 
Dissimilarity highlights the difference between the novel 
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item and the already known item and is often measured by 
using the average distance (Eq. (1)) or minimum distance 
(Eq. (2)) between the to-be-recommended item and rated-
item sets based on user–item data, where  denotes 
the distance between the to-be-recommended item i and the 
preference of user u, and   is the item rated by user u. The 
definitions of average and minimum distance can be easily 
understood at the intuitive level with a simple calculation 
and easy operation, but both of these methods have limited 
capability in judging dissimilarity. 
 

           (1) 
 

       (2) 
 

 
Fig. 1. Schematic diagram of the dissimilarity measure 
 
3.1 Weighted distance method  
The points in Fig. 1 denote the items. When the rated items 
contain classifications A and B, if average distance is used, 
then the dissimilarities of points a and b are equal. However, 
given that the dissimilarity of point b is greater than that of 
point a, minimum distance can be used to measure such 
dissimilarity. When the rated items include classifications A 
and B and point c, point d exhibit the maximum dissimilarity, 
whereas point c may be an outlier that represents a novel 
item previously found by the user. In this case, point d is 
more novel than point c.  

An easy-to-operate processing method for the 
abovementioned phenomenon is to use the weighted average 
of average and minimum distance to measure the 
dissimilarity of the items for the target user as shown in Eq. 
(3), where  denotes weight,  denotes average distance, 
and  denotes minimum distance. To investigate the 
differences between the algorithms  is set to 0.5 in the 
experiment.  

 
         (3) 

 
3.2 Dissimilarity measure based on k-means global 
clustering 
In Fig. 1, classifications A and B denote user preference, 
whereas outlier c denotes novelty. The dissimilarity of point 
d is smaller than that of point b if the weighted distance 
method is used, but the deviation of point d from the user 
preference is very large. Therefore, when the rated items do 
not completely represent user preference, calculating the 

distance between the to-be-recommended item and each 
rated item to measure dissimilarity is somewhat irrational. 
To identify the classifications that represent the user 
preference among the rated items, the k-means algorithm can 
be used to classify all items. Assume that the quantity of 
items containing classification  among the rated items is 

 , then a greater value of  indicates a greater ability of 

classification to represent user preference. This 
classification is called the preference classification (PC) of 
user u, and those items close to this classification have a low 
dissimilarity. On the contrary, if  value is very small, then 

classification  is probably an outlier that should be 
excluded in the dissimilarity measure because this 
classification does not represent user preference. Assume 
that the quantity  of items containing classification  

among the rated items is greater than threshold value  , 
then  belongs to the PC of user and represents user 
preference. The dissimilarity of item i for user u is defined in 
Eq. (4), where  denotes the centroid of classification . 

 
      (4) 

 
3.3 Dissimilarity measure based on rated-items 
clustering 
Assume that the points in Figure 2 represent rated items. The 
PC of users after global clustering includes classifications A 
and B, but the figure shows that points a and b are combined 
into one classification, whereas point c is not suitable for 
representing user preference. Therefore, clustering based on 
rated items is most appropriate for describing user 
preference. For the target user, the item cluster that can 
represent the user preference among rated items can be 
found while neglecting the outliers. Therefore, using the 
DBSCAN algorithm [24] is suitable. This algorithm divides 
the data points into the core, boundary, and noise points, 
with each point representing an item. The core point is 
located in the density-based cluster, the boundary point is 
located within the neighborhood of one or multiple core 
points, and the noise point can be any point except for core 
and boundary points. As previously mentioned the noise 
point is an outlier and cannot represent user preference, and 
the DBSCAN algorithm can be used to delete these points. 
When the rated items are divided by using the DBSCAN 
algorithm, the dissimilarity  between the item and 
user preference is calculated by using Eq. (4). The concrete 
idea behind this algorithm is explained as follows:  
 

 (1) All points are marked as core, boundary, and noise 
points. The number of points in the neighborhood of a 
core point should exceed the preset threshold .  
(2) All noise points are deleted.  
(3) A side with a distance of within  is assigned among 
all core points.  
(4) Each group of interconnected core points forms a 
cluster.  
(5) Each boundary point is designated to its associated 
cluster of core points. 
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The DBSCAN algorithm needs to determine two 
parameters, namely, threshold value  and radius . 
Obviously, the threshold value  should be related to the 
quantity of rated items and refers to the quantity of data 
points for the DBSCAN algorithm. If many data points are 
available, then  is partially large; otherwise,  takes a 
small value. For a recommendation system, the quantity of 
rated items (i.e., user activeness) changes frequently and is 
determined by using a simple strategy. First, the 
accumulative distribution diagram of user activeness is 
drawn, the threshold value  for the most active users is set 
to 7 and progressively declines from that point, and the 
threshold value for the least active users is set to 2. The 
radius  is determined according to the threshold value , 
and the -distance of all points is calculated. -distance 
refers to the average distance from this data point to the 
nearest  points. Afterward, sorting is performed in a 
progressively increasing order, and the distance value 
corresponding to the point showing the greatest change is 
determined as radius .  

Three methods are used to measure the dissimilarity of 
an item from the target user preference, namely, the 
weighted distance (WD) dissimilarity algorithm, k-means for 
global clustering (global clustering or GC) dissimilarity 
algorithm, and the DBSCAN (rated-items clustering or RC) 
algorithm. 

 
Fig. 2. Schematic diagram of the dissimilarity measure based on global 
clustering 
 

Following the idea of the novelty algorithm based on 
diffusion of innovation (DI) [25], the k-means clustering 
method is used to divide all items into K classifications, and 
the number of classifications is determined according to 
silhouette coefficient. 

Second, a model is established to measure user positivity 
in innovation adoption, and the probability  for user 
u to adopt item i is calculated. 

Third, the traditional algorithm is used to predict user 
preference for the item, and N items that are most probably 
liked are included in an alternative set. 

Fourth, Eq. (5) is used to calculate the novelty of each 
item for recommendation, where  is calculated by 
using the three previously mentioned algorithms. These 
algorithms are integrated with the traditional collaborative 
filtering (CF) and content-based recommendation (CBR) to 
generate six algorithms, namely, WD-DI-CF, GC-DI-CF, 
RC-DI-CF, WD-DI-CBR, GC-DI-CBR, and RC- DI-CBR. 
 

(5)  

4. Result Analysis and Discussion 
 
4.1 Experiment and evaluation metrics design 
In Top-N recommendation, the traditional experimental 
method hides some item ratings in the existing datasets and 
then measures algorithm performance in terms of recall rate 
and accuracy. Here, the assumption that the hidden items 
cater to user preferences is reasonable, while the hidden 
items are already known by the user based on the training 
dataset. The novelty of each item is relative to specific users 
at a specified time. A user behavior dataset with a timestamp 
can be used and divided into two subsets by setting a time 
point. Those items with high ratings at this time point are 
deemed novel for the user. Following this idea, a detailed 
offline experimental scheme for novelty recommendation is 
designed as shown in Fig. 3 [26]. The experimental results 
are comprehensively evaluated by using three metrics in the 
recommendation list, namely, novelty (Eq. (6)), average 
popularity (Eq. (7)), and coverage (Eq. (8)). 
 

 
Fig. 3. Offline experimental scheme of novel recommendation 
 

 

             (6) 

     

                                  (7) 
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                                             (8) 

where  and are the sets of items hidden by 

user u in  and , respectively, is the set of 

recommended items for user u, represents the number 
of evaluation times of item i, and U and I represent the user 
and item sets, respectively. As shown in the Eq. (6), 

is the recall rate in the traditional experiment, and 

is the accuracy measurement for the prediction of 
future user demand by the recommendation system. The 
quantity of recommendation lists is extremely limited. Thus, 
each recommendation list is expected to contain items 
meeting future user demands and reduce the items already 
known by the user, thereby accurately defining the meaning 
of novelty metrics. Average popularity and coverage refer to 
the measurement of the ability of the recommendation 
algorithm to extract long-tail products and also reflect the 
algorithm’s ability in novelty recommendation. 

The two datasets, namely, MovieLens and LastFM, are 
adopted in the offline experiment. The time interval is set to 
14 days. Five experimental points are uniformly selected 
from the datasets of the previous year, previous rating data 
of each experimental point is set as , the data within 14 
days after these experimental data are used as the test data, 
namely , and random rating data concealed by each user 

in  with the same quantity as that in  are taken as the 
training set. Each user is recommended with 20 items on the 
basis of this training set. The data obtained through the five 
repeated experiments are averaged to compare the 
differences of the two commonly used algorithms, namely, 
CF and CBR. The reasons are analyzed on the basis of 
various evaluation metrics. Considering that the differences 
of metrics are mainly considered, the change amplitude of 
experimental data is calculated using Eq. (9), where and 

represent the new experimental and experimental data 
for reference, respectively, which can be expressed as: 

 

                              (9) 

 
4.2 Novel recommendation based on the dissimilarity 
algorithm 
The novelty of the recommendation based on the 
dissimilarity algorithm is determined by observing the 
influence of dissimilarity calculation on the accuracy, 
popularity, and coverage of novel recommendation lists. The 
main algorithm parameter is the number (N) of items in the 
alternative set. Figs. 4 and 5 present the experimental results 
for the MovieLens and LastFM datasets, respectively. 

(1) WD algorithm 
Given that the evaluation indexes of the WD algorithm 

do not show many changes, the weighted method cannot 
effectively improve the novelty of recommendation lists. 
 

 
(a) Recall_a 

 

(b) Recall_b 
 

 
(c) Novelty 

 

(d) Avg_pop 
 

(e) Coverage 
Fig. 4. Experimental results for the MovieLens dataset 
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(a) Recall_a 

(b) Recall_b 
 

(c) Novelty 
 

 
(d) Avg_pop 

 

 
(e) Coverage 

Fig. 5. Experimental results for the LastFM dataset 
 

 
 (2) GC algorithm  
The GC algorithm is used to divide the items based on 

global clustering and to calculate the item dissimilarity for a 
user. Based on the CF results, Recall_a declines to a certain 
degree and shows the greatest decline among the three 
dissimilarity algorithms. Meanwhile, the novelty index only 
declines by a small margin because Recall_b simultaneously 
decreases at an amplitude equivalent to that of Recall. As 
shown in the CBR results, given that the decline amplitude 
of Recall_a is very evident, novelty obviously decreases 
compared with the DI algorithm. Moreover, the GC 
algorithm is not suitable to be fused with the CBR algorithm 
because the latter offers recommendations by calculating the 
similarities between items that carry the ratings and rated-
items set. Although a certain accuracy of the alternative set 
is guaranteed, the GC algorithm still remarkably influences 
such accuracy. From index Avg_pop, four algorithms have 
not shown any obvious changes relative to the DI algorithm, 
thereby suggesting that dissimilarity has an insignificant 
influence on the average evaluation times of the 
recommendation list. In this case, for each user, those items 
showing a great dissimilarity not only include popular items 
but also unpopular items, which will not be analyzed in this 
paper. The coverage of the GC algorithm significantly 
increases and is only second to that of the RC algorithm. 

(3) RC algorithm  
According to the CF results, the novelty of the RC 

algorithm is obviously improved compared with that of the 
DI algorithm. The changes in the two indexes Recall_a and 
Recall_b reveal that the decline amplitude of Recall_a is 
obviously smaller than that of Recall_b in the RC algorithm, 
thereby proving the novelty of the recommendation system. 
In other words, the DBSCAN algorithm can effectively 
exclude rated items and has a subtle effect on the accuracy 
of the recommendation system. Meanwhile, according to the 
CF results, similar to the GC algorithm, both novelty and 
accuracy are degraded relative to the DI algorithm. The RC 
algorithm has the highest coverage, and the ability of the 
recommendation system to recommend long-tail items is 
remarkably improved. 

 
4.2 Influence of weight 
To investigate the influence of weight on the three 
algorithms, the MovieLens and LastFM datasets are used in 
the offline experiment, and the number of items in the 
alternative set is fixed at 400. Fig. 6 shows the experimental 
results for the MovieLens dataset. When  changes from 0 
to 1, this parameter does not exert much effect on both the 
WD and GC algorithms. Meanwhile, for the RC algorithm, 
all indexes are improved to some extent when the weight 

is 0 because the DBSCAN algorithm has deleted the noise 
points of the user, and the formed cluster can reflect user 
preference very well. Therefore, using minimum distance to 
calculate dissimilarity is reasonable. The experimental 
results for the LastFM dataset are similar to those for the 
MovieLens dataset, that is, not many differences are 
observed when the CBR algorithm is used. Therefore, the 
experimental results are not listed in Fig. 5. 

λ

λ

λ
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(a) Recall_a                                                                                                 (b) Recall_b 

 

 
(c) Novelty                                                                                                    (d) Avg_pop 

 

 
(e) Coverage 

 
Fig. 6. Influence of weight on the three algorithms 

 
5. Conclusions 
 
Novel items have three attributes, namely, satisfactory, 
unknown, and dissimilarity, where dissimilarity means that 
these items should differ from user preferences to a certain 
degree. Weighted distance, global clustering, and rated-items 
clustering are used in this work to accurately model user 
preferences. The recommendation idea of the DI algorithm is 
used to design the WD, GC, and RC algorithms. The 
following conclusions are drawn: 

(1) Given that the evaluation indexes of the WD 
algorithm do not show many changes, the weighted method 
fails to improve the novelty of recommendation lists. 

(2) The GC algorithm shows an obvious decline in 
accuracy yet its coverage increases to a certain degree. 

(3) The RC algorithm improves the coverage of the 
recommendation system while ensuring that its accuracy and 
novelty are not obviously degraded. 

The clustering algorithm was used in this study to model 
user preference, and the DBSCAN algorithm was proposed 
to cluster the rated items and to accurately calculate the 
difference between the to-be-recommended items and user 
preference. The coverage of the recommendation system 
was increased without sacrificing accuracy and novelty. 

Therefore, this algorithm has some value in improving the 
satisfaction of users with recommendation systems. 
For a user, the novelty of to-be-recommended items is 
closely related to time, user preference demonstrates time-
dependent changes, and user acceptance and understanding 
degrees for items are also changing along with time. 
Therefore, future studies should conduct an in-depth analysis 
while taking time information into account to improve the 
novelty of recommendation systems. 
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