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Abstract 

[Context] The growing demand for high-quality software has caused the industry to incorporate 
processes to enable them to comply with these standards, but increasing the cost of development. 
A strategy to reduce this cost is to incorporate quality evaluations from early stages of software 
development. A technique that facilitates the process of quality evaluation is the model-based 
testing, which allows to generate test cases at early phases using as input the conceptual models of 
the system. [Objective] In this paper, we introduce TCGen, a tool that enables the automatic 
generation of abstract test cases starting from UML conceptual models. [Method] This paper 
presents the design and implementation of TCGen, a technique that applies different testing criteria 
to class diagrams and state transition diagrams making a reality the generation of abstract test cases 
by using a model-based testing approach. To do that, TCGen uses UML models, which are widely 
used at industry and a set of algorithms that recognize the concepts in the models and generate 
abstract test cases. [Results] An exploratory experimental evaluation of TCGen has been performed 
to compare the TCGen tool with traditional testing techniques. [Conclusions] Even though the 
exploratory evaluation shows promising results, it is necessary to perform more empirical 
evaluations in order to generalize the results obtained. 
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1 INTRODUCTION 
The growing demand for high quality software has caused the industry to use various techniques to ensure the quality of 
the software developed. Testing corresponds to one of the most used techniques for this purpose [1], however, it is still 
common to find companies whose definition of the testing process is incipient and often non-existent. In these cases, the 
design of the test cases is generated spontaneously when problems occur, causing an increase in the cost of development 
and also in the maintenance of software. 
Even though there are companies that have defined a testing process, the responsible for carrying out the tests cases have 
often to deal with more problems that appears in this phase, for instance, they have limited time to execute the test cases, 
they need to understand the high complexity of software, they must to interpret the code, among others [2]. All these issues 
in the testing phase makes this phase as one of the most expensive of the software life cycle [3]. For this reason, there are 
various testing strategies that aim to reduce the high cost of this phase by reducing the time needed to design the test cases 
or execute the test cases, for example techniques and methodologies that use search-based testing [4], mutation testing [5], 
or model-based testing [6]. These testing strategies are used to create test cases that achieve two main goals: to verify the 
requirements or to find faults. 
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It is important to note that, when the complexity of the product grows, the cost of the testing phase increases [7]. An 
interesting alternative to reduce the cost of testing is to use model-based testing (MBT), since this technique uses the 
models that describe the system as an input to design the test cases. Therefore, this technique allows the generation of test 
cases automatically using the models of the system under test (SUT). MBT increases the productivity and quality of the 
software, since it moves the test activities at an early phase in the software development process and it allows to generate 
test cases independently of the implementation platform [8] due to it is possible to generate abstract test cases with the 
conceptualization of the test cases, that later can be translated to concrete test cases implemented in a programming 
language. 
Nowadays, there exist diverse tools to support the testing process, whether open source tools as Selenium [9] and Watir 
[10], or licensed tools as HP QC [11]. These tools enable the automatic generation of test cases by programming the test 
cases or recording the user actions for interface testing. The amount and variety of available tools that automate testing 
depends on the programming language that is used by the SUT, so that these tools cannot easily be used in other projects. 
For a more generalization of the use of tools for generating test cases, these tools should allow the automatic generation 
of test cases and independently of the programming language of the software, i.e., abstract test cases based on models 
(MBT) must be generated. The conceptual models are important and a fundamental part in software development, since 
they constitute the starting point for a good software product. Although there are tools that allow to automatically obtain 
abstract test cases from models [12], these tools use complex models that are not widely used in industry as UML is, and 
they do not clearly state which kind of test cases are generated under well-defined testing criteria. So that, the use of these 
existent MBT tools is difficult to achieve in industry. 
In this paper we present TCGen, an open-source tool that enables the automatic generation of test cases starting from UML 
models [13]. TCGen uses UML models due to UML is easy to understand and it being widely used in industry. For the 
generation of the test cases, the XML representation of the UML models is used as input by TCGen, which identifies the 
conceptual constructs in the XML file and then, it generates test cases using different testing criteria for the class diagram 
and for the state transition diagram. The generated test cases correspond to abstract cases expressed in XML files, that is, 
the test cases are independent of the programming language of the software to be tested. The contribution of this work is 
important for academia and industry. Practitioners can use TCGen to generate test cases automatically and then reduce the 
high cost of designing test cases in the testing process. Scientists can use TCGen to generate the abstract test cases and 
use these test cases to generate model editors that incorporate the features needed to perform the testing process. 
In this paper we extend our previous publication [14] by adding more detail of the systematic literature mapping due to 
the incorporation of the search process and the retrieved amount of articles; adding a summary of the articles selected in 
the review indicating the models used and the tool that automatizes the generation of test cases; and adding the analysis 
of amount of models used that clarifies our motivation to use more than view of the system model to generate the test 
cases. Moreover, we clarify the different testing criteria that can be supported by an MBT tool, and the model coverage 
that is used to compare the proposed technique with manual testing. In addition, all the algorithms that are used by TCGen 
are provided in this version in order to facilitate the replicability of the generation of test cases by TCGen using other 
input models. Later, we provide more details of the case used to exemplify the use of UML models in the generation of 
abstract test cases by TCGen, and provide more examples of the test cases generated. Finally, we add more details in the 
cases used in the evaluation of TCGen and provide more explanations about future lines of research.   
The rest of the work is organized as follows: Section 2 presents the background and related work; Section 3 presents the 
design and implementation of TCGen, and Section 4 presents the evaluation. Finally, Section 5 presents our main 
conclusions and future work. 
 
2 RELATED WORK 
This section briefly presents the foundations of model-based testing (MBT) and some relevant related work that was 
reviewed by performing a systematic mapping of the literature. 
 
 2.1 Model-based Testing (MBT) 

MBT seeks to improve the quality of the systems in less time than traditional testing techniques by performing a testing 
process at early stages of the software development life cycle, with the aim of avoiding the complexity of the manual test 
case generation from the interpretation of the code [2]. 
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MBT uses models of the system for the automatic generation of test cases of the SUT. Since these system models describe 
the software requirements and functional specifications, MBT is generally regarded as a black-box testing [15]. The 
process for the generation of test cases using model-based testing is shown in Fig.1. This process is comprised of the 
following five steps: 

• Creation of the testing model, which can be obtained from the requirements or design models of the SUT. 

• Generation of abstract test cases, for which it is necessary to choose a testing criterion, for example a criterion 
based on requirements, a criterion based on coverage, a criterion based on coverage of transitions, among others. 

• Concretization of the abstract cases and the conversion of them into executable scripts. To do this, it is necessary 
to codify the abstract test cases in order to execute them. 

• Execution of test cases automatically or manually, which could be performed online in order to observe the 
current system outputs, or off-line to encourage the creation of testing repositories. 

• Analysis of the results, where the results of the execution of the tests are analysed and corrective actions are 
performed if they are necessary. 

In the context of the software verification based on models, MBT presents the following advantages: (1) it is a practice 
that derives the information of models created previously, which are usually small in comparison to the entire model of 
the system; (2) the use of MBT often allows the traceability of the requirements to the test cases; (3) MBT can be used to 
test the system after the development process and also in its early stages of development; (4) MBT can be used to 
automatically generates sets of tests that meet a coverage criterion. 

 
Figure 1: Model-based testing process [15]. 
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 2.2 Systematic literature mapping  

A systematic mapping review of literature was performed [16], which makes possible to identify, evaluate, and interpret 
the current status of literature with respect to the automation in the generation of tests cases starting from conceptual 
models without bias from the authors of this work. To this end, the following question was formulated: 
 
RQ: What are the existent techniques for the automatic generation of tests cases based on models? 
 
In this literature review, digital libraries were used, since there was no physical access to libraries relating to the theme of 
model-based testing, and digital libraries provides search tools that speed up the literature searching process. The selected 
digital libraries were IEEE Xplore, ACM and Springer due to the main testing conferences are indexed in these digital 
libraries.  
In order to obtain a significant number of results, a search string was formulated using the keywords of the research 
question and their synonyms; and the operators AND and OR were used to join the terms. 
Once the search string was executed in the digital libraries, the exclusion criteria were applied for leave out prologues, 
introductions, systematic reviews, theses, books, and grey literature. In addition, the inclusion criteria were applied to 
select candidate papers. The inclusion criteria correspond to papers in Spanish or English language, and that include 
techniques or methodologies for that allows to perform software testing based on models and its automation. 
The search process was performed on July of 2015, and it yielded a total of 876 articles (see Table 1). In the first stage of 
revision, which corresponds to reading the title and abstract of the articles retrieved by the digital libraries, 52 articles 
were selected after the application of the inclusion and exclusion criteria detailed above. Later, a complete reading of each 
article was performed to these 52 candidate articles, resulting in 20 articles selected.  

Table 1: Number of articles retrieved in the systematic review 
Library Number of articles retrieved Number of articles first read Number of articles after fully read  
IEEE 550 15 9 
ACM 203 28 10 

Springer 123 9 1 
Total 876 52 20 

 
For each selected article, the models used to generate the test cases, the modeling standard and the tools that support the 
test case generation were extracted. This information is presented in Table 2, and when this information has not been 
specified or it cannot be extracted from the article, we use the – symbol. 

Table 2: Selected articles in the systematic mapping literature review 
Ref. Models Standard Tools  
[17] - UML JULE  
[18] Data model and Class model UML Conformiq Qtronic and EAST Test 

Runner 
 

[19] State machines and State diagram - PerformCharts and Condado  
[20] Data model - -  
[21] Petri nets and State diagram - MISTA  
[22] State transition diagram UML TestMaster  
[23] - UML -  
[24] Use cases - TarGet  
[25] Activity diagram and Use cases UML LoadRunner and PLeTsPerf  
[26] Sequence diagram, State machines, and Activity 

diagram 
UML -  

[27] State transition diagram UML -  
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Ref. Models Standard Tools  
[28] State transition diagram UML Conformiq Qtronic and SpecExplorer  
[29] Use cases UML -  
[30] Sequence diagram UML Eclipse (Plugin EMF) and UML2 Tools  
[31] Interaction diagram UML -  
[32] Class diagram UML LEIRIOS Smart Testing  
[33] Class diagram, Object diagram, and State machine UML LEIRIOS and Test Designer Tool  
[34] Sequence diagram UML -  
[35] State transition diagram UML -  
[36] State transition diagram UML  -  

 
Regarding the information obtained, the majority of articles introduces the use of a single model for the generation of test 
cases and only six articles present the use of more than one model to generate the test cases. Four of them use two models 
[18], [19], [21], [25], and two use three models [26] [33]. Different types of models represent different views of the 
software, so that a greater number of models would make it possible to evaluate the software from their different views, 
thus providing greater coverage of the software. In two articles authors do not mentioned the models used [17] [23], which 
difficult the generalization of these proposals (see Fig.2). 
 

 
Figure 2: Number of models used by the MBT techniques selected in the mapping. 

 
With respect to the diagrams used, most of the articles use state transition diagrams or state machines. Later, the most used 
diagrams correspond to interaction diagrams or sequence diagrams. It is important to highlight that 80% of the model-
based testing proposals presented the use of UML standard for the models used as input in the generation of test cases. 
The remaining 20% presents other models, such as Petrinets [21], data models [18], and objects diagrams [33] (see Fig.3). 
 

 
Figure 3: Models used by the MBT techniques selected in the mapping. 
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Finally, to answer the research question, RQ: What are the existent techniques for the automatic generation of tests cases 
based on models?, we can establish that there exist techniques that allow to generate test cases from UML models, most 
of which use a single model to generate test cases, such as [20] uses the data model, [22] uses state diagrams, [29] uses 
use cases, [30] uses sequence diagram, and [32] uses a class diagram. In addition, although there are tools to generate the 
test cases based on models, for example Selenium [37], SpecExplorer [28], TestMaster [22], PerformCharts [19], and 
MISTA [21], the documentation of these tools is scarce, without giving more details of how to perform the test case 
generation or the clearly state the coverage criteria that they are using. For this reason, in this work we present a MBT tool 
called TCGen that details the coverage criteria used, and that generates test cases using more than a single conceptual 
model. 
 
3 TCGEN DESIGN 
This section introduces the Test Case Generation Tool – called TCGen –  that automatically generates test cases based on 
models by using several testing criteria. TCGen is a model-based testing tool that automatically creates the testing model 
from the UML models and later automatically generates abstract test cases. TCGen uses the UML class diagram and the 
UML state transition diagram [13] to generate the test cases. 
The testing criteria allow to design black-box test suites, that are independent of the SUT code. At this point it is important 
to mention that coverage in MBT is related to coverage in the model, which is complementary to code coverage [15]. In 
general terms, the model coverage has appeared as the systematization of good practices that has been done for code 
coverage. For this reason, in order to correctly test a software product, it is important to use both, model coverage and 
code coverage. The major concern of MBT tools is to maximize the model coverage taking into account that the models 
represents the abstraction of the system and the generation of test cases at this level expresses the testing goals of the 
system behaviour.  
TCGen is a MBT tool that is related to model coverage. In particular, TCGen is focused on structural model coverage, i.e. 
the coverage is measured as the part of the model that is covered by the test cases generated. For structural model coverage, 
the following criteria has been defined in literature [15]: Association-End Multiplicity (AEM), Generalization (GN), Class 
Atrribute (CA), All-Paths Sequence diagram, All-states, All-Configurations, All-Transitions, All-Transitions-Pair, All-
Loop-Free-paths, All-One-Loop-Paths, All-Round-Trips, and All-paths. Above, the testing criteria supported by TCGen 
are explained. 
 
 3.1 Testing criteria supported by TCGEN 

Since TCGen uses as input for the test case generation the class diagram and the state transition diagram, All-Paths 
Sequence diagram is a testing criteria not supported in this version of the tool. Regarding the testing criteria that related 
to the class diagram, all of them are supported by TCGen, i.e. AEM, GN, and CA are supported. Regarding the testing 
criteria related to the state transition diagram, All-Paths criterion means that each path must be used at least once, so that 
it is not practical to use since the state transition diagrams can have loops. For this reason, this criterion is not supported 
by TCGen. The All-round-trips criterion requires only one iteration of a trip for all the states and transitions, therefore this 
criterion is not supported by TCGen since can be tested using other criteria. The same occur with the All-configurations 
criteria, that can be solved with All-states and All-transitions criteria. Therefore, TCGen implements eight testing criteria, 
three of them are based on the XML representation of the class diagram, four of them are based on the XML representation 
of the state transition diagram, and the remaining criterion is related to data values. 
The AEM (Association-end multiplicity) testing criterion evaluates the cardinality of the associations, in other words, an 
association must be instantiated with the minimum value of related items, the maximum value of related items and with 
one or more intermediate values between the range of minimum and maximum value. To generate the test cases, it is 
necessary to parse the XML representation of the class diagram, and for each pair of associated classes the cardinality is 
evaluated by creating a set of multiplicities to the maximum, minimum, and one intermediate value. Then, by means of 
the Cartesian product, a set of valid and invalid configurations is created. Fig. 4 shows the pseudo-code of the algorithm 
used to generate test cases with the AEM criterion. 
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Figure 4: Pseudo-code of the algorithm for AEM criterion. 

 
The GN (Generalization) testing criterion provides an instance for each specialization and generalization that is defined 
in the class diagram. To generate test cases for each parent class, the classes that inherit from this are instantiated. Then, 
for each child class, the methods inherited from the parent class and the classes associated with the parent class are called. 
Fig. 5 shows the pseudo-code of the algorithm used to generate these test cases. 
 

 
Figure 5: Pseudo-code of the algorithm for GN criterion. 

 
The CA testing criterion (Class Attribute) generates different combinations of values for the attributes of each class 
specified in the class diagram. To generate the test cases, a set of significant values using a DataFactory [38] within the 
software domain is generated for each attribute. Then, a Cartesian product of the set of values of the attributes of each 
class is calculated. Therefore, each tuple will be a test case for the CA testing criterion. Fig. 6 shows the pseudo-code of 
the algorithm that implements the CA criterion. 
 

 
Figure 6: Pseudo-code of the algorithm for CA criterion. 

 
The All-States criterion specifies that each state of the model must be visited at least once, in order to doesn´t have states 
without use. To do this, TCGen receives an XML file with the information of the state transition diagram, from where the 
initial state and their transitions is selected. Then, the states are visited and they are marked as visited. If all the states have 
been visited, the criterion finishes successfully. If there are no more states achievable and there still states to visit, these 
states are reported as they cannot be achieved. Fig. 7 shows the pseudo-code of the algorithm for the all-states criterion. 
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Figure 7: Pseudo-code of the algorithm for All-States criterion. 

 
The All-Transitions criterion determines that each transition of the model must be travelled at least once. From the XML 
file that contains the information of the state transition diagram, the initial state and their transitions are selected. Then, 
the transitions are run by marking them as executed. If all transitions executed are the universe of transitions in the diagram, 
the criterion successfully finished. Otherwise, it is important to notify the transitions that could not be executed. The 
pseudo-code for the algorithm that implements All-Transitions criterion is presented in Fig. 8. 
 

 
Figure 8: Pseudo-code of the algorithm for All-Transitions criterion. 

 
The All-Transition-Pairs criterion defines that each pair of adjacent transitions in the model must be travelled at least once. 
From the XML representation of the state transition diagram, all the states are obtained. For each state, all the incoming 
and outgoing transitions are obtained. The test cases are created with each pair of incoming – outgoing transitions. If all 
pairs of transitions are run at the end, the criterion ends correctly. But, if there are pairs that were not visited, they are 
notified. At this point it is important to note that this testing criteria can be useful when modifications are performed to 
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the system, for instance including new functionality, in order to generate the test cases just for the new transitions. The 
pseudo-code for the algorithm that implements All-Transitions-Pair criterion is presented in Fig. 9. 
 

 
Figure 9: Pseudo-code of the algorithm for All-Transitions-Pair criterion. 

 
The All-Loop-Free-Path criterion specifies that every path loop free must be visited at least once. A path is free of cycles 
if you do not have repetitions of any configuration. From the XML of the state transition diagram, you get the initial state 
and their transitions. Then, the transitions are executed. If the transition comes to a state already visited, then this case is 
discarded; and if the transition arrives at a state without transitions, then saves the case. The approach ends when there are 
no more transitions in the stack to run. Fig. 10 presents the pseudo-code for the algorithm that implements All-Loop-Free-
Path criterion. 
 

 
Figure 10: Pseudo-code of the algorithm for All-Loop-Free-Path criterion. 

 
The criterion One Value receives an XML file with the information of the class diagram. For each attribute in a class, it is 
necessary to get the domain of the attribute and generates a value within this domain by using a DataFactory [38]. Fig. 11 
shows the algorithm that implements One Value criterion. 
Using the algorithms presented in this section, TCGen clearly state the testing criteria used for to automatically generates 
the test cases starting from the class diagram and the state transition diagram specified for a software system. This is a big 
difference regarding the tools of the state of the art that do not specify the testing criteria used to generate test cases starting 
from conceptual models neither explain how it is possible to generate test cases starting from conceptual models. 
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Figure 11: Pseudo-code for One Value criterion algorithm. 

 
 
3.2 Design of test cases 

The TCGen technique needs four steps to generate the test cases: (1) generate the model, (2) identify structure and 
attributes of the models, (3) generate the abstract test cases and (4) generate an executable script. 
For the first step, i.e. to generate the model, Eclipse Papyrus [39] will be used. Papyrus is a free tool that allows create 
UML models, and then save them in an XML file that contains all the specification of the UML models. This step is not 
automated, it is necessary that the software engineer understand the requirements of the system and specify the solution 
in UML models in order to satisfy the requirements. 
In the second step, TCGen read the XML representation of the UML conceptual models and it identifies the classes, 
attributes, methods, associations, states, and transitions. This step is performed automatically, i.e. the software engineer 
just need to enter the XML representation of the UML models in the TCGen tool. 
In the third step, TCGen generates the abstract test cases in an XML file. This XML file have the specification of the 
testing criteria used with the tag <Criterion name="NameOfCriterion">, in addition to the parameters for each criterion 
selected to generate the test cases. With this, the abstract test cases are generated automatically without the intervention 
of the software engineer.  
Later, in a four step, it is important to generate the executable scripts for the abstract test cases, for which it is possible to 
use the Selenium tool [9]. In this step, the software engineer translate the abstract test cases to concrete test cases written 
in the same programing language that the software has been developed in order to automates the execution of the test cases 
generated. 
Fig. 12 shows an example of a class model created for a family pets management system in the Papyrus tool, which allows 
the registration of cats or dogs as pets of a family.  
 

 
Figure 12: Example class model for a family pets management system. 

 
For the example model shown in Fig. 12, the AEM, GN, and CA testing criteria are used to generate the abstract test cases 
by TCGen. In Fig. 13 is presented an extract of the XML file generated for the AEM criterion. In this figure, it is possible 
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to observe that in the XML is clearly indicated the testing criteria and the values of the attributes for the associated classes 
(Family and Pet) with a valid cardinality of 1 to 0, and 1 to 1. 
 

 
Figure 13: Example of abstract test case generated for AEM criterion (extract). 

For the GN criterion, where the child classes are instantiated, it is possible to observe the testing criterion in the XML file, 
and the attributes and methods inherited by the child class from the parent class (see Fig.14). 
 

 
Figure 14: Example of abstract test case generated for GN criterion. 
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The XML file for the CA testing criterion, where different combinations of attribute values are tested is presented in Fig. 
15. In this figure, it is possible to observe the testing criterion and the different instantiations for the class family. For each 
instantiation, data values are provided for each attribute. 

 
Figure 15: Example of abstract test case generated for CA criterion (extract) 

 
An extract of the XML file for the All-transitions testing criterion is presented in Fig. 16, where all transitions are travelled 
until arrive to a target state, and if there are transitions that do not arrive to a target state they are reported. 
 

 
Figure 16: Example of abstract test case generated for All-Transitions criterion (extract) 
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The test cases presented above correspond to the abstract test cases automatically generated by TCGen starting from the 
class model of a management system for family pets presented in Figure 12. These test cases are generated without the 
intervention of the software engineer in few seconds, so that the time needed to design test cases is reduced considerably 
with regard to thinking about the test cases from scratch. 

 
3.3 Implementation of TCGen 

TCGen is a tool that was implemented using IntelliJ IDEA [40], which is a framework for the development of Java 
applications that facilitates the completion, refactoring and debugging of code. The TCGen tool can be freely downloaded 
from https://cperezg@bitbucket.org/cperezg/tcgen.git.  
To develop the graphical interface of TCGen, JavaFX library was used [41] since it allows to create desktop applications, 
mobile applications, web applications, etc. Fig. 17 shows the resulting interface for the TCGen tool, which is divided into 
6 parts. 
 

 
Figure 17: TCGEN graphical user interface. 

 
In the top left corner, it is located the panel for the class diagram (number 1 in Fig. 17). In this panel, there is a button to 
load a class model, which will open a file selection window to select the model. Then, the checkbox to select the criteria 
to generate the test cases are enabled. The panel for the state transition diagram is located at number 2 of Fig. 17. This 
panel has a button for the selection of the model, and when the model is selected, the checkbox with the testing criteria 
are enabled.  
In contrast to the class diagram panel, in the state transition diagram panel it is possible to select multiple state transition 
diagrams, which will be shown in number 3 of Fig. 17 (which displays the list of state transition diagrams opened). This 
is because for a software solution one class diagram is used to specify the entire solution, but it is possible to have several 
state transition diagrams to represent the valid lives of the objects related to the different classes in the solution. 
The button Generate Test Cases (see number 4 in Fig. 17) initiates the process of creating test cases for each selected 
criterion. The result will be displayed on the right side of TCGen (see number 6 in Fig. 17). This panel will display the 
number of cases generated, the total time that TCGen takes in generating the test cases, and the test cases generated. The 
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button Export Test Cases (see number 5 in Fig. 17) will open a window for saving an XML file with the test cases 
generated.  
 
3.4 Comparison of TCGen with other MBT tools 

This section has presented TCGen, an open source tool that puts in practice the model-based testing by using UML models 
as input in the automatic generation of abstract test cases. Table 3 shows a comparison of TCGen regarding other tools 
that we found in our literature review.  

Table 3: Comparison of TCGen with other tools 
Tool Input models testing criteria Type of test 

case  
 Open 

source 
  

JULE [17] - - -  -   
Conformiq Qtronic  [18]  Behavioural and state diagrams - abstract  no   
EAST Test runner [18] - - concrete  -   

Condado [19] State transition diagram - -  -   
Mista [21] Petri nets and state transition diagrama Coverage criteria -  yes   

TestMaster [22] State transition diagram - concrete  no   
TaRGet [24] Use case diagram - -  -   

PLeTsPerf [25] Use case diagram and activity diagram  concrete  -   
SpecExplorer [28] State transition diagram - Concrete  no   

LEIRIOS Smart Testing  
[32], [33] 

Class diagrams, objects diagrams, and 
state transition diagrams 

- Abstract  -   

TCGen Class diagram and state transition 
diagram 

Structural model 
coverage 

abstract  yes   

 
As is shown in Table 3, there are some tools that do not specify the type of diagram used as input in the process of test 
case generation, such as JULE and EAST Test runner, which impede their use in other projects different than the projects 
reported at [17] and [18], respectively. 
Regarding the models used to generate test cases it is possible to observe that the majority of tools uses state transition 
diagrams, and just one tool also uses the class diagram as input in the generation of test cases [32], [33]. As we stated 
before, it is important to mention that using just one view of software provokes that the coverture of the generated test 
cases is not enough to validate the requirements or to find failures in the software. We advocate that since a software 
product has different complementary views (structural, behavioral, and interaction) that must be specified to completely 
describe a software system, therefore, test cases should be generated using models related to the different views, in order 
to test the software holistically. For this reason TCGen uses as input models the class diagram and the state transition 
diagram, which represents the structural and behavioral views of software. Nevertheless, the generation of test cases that 
hollistically test the software systems is a still big challenge of MBT approaches. 
Regarding the testing criteria, TCGen and Mista identifies the testing criteria used to generate the test cases. This is 
important to understand the test cases generated and the model coverage that can be achieved using the test cases generated 
by these tools. 
Regarding the type of test case generated, in some cases are generated as concrete test cases, i.e. test cases written in the 
programing language of the software system. The concretization of test cases should help in the execution of test cases. 
Nevertheless, it is important to have abstract test cases in order to facilitate the understanding of the design of test cases. 
For that reason, this version of TCGen generates abstract test cases. 
Regarding the license agreement for these MBT tools, only TCGen and Mista are open source tools, which make possible 
different companies to use them without paying a license fee, and also give the opportunity to other researchers to 
programme extensions of these tools. 
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4 EXPERIMENTAL EVALUATION OF TCGEN 
In order to assess the functionality of TCGen, a quasi-experiment was performed in a controlled environment, which was 
designed and implemented following the guidelines presented at [42, 43]. The purpose of the quasi-experiment is to 
evaluate the coverage and efficiency in the generation of test cases by TCGen in comparison with manual generation of 
the test cases. 
The quasi-experiment consists of two cases of similar difficulty, where two groups of people of similar knowledge must 
complete the class diagrams and state transition diagrams using Papyrus, in order to finally generate test cases. One of the 
groups must generate the test cases manually and the other using TCGen. 
The independent variable corresponds to the method for generating the test cases: manual or automatic using TCGen. The 
dependent variables correspond to the coverage and efficiency. Coverage is calculated according to the number of test 
cases generated for different testing objects.  Efficiency is calculated with the time used in the generation of test cases. 
For the realization of the experiment, students of the career of Informatics and Telecommunications Engineering at Diego 
Portales University were selected. Students meet the requirement of having passed the Software Engineering course, where 
they acquire the foundations and knowledge of conceptual modeling and software testing. The participation in the activity 
was voluntary, without a qualification associated to their participation. This was decided in order to subjects were not 
afraid to honestly evaluate the TCGen tool. Since the participation in the study was voluntary, we do not recruit many 
participants, but we aware that the participants will perform the tasks consciously. With a total of 13 participants, two 
working groups were formed, six and seven members, according to how they were sitting in the classroom. 
The cases correspond to a post office management system and a computers’ repairing management system. The post office 
management system allows the interaction of the practitioners of the post office and the citizens. Each type of user has 
different permissions in the system, and to access the functionality they must be logged into the system. The practitioners 
of the post office can be management people or postal man people, which must specify the days and hours of their working 
week. The citizens must register the address and the contacting e-mail. The main functionality of this system is the 
registration of a postal card, the registration of a package, the reception of a postal or package, and the tracking of the 
packages in their different states: received, in road, and delivered. 
The computer’s repairing system allows the interaction of practitioners of the computers repairing company and the clients 
that leave their computers in order to be repaired. Each type of user has different permissions and functionality in the 
system, so that they must be logged into the computer’s repairing system in order to access the functionality. The clients 
must register the problem of the computer and the contacting information, such as phone number and e-mail. The 
registration of a computer to be repaired must content the type of the computer: PC or notebook, in addition to the 
information specific for each type of computer. PC must be registered with of brand or hand-built, operative system, ram, 
processor and size of hard disc. The notebooks must be registered with brand, model, and screen size. The main 
functionality of this system is the registration of computers to be repaired, the tracking of the reparations of each computer, 
and the return of the repaired computer to the client.   
It should be noted that both cases, the office management system and the computer’s repairing system, were reviewed by 
the authors of this work on repeated occasions in order to reduce the risk of these cases were not understood by the subjects, 
and also in order to state that they had a similar level of difficulty. Moreover, the experiment was piloted with practitioners 
prior to the execution with the subjects in order to adjust the times allocated to the activities of the assessment and the 
material of the experiment. 
Table 4 shows the activities carried out in the experiment by each group of subjects (the one that generates the test cases 
manually and the one that generates the test cases automatically by using TCGen) and the duration of each activity. 

Table 4: Activities in the TCGEN quasi-experiment 
Activity Group1 Group2 

Introduction and motivation 12 minutes 12 minutes 
Read the case 7 minutes 8 minutes 

Specification of diagrams 100 minutes 80 minutes 
Test case generation 0,108 seconds 30 minutes 

Total 2 hours (120 minutes) 2 :10 hours (130 minutes 
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Once the objective of the evaluation was explained, each group read the case and made the class diagrams and the state 
transition diagrams in the Papyrus tool. Subsequently, each group generated test cases. In both groups, the diagrams and 
the test cases were specified all-together. In the case of Group1, it was performed through the use of TCGen, and the 
Group2 generate the test cases manually. In the case of Group2, they had 30 minutes to generate the greatest amount of 
test cases as possible. 
The participants of the Group1 recognized 8 classes for the post office system: User, Customer, Official, Work_Day, 
Package, Reception, and Track. Group1 obtained 702 test cases generated using all the criteria that are supported by 
TCGen in 0.108 seconds. These test cases were generated using the eight system classes and the eight testing criteria. For 
example, for the testing criterion CA, 354 test cases were created that cover all the attributes of all classes in the software. 
With this test cases, it is possible to assure the creation of all the objects specified in the UML class model. Therefore, this 
case meets with the full coverage of the test objects. 
The participants of the Group2 recognized 5 classes for the repairing computers system: Customer, Computer, Desktop, 
Notebook, and Income. For this diagram, Group2 obtained 16 test cases in 30 minutes. This group focused on the 
verification of the attributes, i.e. the CA criterion that is also covered by TCGen. The generated test cases were performed 
for the Customer class (12 test cases) and for the Income class (4 test cases). Here it is clearly notice that the generated 
test cases have not been covered all the test objects (only 2 of the 5 classes specified in the class diagram), so that the 
coverage in this criterion would be as maximum of 40%. A limitation of the test cases generated manually is that these 
test cases cannot be automatically used by some tool to execute the test cases. Thus, more time is needed later to execute 
these test cases. Moreover, the remaining testing criteria supported by TCGen was not even in mind in Group2. 
With the results obtained in the quasi-experiment, TCGen proved to generate functional test cases with greater coverage 
than the coverage obtained generating test cases manually. In addition, TCGen demonstrated that the generation of test 
cases was more efficient than carried out manually. We are aware that there are test cases that cannot be generated by 
TCGen, for example, testing of temporal behaviour of the software, testing about the usage of hardware resources, or 
testing the usability of the software. However, with regard to the functional testing, TCGen has proven to be an alternative 
which facilitates the process of testing, and that can be complemented later with other testing techniques. 
After the quasi-experiment, a post experimental activity was performed by the subjects that had to use TCGen. Thus, a 
questionnaire was applied to evaluate the ease of use and the utility of TCGen to Group1. This questionnaire has 15 
questions that participants must respond by using a LIKERT scale from one to five, with one being a total disagreement, 
and five being a full agreement. The following questions are used to assess the ease of use: 

a) I found the procedure to apply TCGen simple and easy to follow. 
b) In general, I find easy-to-use TCGen. 
c) I could explain TCGen easily to any person who does not know it. 
d) In my opinion, TCGen is easy to use for the application that I have modeled. 
e) TCGen was clear and easy to understand. 
f) I am sure that I have now the skills necessary to use TCGen in practice. 

 
In Fig. 18 it is possible to note that in general the TCGen tool was considered easy to use, but a majority neutral was 
identified in relation to the ease to explain the tool to another person. 
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Figure 18: Results in the questionnaire to evaluate the ease-to-use of TCGEN. 

 
In the case of the utility, the questionnaire has the following questions:  

a) I think that TCGen reduces the effort required to generate test cases. 
b) TCGen facilitates the tester detect faults in an application. 
c) In general, I found TCGen useful. 
d) In general, TCGen is practical to test the needs of users of an application. 
e) Definitely, I would use TCGen to generate test cases. 
f) In general, I think that TCGen provides an effective solution for the generation of test cases. 
g) Using TCGen it is possible to test large applications efficiently. 
h) In general, I think that TCGen is an improvement with respect to other methods for generating test cases. 
i) I will try to use TCGen preferably with respect to other methods for generating test cases if I have to prove 
other applications in the future. 

 
In Fig. 19 it is possible to note that in general the TCGen tool was consider to be useful. It is important to note that a large 
majority finds that TCGen provides an effective solution for the generation of test cases (question f). 
 

 
Figure 19: Results in the questionnaire to evaluate the utility of TCGEN. 

 
In general terms, subjects stated that the use of TCGen was quick and easy to learn, and that the use of TCGen facilitated 
the generation of test cases quickly for a system due to its interface is simple. One of the major difficulties encountered 
by participants was to carry out the diagrams, since they had no experience using the Papyrus tool even though they have 
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experience modeling by using other tools. In addition, this difficult the participants that can explain the use of TCGen to 
other people. 
 
4.1 Threats to validity 

There are some threats to the validity of the evaluation of TCGen that may have biased the results of the evaluation. With 
regard to the external validity, we selected UML as the modeling language because it is widely known and it is widely 
used in the industry, which could facilitate the use of TCGen. With respect to the subjects, it was difficult to obtain 
practitioners to carry out the evaluation, so were used students that can be seen as novice professionals as they were in the 
final year in their career. 
With regard to internal validity, the cases used were reviewed on several occasions by the authors of this work, and they 
were piloted with practitioners in order to assure that they understand both cases and that the cases have similar difficulty. 
To avoid the effect of learning, we divided the population of subjects into two groups that used different cases and different 
testing techniques. Despite of these decisions, one case could be perceived as more difficult than the other case by the 
subjects. 
The conclusion validity is threatened by the small number of subjects who conducted the study, which impede to applied 
statistical test in order to generalize the results obtained in the evaluation of TCGen. 
Finally, the construction validity is threatened because we choose the Papyrus tool to make the diagrams and the subjects 
have not knowledge of using this tool in spite of that if they had similar knowledge in UML, so we may have added a 
confusion factor to the experiment. However, this effect occurs in both groups so that it threats in the same way the 
generation of test cases manually and automatically using TCGen. 
 
5 CONCLUSION 
In this work we have presented TCGen, a tool that support the testing process by the automatic generation of abstract test 
cases starting from conceptual models. The testing process is crucial when developing software, and its application from 
early stages (using conceptual models) allows to find defects in advance, when the cost to fix them is lower. 
The selection of testing criteria are essential to meet the greater amount of functionality with the test cases generated. 
TCGen uses algorithms based on the coverage of transitions criteria, coverage of structure criteria and coverage of data 
criteria. The large amount of testing criteria supported by TCGen allows to generate a large number of functional tests, 
allowing to detect faults in the early stages of software development. In addition, TCGen facilitates the generation of test 
cases without requiring knowledge of functional testing strategies, which help novice testers in their work. 
One of the limitations on the use of TCGen is related to the diagrams, since the class diagram and the state transition 
diagram need to be correctly specified in order to be used as input to generate test cases. That is to say, if you don't have 
the knowledge for the correct specification of diagrams, it is not possible to generate appropriated test cases. Another 
limitation of TCGen is related to the data factory used, because it presents the appropriate data for a limited number of 
concepts of a domain and they could be expanded according to other domains of application in order to generate 
meaningful data in the test cases. 
As future work, we planned to generate a unified tool to be able to develop models, generate the test cases and run the test 
cases. To do this, it is necessary to develop two components: a tool for generation of models and a tool for the execution 
of test cases, and then unify these tools with TCGen in order to generate a complete and functional tool to support the 
design and testing phases of the development cycle of software systems. All the interoperability of these tools must be 
specified in a metamodel that comprises the conceptual constructs of modeling as well as the conceptual constructs of 
model-based testing, and the restrictions and transformations rules needed to accelerate the software production process. 
The construction of the metamodel is therefore the first step in our future work, we advocate that counting with the 
metamodel for model-based testing it could be possible to generate UML profiles and model restrictions including OCL 
rules. In addition, we plan to do more empirical studies in order to generalize the results provided by the evaluation of 
TCGen and to investigate the advantages of TCGen for practitioners in comparison with the techniques that they are 
traditionally using for software testing at industry. Moreover, there is further work related to systems in production phase, 
since we planned to create a strategy to capture data from the system in production and include these data in the data 
factory in order to facilitate the generation of meaningful test cases when these systems are modified. 
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