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Abstract

Cellular differentiation is a common underlying feature of all multicellular
organisms through which naive cells progressively become fate restricted
and develop into mature cells with specialized functions. A comprehensive
understanding of the regulatory mechanisms of cell fate choices during de-
velopment, regeneration, homeostasis, and disease is a central goal of mod-
ern biology. Ongoing rapid advances in single-cell biology are enabling the
exploration of cell fate specification at unprecedented resolution. Here, we
review single-cell RNA sequencing and sequencing of other modalities as
methods to elucidate the molecular underpinnings of lineage specification.
We specifically discuss how the computational tools available to reconstruct
lineage trajectories, quantify cell fate bias, and perform dimensionality re-
duction for data visualization are providing new mechanistic insights into the
process of cell fate decision. Studying cellular differentiation using single-
cell genomic tools is paving the way for a detailed understanding of cellular
behavior in health and disease.
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INTRODUCTION

The multitude of complex functions performed by various tissues and organs of higher multicellu-
lar organisms require a large number of specialized cell types. The cell types eventually arise from
a totipotent zygote in a process termed cellular differentiation. Besides cellular differentiation
during ontogeny, many tissues host multipotent progenitors continuously differentiating into spe-
cialized cell types during homeostasis, as well as upon regeneration and during other challenges.
Differentiation is a multilayered process through which immature or naive cell states transform
into increasingly specialized progenitors and eventually into mature cell types requiring sequen-
tial epigenetic and transcriptional changes affecting the biochemical properties of a cell. Although
differentiation is frequently irreversible, cellular plasticity (i.e., trans- and dedifferentiation of ma-
ture cell types) can be observed, e.g., in the regenerating liver and limbs (1, 2). Importantly, cellular
differentiation does not occur in isolation and is tightly coupled to paracrine and autocrine signals
from the microenvironment in which stem and progenitor cells reside. Moreover, differentiation
is contingent on the stochastic interactions of thousands of molecules in a cell and is affected by
biological variability or noise (3). Thus, understanding differentiation requires insights into the
process of cellular decision making and fate specification. Such insights are not only fundamen-
tal to understand embryonic development and tissue homeostasis but also important to uncover
the mechanisms of cellular transformation in cancer, as well as in cellular reprogramming and
dedifferentiation during regeneration.

Advances in profiling molecular features of cells such as messenger RNA (mRNA) (4, 5) and
chromatin accessibility (6) at single-cell resolution are providing novel insights into the process of
cell fate specification, e.g., during embryonic development (7-11), tissue turnover (12), and bone
marrow hematopoiesis (13, 14). Such studies are challenging the classical view of cell fate com-
mitment as a discrete binary decision process where immature multipotent progenitors become
lineage restricted in a stepwise fashion and instead suggest that cells differentiate in a continuous
transcriptional and chromatin landscape where cell fates are progressively specified in a proba-
bilistic process (Figure 14).

Historically, cell fate specification studies mainly focused on embryonic development where
fate maps were created using simple imaging-based tools, such as chick-quail transplantation ex-
periments and lipophilic dye—labeling techniques (15-17). With advances in imaging and recombi-
nant DNA technology, fluorescent reporter—based and genetic labeling techniques were developed
and became popular alternatives to these classical methods (18). Although these pioneering tech-
niques allowed for the successful reconstruction of cell lineage trees, the genome-wide molecular
features of the cells undergoing fate specification could not be profiled simultaneously. Current
state of the art allows for the successful integration of genetic labeling techniques with single-
cell genomics, enabling us to understand the cellular differentiation landscape at unprecedented
resolution (19).

In this review, we provide an overview of recent advances in single-cell biology that em-
power us to understand the mechanisms of cell fate priming and specification during develop-
ment and tissue turnover in health and disease. Our focus is on single-cell transcriptomics as
a method to interrogate cell fate decisions in a variety of biological systems. We discuss vari-
ous computational frameworks developed to explore and visualize differentiation trajectories of
cells profiled with single-cell RNA sequencing (scRINA-seq). We also provide an overview of
state-of-the-art single-cell lineage tracing to reveal cellular ancestry. Furthermore, we discuss the
prospects of further breakthroughs in single-cell biology that will help produce a comprehen-
sive multilayered molecular map of cell fate choices at a high-throughput scale with unparalleled
resolution.

Sagar « Griin



a CELLULAR DIFFERENTIATION MODELS

o % ®,
/ " ) )
h o e ‘.’.:) .
2 VAN o2, o o S3% e
LY N1 ’ X~ ( Y ) » (T
°® ® %Yo % ® oy Gg "o
® ® ® o o ¢ e® @& © g® & O)
Discrete hierarchical Continuous hierarchical Continuous nonhierarchical
b c d
Branch X 2 _— /o .. a‘
g ege 5 ___ © s
8 Sl — -
T: .’. g i. Branch X
c [a]
s
T I— o
S -
€ .. > N
3 - o e o = = R
5 . 608 g — v T o.o" s 5
T .... Branch Z 6L — O — D o @0
Branch Z Fate probabilities
Differentiation trajectories Pseudotime and GRNs

Figure 1

Understanding cell fate choices using scRINA-seq. (#) The prevalent models of cellular differentiation. Traditionally, cellular
differentiation is considered as a discrete hierarchical process where progenitors become lineage restricted in a series of stepwise
bifurcation events. Advances in single-cell technologies are challenging this classical view, suggesting that differentiation is rather a
continuous process where progenitors progressively become fate restricted. These continuous processes can be strictly hierarchical or
nonhierarchical (i.e., the progenitor compartment is heterogeneous and consists of lineage-primed subpopulations giving rise to
differentiated cell types), or a combination of both. (5) To elucidate the mechanisms of cell fate decisions, one can reconstruct
differentiation trajectories from snapshot single-cell transcriptome data to characterize the differentiation of progenitors (gray) into
terminal cell states (branches X, ¥, and Z). (¢) Mechanistic insights can be gained by performing pseudotemporal ordering and
identifying the accompanying gene expression changes. Gene regulatory networks (GRN’s) can also be reconstructed from these data to
characterize the interactions among the different regulators. (d) Single-cell transcriptomic and epigenomic studies support a
probabilistic view of differentiation. Consequently, cell fate commitment can be modeled as a probabilistic process where fate
probabilities of progenitor cells differentiating into different terminal states can be predicted, providing insights into lineage
commitment.

REVEALING THE MECHANISMS OF CELL FATE SPECIFICATION
USING SINGLE-CELL TRANSCRIPTOMICS

Since cell fate decisions occur at a single-cell level, it is critical to study differentiating systems
using technologies and methods that can provide this resolution to avoid the misinterpretation
associated with bulk analysis yielding average readouts. Indeed, in vitro culture, in vivo transplan-
tation, and lineage-tracing studies at single-cell resolution have brought about many key insights
into cell fate specification in various biological systems (20, 21). However, a major limitation of
such pioneering studies was their inability to profile genome-wide molecular features of the indi-
vidual cells under investigation.

Molecular profiling of mRINA species, chromatin accessibility, and epigenetic modifications
in single cells at a genome-wide level holds the key to understanding the molecular mechanisms
governing how cell fate choices are executed within a single cell. During the last decade, sig-
nificant advances in single-cell transcriptomics have enabled individual cells to be profiled at a
high-throughput scale (22-24). These technological advances parallel the emergence of novel

www.annualreviews.org o Deciphering Cell Fate by scRNA-seq 3



computational tools utilizing machine learning and statistical modeling approaches to analyze
these datasets from different perspectives. Initially, application of various clustering approaches
to scRINA-seq data revealed cell type heterogeneity within conventionally defined populations of
cells considered homogeneous, e.g., those purified based on the expression of cell surface mark-
ers by fluorescence-activated cell sorting (FACS). During the last few years many computational
strategies have emerged for deriving differentiation trajectories and modeling cellular fate deci-
sions, revealing the topology of lineage trees and the continuous changes of gene expression along
the branches of these trees (19, 25).

In the following, we discuss state-of-the-art computational methods to study cell fate choices
and their underlying concepts. We also discuss several visualization methods for reducing the
high-dimensional gene expression space of cells to two or three dimensions, enabling us to view
and interpret the manifolds populated by observed cell states. We discuss examples of biological
systems where these methods have been applied to study cell fate decisions during differentiation.
Lastly, we describe the limitations of scRNA-seq alone as a technique to study differentiation
processes, and we give our perspective on further advances that are required to understand cell
fate choices more comprehensively.

Reconstructing Differentiation Trajectories to Characterize Cell
Fate Specification

The reconstruction of differentiation trajectories from scRNNA-seq data relies on the assumption
that single-cell transcriptomes encompass all naive, intermediate, and mature cell states with suf-
ficient sampling coverage. As homeostatic adult tissues frequently undergo permanent turnover
with a lack of synchrony, it is feasible to sample many (if not all) differentiation stages at any time
point from the tissue of interest for scRINA-seq library preparation. However, in certain cases such
as early embryonic development, where lineage decision happens in a relatively short period of
time, it is essential to sample cells across several stages of development in order to explore the
control of lineage specification extending across different developmental time points (8-10).

Once a suitable scRINA-seq dataset is obtained encompassing a single snapshot from the tissue
of interest or several time points from a developing tissue, various computational methods can be
utilized to reconstruct the differentiation trajectories. In case of a common progenitor differenti-
ating into multiple lineages, reconstructing developmental trajectories implies the identification
of branching points characterized by the gradual emergence of transcriptionally distinct cellular
states corresponding to alternative fates. Deciphering changes in the transcription profiles of these
cells at the verge of lineage commitment may provide novel insights into the molecular mecha-
nisms of cell fate specification. It is a common assumption of lineage reconstruction methods that
similarity in gene expression profiles reflects developmental proximity. The general goal of these
methods is to identify a low-dimensional continuous manifold capturing all observed cell states.
The topology of this manifold is expected to correspond to the lineage tree, and positions along
the branches are interpreted as progressive stages of differentiation, recapitulating actual differen-
tiation processes occurring in high-dimensional gene expression space (Figure 15). Depending on
the methods, such manifolds can be linear trajectories, bi- or multifurcations, or even more com-
plex topologies including the presence of circular graphs for modeling periodic processes such as
the cell cycle (26). Table 1 provides an overview of currently available computational methods
discussed below for the reconstruction of differentiation trajectories and quantification of cell fate
probabilities from scRINA-seq data.

Since scRINA-seq datasets are snapshot measurements at one or multiple time points, it is
important to note that the ordering of the cells inferred along the differentiation trajectories does
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Table 1 Overview of methods available for differentiation trajectory reconstruction and cell

fate probability quantification from scRNA-seq data

Method name | Implementation | Availability | Reference(s)
Tree-based methods
Monocle2 and Monocle3 R Bioconductor and GitHub 11,28
SCUBA Matlab GitHub 31
SLICE R Webpage 32
TSCAN R Bioconductor and GitHub 33
Waterfall R Webpage 34
Graph-based methods
Wanderlust Python Not available anymore 35
Wishbone Matlab and Python GitHub 36
PAGA Python GitHub 37
SLICER R CRAN 39
p-Creode Python GitHub 40
STITCH Matlab GitHub 9
Cluster partition-based methods
StemID R CRAN 41
Slingshot R Bioconductor and GitHub 43
Methods utilizing transcriptional dynamics
RNA velocity Python and R Webpage 47
Pseudodynamics Matlab GitHub 50
GRAND-SLAM Java Available upon request 51
sci-fate Python and R GitHub 52
PBA Python GitHub 60
Methods quantifying cell fate bias
GPfates Python GitHub 57
STEMNET R Webpage 53
FateID R CRAN 42
Palantir Python GitHub 45
Others
DPT Python and R Bioconductor and GitHub 44
Waddington-OT Python GitHub 49

Abbreviations: DPT, diffusion pseudotime; PAGA, partition-based graph abstraction; PBA, population balance analysis.

not reflect the actual dynamics of any individual cell in real time of the differentiation process
and is thus rather suitably termed “pseudotime.” The first method to introduce the concept of
pseudotime was Monocle, which allows linear differentiation trajectories to be reconstructed
(27). The method involves an initial dimensionality reduction step followed by the construction
of a minimum spanning tree (MST). A trajectory is then created by identifying the longest path
through the MST. The subsequently developed Monocle2 algorithm utilizes a reverse graph
embedding technique to construct lineage trees with multiple branching points without requiring
the prior knowledge of the number of branches (28). Reverse graph embedding is a graph-based
representation that learns a set of low-dimensional latent variables and functions on a weighted
undirected graph such that these latent variables faithfully represent the high-dimensional data
points. Using this approach, given a high-dimensional gene expression dataset, Monocle2 learns
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the corresponding latent variables for each cell in a low-dimensional space, and a graph connect-
ing these variables represents the inferred differentiation trajectory. Trajectory analysis of mouse
kidney collecting duct cells using Monocle2 revealed a plastic novel cell type that transitions from
intercalated cells to principal cells through the activation of Notch signaling (29). Monocle2 was
also successfully applied to derive the developmental trajectories of the human prefrontal cortex
(30). Other methods that involve dimensionality reduction and subsequent MST construction or
curve fitting include SCUBA (31), SLICE (32), TSCAN (33), and Waterfall (34).

Another class of computational methods utilizes k-nearest neighbor (kNN) graph-based ap-
proaches to derive low-dimensional manifolds capturing cell state transitions during differenti-
ation. The earliest methods in this category were Wanderlust (35) and Wishbone (36). A new
method of this kind that accounts for continuous and discrete structure in the dataset is partition-
based graph abstraction (PAGA) (37). PAGA derives a kNN graph in a low-dimensional represen-
tation obtained using, e.g., principal component analysis (PCA) and a given metric for measuring
neighborhood relations such as Euclidean distance. The core step of PAGA is the partitioning of
the graph at a desirable resolution to obtain cell clusters or partitions using the Louvain density
clustering algorithm. Subsequently, a so-called PAGA graph is created with nodes representing the
identified cell clusters and weighted edges reflecting the PAGA connectivity between these cell
clusters. PAGA connectivity is a test statistic ranging between 0 and 1 that quantifies the degree
of connectivity between cell clusters and is defined as the ratio of the observed inter-edge number
and the inter-edge number expected under random assignment. Importantly, PAGA graphs can
be created at multiple resolutions. Cell ordering along the high-confidence paths is performed ac-
cording to the distance of a cell from its root (a progenitor) based on random walks on the single-
cell graph. PAGA has been shown to work on complex datasets and has successfully inferred the
complex lineage tree of the freshwater planarian flatworm Schmidtea mediterranea, encompassing
all somatic lineages arising from an adult pluripotent stem cell (38). The pseudotemporal ordering
of the cells from all lineages identified 48 gene sets activated during the differentiation of vari-
ous cell types in S. mediterranea. Such lineage trees are instrumental to understanding the lineage
specification of specialized cell types and cell fate decisions of progenitor cells during differentia-
tion. A similar strategy to PAGA has been implemented in the latest scalable version of Monocle,
Monocle3, which has been used to derive differentiation trajectories during mouse embryonic
development (11). Other kNN graph-based methods include SLICER (39) and p-Creode (40).

A third class of methods, including StemID (41, 42) and Slingshot (43), infers lineage trees
utilizing a given clustering partition as input. StemID derives the topology of the lineage tree by
identifying links between clusters representing cell states in the dataset based on transcriptome
similarities between clusters. Each cell is then assigned to one of these inter-cluster links to pop-
ulate the tree. Finally, the significantly populated inter-cluster links are retained, resulting in a
differentiation tree (41). Another method is diffusion pseudotime (DPT), which applies the con-
cept of diffusion maps (discussed below) to reconstruct differentiation trajectories from single-cell
data (44). DPT involves convolving Gaussians that are centered at proximal cells to construct a
nearest neighbor graph. Subsequently, the transition probabilities between cells are derived from
random walks on these graphs. DPT between two cells is defined as the Euclidean distance be-
tween the vectors containing the transition probabilities between a cell and all other cells. DPT
is robust to noise and scalable to larger datasets but not suitable to study complex differentiation
trajectories such as those with several branching points unless multiple diffusion components are
considered (45).

Importantly, most of the methods described above, except for SLICE, SLICER, and StemlID,
do not predict the starting and the end points of the inferred trajectories. In order to infer the
directionality of a lineage tree, one must characterize the developmental potential of the cells,
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thereby assigning them either to the root (a putative stem cell) or to the tip (a differentated
cell) of the trajectory. Usually, such information is obtained by identifying the cells expressing
the marker genes attributed to the respective cell types based on prior knowledge. However, for
novel, understudied systems, such knowledge may not be available and needs to be inferred de
novo. StemID addresses this problem by utilizing the concept of entropy to identify the putative
stem cells in the dataset (41). To determine the root of the tree, i.e., the putative stem cell cluster,
the method calculates the transcriptome entropy of each cluster and assumes that immature cells
display higher uniformity in their transcriptome and thus have higher entropy, with a decrease
in entropy accompanying differentiation toward more specialized mature cell types. In this way,
the directionality on the branches of the tree is inferred. StemID correctly identified stem cells in
mouse intestinal and bone marrow single-cell datasets and predicted a putative multipotent ductal
stem cell population in mouse pancreas (41). Other methods using the concept of entropy to infer
the directionality in a lineage tree have been developed, including SLICE (32), SLICER (39), and
SCENT (46).

A recently introduced approach known as RNA velocity infers differentiation trajectories based
on the kinetics of the mRNA lifecycle (47). Focusing on RNA splicing, the method profiles the
velocity of the mRNAs of a cell, i.e., the time derivative of spliced mRNA molecules determined
by the balance between the production of spliced mRNA from its unspliced counterpart and its
degradation. Therefore, in steady state, when a cell is not undergoing transcriptional change cou-
pled to differentiation, these derivatives are zero. However, cells undergoing differentiation yield
a nonzero RNA velocity vector that can be used to predict the future state of the cell. Hence,
these velocity vectors translate into a vector field indicating the directionality of differentiation
for each cell in cell state space. Finally, cell fates are predicted by modeling cellular trajectories
as a Markov process with transition probabilities determined by the local velocity field. RNA ve-
locity successfully recapitulated the direction of differentiation of chromaffin cells from Schwann
cell precursors in the mouse brain and confirmed the PAGA-predicted lineage relationships in
S. mediterranea (38). A recent study characterizing cell fate decisions and lineage relationships in
murine neural crest cells successfully used RNA velocity to identify the directions of cell state pro-
gression during neural crest migration and differentiation (48). A unique aspect of RNA velocity
is the prediction of a future cell state based on information solely obtained from an individual
cell, i.e., the ratio of spliced versus unspliced reads, enabling a more reliable prediction of cell
state dynamics. For instance, modulations of RINA velocity along a trajectory could help discrimi-
nate between a continuous differentiation process and a stepwise process connecting longer-lived
metastable states by fast transitions.

Notably, the earliest scRINA-seq studies mainly dealt with asynchronously differentiating sys-
tems where datasets sampled at once already contained naive, intermediate, and mature cell types.
Consequently, the computational tools described above were developed for analyzing snapshot
data captured at a single time point. However, to discern the mechanisms of lineage specifica-
tion in nonhomeostatic systems, e.g., during early embryonic development or reprogramming,
researchers need to sample cells at several subsequent time points. Leveraging the power of these
temporally resolved datasets, various computational tools are now available to infer differentiation
and reprogramming trajectories.

The first algorithm of this kind, STITCH (9), utilizes a kNN graph-based strategy to ac-
count for the increasing transcriptional complexities in the developing zebrafish embryo during
the first 24 hours where several lineage decisions are made. The scRNA-seq data consisted of
seven developmental time points and continuous developmental trajectories were reconstructed
using STITCH. Instead of projecting all cells exhibiting complex gene expression patterns onto a
single low-dimensional manifold, STITCH constructs kNN graphs separately at each time point
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in a locally defined low-dimensional subspace obtained using, e.g., PCA. These graphs are then
stitched together in a stepwise manner to generate a complete single-cell graph manifold visual-
ized using a force-directed layout (described below). Furthermore, a coarse-grained graph can be
constructed to abstract the main features of the single-cell graph (9).

A method called Waddington-OT was recently developed as a means of learning the relation-
ship between cells during reprogramming (49). The method utilizes the information present in the
temporally resolved scRNA-seq datasets to model cells as time-varying probability distributions
and infers how these probability distributions change over time using optimal transport theory.
Specifically, differentiation or reprogramming of a set of cells between two time points on short
timescales in high-dimensional gene expression space is defined as the change in mass distribution
of all the cells at the destination point given by transporting these cells according to a temporal
coupling calculated using optimal transport. Temporal couplings over the longer timescale are
inferred by composing the transport maps between every pair of consecutive intermediate time
points. Waddington-OT accommodates growth and death rates of cells while computing transport
maps. These rates are calculated based on the gene expression signature of cells related to prolifer-
ation and cell death. The model was applied to a time course dataset of induced pluripotent stem
cell reprogramming, identified previously uncharacterized developmental programs, and validated
the role of two candidates in enhancing the reprogramming efficiency (49).

Utilizing the possibility of gaining information on the population dynamics from time course
scRINA-seq data to accommodate for the changes in cell type frequencies during developmen-
tal trajectory reconstruction, the Theis laboratory has recently developed a framework called
pseudodynamics (50). Pseudodynamics models the rate of change of the population distribution
across continuous cellular states in a low-dimensional space obtained from, e.g., diffusion maps
as a reaction-diffusion-drift model. The reaction parameter in this partial differential equation
describes cell proliferation and death, while drift and diffusion parameters encode directed and
stochastic movements of cells along the differentiation trajectory, respectively. These parameters
are defined as continuous functions of cell states and time and are estimated from input scRNA-seq
data at different time points. The model requires the total cell numbers at each time point as an in-
put to estimate the birth-death parameter and imputes the probability distributions of cell states at
unsampled time points. Applied to early T cell development, it successfully mapped beta-selection
and characterized birth-death rates along the T cell maturation trajectory. For mouse pancre-
atic beta cell maturation, pseudodynamics revealed that beta cell proliferation during the early
stages of life is determined by the molecular cell state and not affected by extracellular regulators
(50).

As mentioned earlier, current experimental protocols to perform scRNA-seq capture a snap-
shot of the transcriptome of each individual cell (even if conducted as a time course experiment).
Consequently, the computational tools to reconstruct differentiation trajectories do not account
for the underlying dynamics of transcription. RNA velocity is a notable exception, as the ratio of
spliced and unspliced mRINA is used to predict the future state of the cell. Nevertheless, instead
of inferring such vectors with the help of computational tools, it is desirable for the experimen-
tal protocols to capture the temporal dynamics of transcription and robustly characterize the cell
fate decisions during differentiation. A proof-of-principle study recently developed single-cell,
thiol-(SH)-linked alkylation of RNA for metabolic labeling sequencing (scSLAM-seq) to profile
transcriptional dynamics and stochastic gene expression by labeling newly synthesized mRNA
with 4-thiouridine (4sU) (51). Cells were incubated with 4sU for two hours to incorporate it into
nascent RNA, and then an alkylation reaction with iodoacetamide was performed to convert 4sU
into a cytosine analog. After mRINA of these cells is profiled using scRNA-seq, newly synthesized
mRNA can be distinguished by U-to-C conversions from the sequencing reads. Furthermore,
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a Bayesian method called GRAND-SLAM was developed to estimate the expression of old and
new RNA and the ratio of new to total RNA (N'TR). scSLAM-seq was used to study the transcrip-
tional dynamics of cytomegalovirus infection in mouse fibroblasts. Importantly, infected cells did
not exhibit any difference from the uninfected cells in terms of old and total RNA. However, NTR
clearly separated infected and uninfected cells. scSLAM-seq enabled a detailed characterization of
the gene expression changes related to newly transcribed RNA upon infection, ON-OFF switches,
transcriptional bursting dynamics, and promoter structure analysis (51).

Another recent high-throughput method akin to scSLAM-seq combining 4sU labeling and
single-cell combinatorial indexing RNA sequencing (sci-RINA-seq) is sci-fate (52). sci-fate was
used to characterize the transcriptional dynamics of cortisol response in A549 cells in vitro by
dexamethasone treatment for different periods of time. A computational framework was devel-
oped to reconstruct single-cell transition trajectories, where the past transcriptional state of each
cell was estimated to link the cells at different time points. In the future, application of these exper-
imental techniques in vivo and the development of dedicated computational tools will be essential
to elucidate transcriptional dynamics underlying cell fate decisions.

In summary, the computational methods described in this section can be used to reconstruct
lineage trees and thereby identify the manifolds of cell fate specification in cell state space. By
characterizing the cellular states in regions within these manifolds where lineages diverge and the
accompanying gene expression changes, one can gain novel insights into the process of lineage
specification, e.g., by identifying novel genes, regulatory networks, and signaling pathways acti-
vated in the emerging cell lineages (Figure 1¢). Furthermore, new experimental techniques and
computational methods now make it possible to go beyond snapshot profiling and pseudotemporal
ordering and to decipher the dynamics of transcriptional programs activated during differentia-
tion, enabling improved reconstruction of differentiation trajectories.

Modeling Differentiation as a Probabilistic Process to Quantify Cell Fate Bias

Most of the differentiation trajectory reconstruction algorithms described above assign individ-
ual cells to fixed states or fixed positions on the derived cell state manifolds without accounting
for the probabilistic nature of cell fate decision, i.e., the possibility of switching fate to another
lineage with a certain probability. However, single-cell studies in various biological systems sug-
gest that differentiation proceeds not in discrete stages but rather as a continuous process (23,
53-55). This indicates that transcriptional bias toward a mature cell fate emerges gradually and
implies that the probability to commit to a particular fate could be modulated in an equally con-
tinuous fashion. Importantly, such conclusions can be drawn not only from the transcriptional
state of the sampled cells profiled by scRNA-seq. Single-cell assay for transposase-accessible chro-
matin and sequencing (scATAC-seq) studies profiling the genome-wide chromatin accessibility
landscape also suggest the continuous nature of the epigenomic changes during differentiation
(56).

Hence, to explore the possibility of cell fate priming in progenitor and stem cells, one should
consider modeling differentiation processes as probabilistic events where each progenitor cell
can be assigned a probability of differentiation into, or cell fate bias toward, each of the mature
cell lineages in the system (Figure 1d). Several algorithms have been introduced that consider
differentiation as a probabilistic process and quantify such fate probabilities in single progenitor
cells.

The first two methods that attempted to quantify cell fate bias were GPfates (57) and
STEMNET (53). GPfates uses the Bayesian Gaussian process latent variable model to perform di-
mensionality reduction and pseudotime inference of scRINA-seq data. Subsequently, a bifurcation
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of cell fates is considered as a mixture problem to be solved by fitting the overlapping mixtures
of Gaussian processes (OMGP) model. The Gaussian process—assigned probabilities for the
different trajectories of the OMGP model are used to quantify cell fate bias. This method was
used to model the Th1 and Tth bifurcation of CD4" T cells during Plasmodium infection in mice
and to characterize the transcriptional changes associated with this bifurcation (57).

The development of STEMNET was inspired by the idea that fate specification of multi-
potent hematopoietic progenitors could be a continuous process (53). In order to quantify the
extent of lineage priming in stem cells, the algorithm relies on the prior identification of ma-
ture cell states based on, e.g., known marker genes in the dataset, which are then used to fit an
elastic net-regularized generalized linear model for regressing the transcriptome of the multipo-
tent progenitors on the mature states. The regression coefficients are then used to estimate the
probability of each cell resulting in a particular mature cell state, i.e., to quantify cell fate bias
of immature cells. STEMNET was used to predict the transcriptional lineage priming among
human hematopoietic stem cells (HSCs) toward six lineages (53), suggesting that these lineages
may emerge directly from lowly primed progenitors without passing through a series of discrete
metastable progenitors in a stepwise fashion.

The FateID algorithm (42) utilizes a random forests—based approach to predict cell fate
probabilities toward a priori defined mature cell types. It requires the input of a clustering
partition defining these mature states or, alternatively, a set of marker genes specific to these
states. These so-called target cell states are used to train an iterative random forests classifier
to infer the fate probabilities of the remaining cells included in the analysis based on their
transcriptome. Unlike STEMNET, which only regresses on the mature cell types to infer cell
fate probabilities of the progenitors, FateID classifies with a dynamic training set by iteratively
moving backward along the differentiation trajectory. At each iteration the training set is updated
by replacing more mature cells with more immature cells closer to the cells to be classified in
the current iteration. This strategy ensures that the classification is not performed solely based
on the transcriptional state of the most mature cell types. FateID was able to resolve domains
of predominant cell fate bias toward distinct lineages in mouse hematopoietic progenitors and
identified a common lymphoid progenitor for B cells and plasmacytoid dendritic cells, which was
experimentally validated (42) and confirmed by subsequent in-depth studies (58, 59).

A very different approach was implemented by the Palantir method, which models differen-
tiation as a stochastic process using Markov chains (45). The method first constructs a nearest
neighbor graph using diffusion maps (discussed below) to identify an optimal low-dimensional
manifold recapitulating the differentiation landscape as a basis for fitting an absorbing Markov
chain. This enables the calculation of differentiation probabilities toward the terminal states.
Palantir was applied to human bone marrow data, where it recapitulates the known trends in
human hematopoiesis and supports a continuous and hierarchical differentiation model.

To address the limitations of many existing lineage tree reconstruction algorithms in inferring
the underlying dynamics of differentiation, the Klein group has developed an approach termed
population balance analysis (PBA) that attempts to reconstruct trajectories from single-cell snap-
shot data by formulating a population balance equation (60). Under the assumption that cell tra-
jectories are Markovian and that there is no oscillating gene expression, a diffusion—drift equation
modeling population balance is solved by utilizing spectral graph theory under steady state condi-
tions. The output of PBA is a Markov chain that allows for the derivation of cell fate probabilities
and pseudotemporal ordering of progenitors along differentiation trajectories. PBA was applied
to mouse bone marrow single-cell data (13) and supports a continuous and hierarchical model for
murine hematopoiesis.
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Using Dimensionality Reduction to Visualize and Interpret
Cell Fate Specification

With the advances in throughput and sensitivity of scRINA-seq protocols, it is now feasible to mea-
sure thousands of genes across tens to hundreds of thousands of cells (7, 11, 61) generating large
datasets with sufficient sampling of complex lineage trees in high-dimensional cell state space. A
dimensionality reduction to two or three dimensions is a useful approach to visualizing and inter-
preting such datasets that can preserve key topological features. The core idea is that observable
cell states only populate a manifold of much lower dimensionality than the full gene expression
space, in which each dimension corresponds to a particular gene, due to the fact that genes are not
regulated independently of each other. An ideal dimensionality reduction method should not only
preserve the local and global structure of the data to permit meaningful interpretation but also
be scalable to a large number of cells. In the context of visualization and interpretation of cellular
differentiation trajectories, it is important that the selected method for dimensionality reduction
preserves the continuity of the populated manifold in gene expression space.

Current dimensionality reduction methods can be broadly categorized into two types: ma-
trix factorization—based and neighbor graph—based methods (Figure 24). The most common di-
mensionality reduction methods used in single-cell biology are PCA and #-distributed stochastic
neighbor embedding (t-SNE). PCA-based dimensionality reduction utilizes matrix factorization
to project the data into a space defined by the two or three major principal components, captur-
ing the major directions of variability in the data. Since the principal components correspond to
eigenvectors obtained from a linear transformation of the covariance matrix, complex nonlinear
trajectories cannot be mapped to a low-dimensional space using PCA (Figure 2b). In contrast,
nonlinear dimensionality reduction methods like t-SNE are more suitable for preserving local
structure of the data beyond the major axis of variability (62). In contrast to PCA, t-SNE relies
on neighborhood graphs to infer a dimensionally reduced representation of the data. Indeed, t-
SNE is currently a method of choice for dimensionality reduction and visualization of scRNNA-seq
data and preserves salient features related to local data structure. This method is based on a non-
linear transformation of local normal density distributions in original space into local Student
t-distributions, measuring the density in the low-dimensional space, which minimizes the relative
entropy, termed Kullback-Leibler divergence, of these distributions. The output and performance
of t-SNE heavily depends on the perplexity parameter determining the degree of locality of the
transformed distribution. This parameter controls the number of neighbors captured by the lo-
cal density distributions in the original space and implies a local adjustment of the bandwidth.
Values of the perplexity parameter that are too large or too small may lead to an artifactual local
structure or to loss of structure, respectively. In particular, the t-SNE approach by definition does
not preserve global relations between distant cells and is thus insensitive to the global topology
(Figure 2b). Therefore, relative distances of remotely related cell types might not be informative
in low-dimensional space obtained by t-SNE, potentially disrupting undersampled differentiation
trajectories.

To circumvent this problem with t-SNE, researchers are increasingly applying another neigh-
borhood graph-based approach, unique manifold approximation (UMAP), to visualize scRNA-seq
data (63). The algorithm approximates the high-dimensional data manifold by assuming it to be
uniformly distributed and reconstructs the manifold by gluing together simple local topological
elements connecting nearest neighbors, termed simplices, into simplicial complexes to obtain a
combinatorial representation of the topology of the populated cell state manifold. A local dis-
tance metric reflecting the local density is introduced to account for nonuniform coverage. Edges
connecting cells within simplices arising from different local distance metrics are combined in
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Dimensionality reduction to visualize and interpret scRINA-seq data. (#) Since scRNA-seq profiles thousands of genes in single cells,
the data are high dimensional and dimensionality reduction is necessary for visualization and meaningful interpretation. Dimensionality
reduction methods can be broadly divided into two major categories: matrix factorization and neighbor graphs. A commonly used
matrix factorization method for dimensionality reduction of scRINA-seq data is principal component analysis (PCA), a linear
transformation identifying the major axes of variability. In contrast, a neighbor graph—based approach is more suitable for preserving
the local structure of the data. Such methods include #-distributed stochastic neighbor embedding (t-SNE), unique manifold
approximation (UMAP), and force-directed layout. t-SNE transforms local Gaussian distributions measuring the density of data points
in high-dimensional space into local Student’s 7-distributions. The optimization of the mapping into low-dimensional space is
performed by minimizing the Kullback-Leibler divergence between these distributions. UMAP constructs a topological representation
of the high-dimensional space by patching together local topological elements called simplices into simplicial complexes. A similar
process is used to construct an equivalent low-dimensional topological representation of the data. The cross-entropy between the two
representations is minimized to optimize the layout in low-dimensional space. Force-directed layouts visualize k-nearest neighbor
graphs by assigning attractive forces (depicted as springs) to the edges and repulsive forces (e.g., positive charges) to the nodes. The net
forces are minimized until equilibrium is achieved. (5) Application of different dimensionality reduction techniques on the scRNA-seq
data of hematopoietic progenitors from Reference 13. Dimensionality reduction using PCA only resolves neutrophil and erythroblast
differentiation trajectories. t-SNE, UMAP, and force-directed Fruchterman-Reingold layout representations allow the visualization of
all cell types including the underrepresented cell populations such as megakaryocytes, basophils, dendritic cells, and B cells. However,
UMAP provides a smoother manifold and better resolves the global and continuous structure of the differentiation manifold in
low-dimensional space.

a probabilistic fashion to make these local metrics compatible, leading to so-called fuzzy simpli-
cial sets for each cell, which are glued together into a fuzzy simplicial union. The resulting fuzzy
graph is mapped onto a fuzzy graph in two-dimensional Euclidean space with a nearest neighbor
distance given as a hyperparameter. This hyperparameter is inferred by optimizing the cross-
entropy between the two graphs, yielding a low-dimensional topology-conserving representation
of the manifold. In contrast to t-SNE, the mapping of global graphs ensures that UMAP preserves
not only local but also—to some extent—global structure and thus reveals the relationship and
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the continuity of the cell clusters (Figure 2b). As another advantage over t-SNE, UMAP allows
embedding of new data points into the low-dimensional layout. Finally, UMAP has a strongly
reduced runtime compared to t-SNE and scales much better with increasing dataset size (63).

Two other dimensionality reduction methods developed to visualize cell clusters or differen-
tiation trajectories are diffusion maps (64) and scvis (65). DPT, the method described above to
reconstruct lineage trees, is an extension of the application of diffusion maps. A diffusion map is
a nonlinear dimensionality reduction method where each cell is represented by a Gaussian dis-
tribution in high-dimensional space. The overlap of these Gaussians gives rise to diffusion paths
along the nonlinear data manifold. Formally, a Markovian transition probability matrix is calcu-
lated whose first # eigenvectors, termed diffusion components, are used for the visualization of
the data in #-dimensional space with » = 2 or 3. scvis is a latent variable model, and unlike t-
SNE, it is a parametric dimensionality reduction method that is based on the assumption that
the gene expression vectors of cells are governed by low-dimensional latent vectors captured by
normal distributions parameterized by mean and standard deviation as functions of the position
of a cell in gene expression space that are determined by a model neural network. A variational
inference feedforward neural network infers the parameterization of the distribution of the latent
vectors in order to obtain a low-dimensional representation defined by these vectors. scvis is a
probabilistic generative model that also provides a log-likelihood to measure the quality of the
embedding. This method has been shown to preserve both local and global structure of the data
(65).

Another set of visualization techniques suitable for preserving the global architecture of the
differentiation manifold are force-directed layout algorithms. They solve the problem of visual-
izing kNN graphs in the most meaningful and aesthetical way by assigning forces to the edges
and nodes of the graphs and simulating them as a physical system. Typically, attractive forces
are assigned to the edges, repulsive forces are assigned to the nodes, and the net forces on the
graph are minimized until an equilibrium is achieved (Figure 24). This can be done in low di-
mensions in order to obtain a dimensionally reduced representation of the data. There are various
layout models available such as spring—electric and Fruchterman-Reingold (FR) layouts (66). In
the spring—electric layout model, nodes and edges are considered as charged particles and springs,
respectively, and all edges have a uniform length. FR layouts replace nodes and edges by steel
rings and springs, respectively, and the repulsive force inversely scales with the distance between
nodes. SPRING is one of the first implementations of such a force-directed layout for scRNA-seq
data, and it is publicly available as a web tool (67). Lastly, embeddings of PAGA, a kNN graph-
based manifold learning approach described in the previous section, can also be used with UMAP
and force-directed layout algorithms to visualize scRNA-seq data (37). Advantages include faster
convergence and preservation of global and local data manifold structure.

Limitations of Single-Cell Transcriptomics to Study Cell Fate Decisions

There are experimental and computational limitations to using scRINA-seq as a technique to study
cell fate decisions. Since single-cell experiments destroy the cells sampled from a population, the
static snapshot data may not contain all cell states occurring during differentiation, e.g., fast tran-
sitioning cell states. This problem may be circumvented by sampling large numbers of cells using
high-throughput scRINA-seq protocols such as sci-RINA-seq (68) or SPLiT-seq (69) that use com-
binatorial barcoding, but these approaches currently suffer from relatively low sensitivity. More-
over, it becomes cost prohibitive to maintain a high sequencing depth while massively increasing
cell numbers to ensure the capture of lowly expressed genes such as transcription factors, which
may play important roles during cell fate commitment. An alternative solution is the enrichment
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of such intermediate states using FACS, provided that the cell surface markers characterizing these
cellular states are previously known. However, this results in skewed frequencies of cellular states
in the scRNA-seq dataset, leading to the distortion of the original high-dimensional differentia-
tion landscape and the inferred low-dimensional layout. Furthermore, as discussed above, since
current scRNA-seq protocols generate only snapshot data, they do not reveal the actual dynam-
ics of differentiation processes. There are multiple conceivable dynamic processes that can in
theory give rise to the same high-dimensional differentiation manifold captured by the snapshot
scRINA-seq data. Therefore, the question of how and when exactly cell fate decisions happen in
the biological system is difficult to answer.

Computationally, all lineage reconstruction algorithms are based on the assumption that cells
with similar transcriptional profiles are developmentally closer to each other, as the actual lin-
eage relationships among the profiled cells are not known. Thus, more complex dynamics such as
molecular oscillations and asymmetric cell divisions during differentiation are difficult to decipher.
Of note, molecular oscillations and asymmetric cell divisions have been shown to play important
roles in many developmental processes, homeostasis, and cancer (70-72). Furthermore, there are
other confounding factors that can prevent the successful reconstruction of lineage trees, such as
cell cycle states and technical batch effects in the data. For example, irrespective of the stage in the
differentiation process, similar expression of cell cycle-associated genes may reduce the distance
of otherwise unrelated cell states in gene expression space, thereby distorting the inferred differ-
entiation trajectories. Moreover, technical batch effects due to, e.g., integrating libraries generated
with different protocols or in separate experiments may complicate the problem of lineage infer-
ence. However, there are several batch correction methods that can be applied to remove these
technical artifacts, such as matching the mutual nearest neighbors between batches (73) or identi-
fying the common correlation structure across batches (74-76). Yet the application of such batch
correction methods could lead to unwanted removal of actual biological variability.

Since scRNA-seq profiles mRINA at single-cell resolution to study lineage specification, which
sheds lights on the transcriptional basis of cell fate decisions, it suffers from the limitation that
it provides a readout on only one of the many molecular layers involved in this multimodal pro-
cess. Therefore, profiling of other molecular features is crucial to comprehensively elucidate the
mechanisms of lineage choices and fully understand the process of cell fate decision. For example,
readouts on chromatin accessibility using scATAC-seq can reveal the involvement of epigenetic
regulation and binding of transcription factors in cell fate decisions. Other features such as the
proteome, histone modifications, DNA methylation, and posttranslational modifications are im-
portantin controlling the commitment ofa cell to a particular lineage. There has been a significant
improvement in methods profiling some of these features (6, 77-85), but they still suffer from
limitations in applicability and power compared to scRNA-seq. Furthermore, since scRNA-seq
requires dissociation of tissues and organs into a single-cell suspension, the role of the microen-
vironment and the spatial context of the profiled cells in which cell fate decisions are executed
cannot be characterized.

Current efforts are focused on the development of experimental protocols enabling the simul-
taneous profiling of genomic, transcriptomic, and epigenomic features of cells (86-89), as well as
retaining their spatial context (Figure 35) (90-93). Computationally, tools to integrate single-cell
datasets measuring different modalities are also helping to elucidate the mechanisms of cell fate de-
cisions more comprehensively (75, 94). Moreover, various genetic lineage tracing techniques have
been developed to causally infer the lineage relationship between cells at single-cell resolution, and
experimental approaches combining them with single-cell molecular profiling techniques such as
scRINA-seq are emerging. In the next section, we discuss the advances of these techniques and
their role in understanding the mechanisms of cell fate decisions.
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Multimodal single-cell analysis to comprehensively understand the mechanisms of cell fate decisions. (#) Lineage tree inferences from
scRINA-seq data are based on the assumption that cells with similar transcriptomes are developmentally closer to each other, but the
real progenitor-progeny relationship between the cells cannot be known. Advances in single-cell lineage tracing allow for sequencing of
the genetic labels and profiling of the whole transcriptome simultaneously, making it feasible to reconstruct refined cell lineage trees
with the information of whole transcriptomes. () The currently available methods to study cell fate choices and lineage commitment
can be broadly divided into three different categories: single-cell genetic lineage tracing to reconstruct lineage trees, methods to profile
mRNA in situ to characterize cell types in their original spatial location and their microenvironment, and methods profiling different
molecular features of a cell (e.g., mRNA, histone modifications, DNA methylation, chromatin accessibilities and architecture, cell
surface proteins). Future advances will enable simultaneous application of these methods or their computational integration for an
unprecedented resolution of cellular differentiation.

INTEGRATING LINEAGE TRACING AND SINGLE-CELL
TRANSCRIPTOMICS TO EXPLORE THE UNDERPINNINGS
OF CELL FATE DECISIONS

Contemporary lineage tracing techniques allow cells to be marked with fluorescent proteins or
nucleic acids, which are heritable and, hence, can be found in the progeny of the marked cells,
enabling us to reconstruct lineage trees and understand cell fate decisions (18, 21). Owing to the
limited number of fluorophores that can be simultaneously imaged in an imaging experiment, cel-
lular barcoding using DNA-based tags is an attractive alternative as, by controlling the number
of nucleotides in such tags, a large number of unique sequences can be generated to exhaustively
mark the entirety of cells in a tissue or even a whole organism. Current DNA-based barcod-
ing approaches can be broadly divided into three different categories: viral transduction—based,
recombinase-based, and CRISPR-based techniques (19, 95).

Viral barcoding involves the generation of viral vector libraries carrying a large number of
unique nucleotide sequences that, upon transduction, integrate into the genomic DNA of the host
cells, thereby labeling them uniquely. These integrated unique DNA barcodes are then sequenced
from single cells to identify the clones and reconstruct a lineage tree. A viral barcoding approach
was first used in the early 1990s to reveal that clonally related neurons are not clustered in the
specific functional areas of the cerebral cortex but are widely dispersed across the whole cortex
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during development (96). Recently, the use of viral barcoding techniques in the hematopoietic
system identified two fate-biased subpopulations of HSCs (97), discovered the existence of fate-
restricted lymphoid-primed multipotent progenitors (98), and revealed that the megakaryocyte
lineage branches off early and independently of other hematopoietic lineages (99). It has also been
used to study the clonal dynamics of CD8" T cell differentiation during immune response (100,
101). Although many short-length unique barcodes can be generated using the viral barcoding
approach, it is not feasible to use this technique to study lineage relationships in many tissues
owing to the practical constraints in viral delivery.

Alternatives to viral barcoding include recombinase-based and CRISPR-based barcoding sys-
tems where transgenic model organisms can be generated to mark the cells of any tissue of interest
or even the entire organism during the desired temporal windows to study cell fate decisions in
vivo. Importantly, unlike viral barcoding-based strategies, the DNA tags in these two approaches
are not static and evolve over time, resulting in increased barcode diversity. Recombinase-based
barcoding relies on the activity of Cre recombinase on an array of nucleotide sequences flanked
by several loxP sites. Once Cre is induced, the nucleotide sequences undergo excision or inver-
sion, creating a diverse array of unique DNA barcodes. However, since Cre favors deletion over
inversion, the nucleotide array will exhibit a gradual decrease in sequence diversity over time. The
alternative solution is to use a recombinase that is unable to perform deletion of the flanked se-
quences, e.g., Rei DNA recombinase (102). Notably, the other limitation of recombinase-based
approaches is the requirement of long-read sequences to read the barcodes, e.g., generated us-
ing low-throughput single-molecule real-time sequencing, as the array used for marking the cells
contains several DNA sequences flanked by loxP sites to generate high sequence diversity. A Cre
recombinase—based barcoding system utilizing multiple loxP sites called Polylox has been recently
used to characterize HSC fates in vivo (103).

As an alternative to recombinase-based barcoding, CRISPR-Cas9-based barcode generation
strategies have been employed in various studies. CRISPR-based systems rely on the activity of
the Cas9 nuclease on multiple transgenes or DNA arrays containing CRISPR target sites to in-
duce a double-strand break that is repaired by nonhomologous end joining (NHE]), leading to
random insertions and deletions (scars) at the target sites that are used to lineage-trace the cells
undergoing differentiation. Like Cre recombinase, NHE] favors deletions over insertions, thereby
shrinking the diversity of scars over time. Alternative approaches include the use of multiple inde-
pendently evolving target sites to increase the complexity or self-targeting CRISPR guide RINAs
(104, 105). Transgenic mouse and zebrafish lines have been generated using CRISPR-based bar-
coding approaches to study the mechanisms of lineage decisions at the whole-organism level
(106-108).

Although single-cell genetic lineage tracing using the abovementioned techniques can eluci-
date the clonal relationships between the different cell types, the underlying molecular mech-
anisms of lineage commitment and differentiation cannot be established. Moreover, single-cell
transcriptomics enables the identification of cell types but cannot establish the lineage relation-
ships between them. Therefore, combining single-cell genetic lineage tracing with scRINA-seq
represents a powerful approach to decipher the ancestral link between clones, as well as to map
their molecular identities in order to understand the regulatory features of fate choices during dif-
ferentiation (Figure 34). Simultaneous profiling of cellular barcodes and mRNA using scRINA-
seq is an active area of research. Such combinatorial approaches enabling the profiling of both
readouts have already been applied to in vitro differentiation systems, as well as to developing
vertebrate embryos, e.g., zebrafish and mouse (107-111). Future studies combining single-cell
lineage tracing with scRNA-seq and, e.g., multiplexed single-molecule RNA fluorescence in situ
hybridization (112) in mammalian systems will pave the way to recovering cell type information,
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developmental relationships between cell types, and their spatial context, thereby adding an extra
layer of information to help decipher the mechanisms of cell fate decisions during differentiation.

DISCUSSION AND OUTLOOK

Traditionally, cells have been considered the fundamental units of life in biology. Therefore, the
molecular programs operating in single cells during homeostasis and the changes they undergo
during dynamic processes such as development and disease progression are central themes of con-
temporary biology. Single-cell multi-omics technologies represent extremely promising tools to
shed light on these molecular programs at unprecedented resolution. In recent years, major de-
velopments in single-cell experimental and computational methods have been mainly restricted
to scRNA-seq. The application of scRINA-seq to elucidate the mechanisms of cell fate decisions
has undoubtedly provided many novel insights challenging the classical and longstanding models
of cellular differentiation, e.g., for hematopoiesis (113). However, we are still far from a compre-
hensive understanding of cellular differentiation and cell fate decision even in well-characterized
systems such as hematopoiesis. In order to achieve the goal of a more holistic view on cell fate spec-
ification, researchers need to develop methods to measure other molecular features within single
cells. Owing to the rapid ongoing developments in single-cell biology, it is now possible to profile
chromatin accessibility, DNA methylation, histone modifications, and cell surface proteins in sin-
gle cells, as well as spatial arrangements of cells in situ (Figure 35) (6, 77-80, 90,91, 92, 114). With
the growing availability of experimental techniques to simultaneously profile these features within
individual cells and the development of computational tools to enable the integration of datasets
representing distinct modalities (75, 86-89, 94, 115), we expect to see the emergence of a more in-
tegrative framework to answer longstanding questions of cell fate choices and lineage specification.

Retrospectively, since the publication of the first scRNA-seq method in 2009 (116), single-cell
technologies have seen tremendous growth, enabling various molecular features to be profiled
in large numbers of cells (Figure 35). Consequently, leveraging this growth and continuously
reducing sequencing costs, global and large-scale collaborative efforts such as Human Cell Atlas
(117) and the LifeTime initiative have been initiated to produce comprehensive maps comprising
millions of cells sampled from the human body in health and disease using single-cell multi-omics
technologies. These atlases will be the basis for a much-improved understanding of human tissues
and for the development of better disease treatment options. Naturally, the generation of such a
large amount of data will require the development of computational methods scalable to millions
of cells in a memory- and time-efficient way. The application of deep learning tools to achieve
a scalable solution for the analysis of very large scRNA-seq datasets is an active area of ongoing
research (118).

In summary, the answer to how cells undergo fate commitment and lineage specification is in-
strumental to comprehending how complex multicellular organisms are formed from a totipotent
zygote during embryonic development. Additionally, after birth, cell fate decisions are critically
important in maintaining homeostasis during organisms’ entire lifespans. With the advent of and
ongoing accelerated progress in single-cell multi-omics, many new insights in these processes are
gained at a large scale with remarkable resolution. Such groundbreaking insights will allow us to
dig deeper and acquire an improved understanding of the mechanisms of cellular dysfunction and
molecular deregulation occurring in human pathologies such as cancer.
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