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Abstract

Smartwatches have rapidly evolved towards capabilities
to accurately capture physiological signals. As an appeal-
ing application, stress detection attracts many studies due
to its potential benefits to human health. It is propitious to
investigate the applicability of deep neural networks (DNN)
to enhance human decision-making through physiological
signals. However, manually engineering DNN proves a te-
dious task especially in stress detection due to the complex
nature of this phenomenon. To this end, we propose an
optimized deep neural network training scheme using neu-
ral architecture search merely using wrist-worn data from
WESAD. Experiments show that our approach outperforms
traditional ML methods by 8.22% and 6.02% in the three-
state and two-state classifiers, respectively, using the com-
bination of WESAD wrist signals. Moreover, the proposed
method can minimize the need for human-design DNN while
improving performance by 4.39% (three-state) and 8.99%
(binary).

Keywords— Affect detection, Stress detection, Neural Archi-
tecture Search.

1. Introduction
Long-term stress can have negative effects on both mental and

physical human’s health. This can even lead to economic cost,
such as absenteeism, diminished productivity at work, accidents,
etc. [6]. Thus, detecting stress can greatly contribute to improv-
ing human’s health and adding value to the economy. Therefore,
detecting stress in a person has been widely discussed, and using
physiological changes in the human body is one of the approaches
in stress detection. However, the topic of detecting other affec-
tive states has not been seriously taken despite its contribution to
human’s emotion studies and commercial purposes.

Gjoreski et al. [5] is one of the first works that studied stress
detection with a minimally intrusive approach. They used ac-
celeration, blood volume pulse, heart rate data, galvanic skin re-
sponse, and skin temperature recorded from a wrist-worn device
to train a model for stress detection. Schmidt et al. [12] intro-
duced a Multimodal Dataset for Wearable Stress and Affect De-
tection (WESAD). The data set contains physiological and motion
data collected in a wrist-worn device and a chest-worn device.

They trained five machine learning models for detecting differ-
ent affective states (baseline, stress and amusement): K-Nearest
Neighbour (KNN), Linear Discriminant Analysis (LDA), Random
Forest (RF), Decision Tree (DT), and AdaBoost Decision Tree
(AB). The performance varies between the models and the types
of classification problems. For the three-class classification prob-
lem (amusement vs. baseline vs. stress), the most well-performed
approach when using wrist data is AB (75.21%). For binary clas-
sification problem (stress vs. non-stress), the most achievable ac-
curacy is 87.12% obtained from RF using wrist data.

On the other hand, one might expect to improve affective detec-
tion performance by employing modern DNN architectures [13, 7,
9, 8, 14]. However, despite the efforts [4, 3], this remains a chal-
lenging task due to the complexity of human physiological sig-
nals. In this work, we introduced a novel framework, namely
StressNAS, to optimize the deep neural network training using
neural architecture search [1]. For comparison, we also imple-
ment other DNN architectures, including a multilayer perceptron,
a fully convolutional network, and a residual-like DNN. More-
over, wrist-worn devices are less intrusive to the human body than
chest-worn ones and are more common among users (e.g., smart-
watches, wristbands). Potentially, affective state detection studies
on data collected from wrist-worn devices can generate more user
efficiency values. Therefore, we chose to evaluate our works in the
three-state classifier (stress, baseline, and amusement) and binary
classifier (stress and non-stress).

2. Data
The Wearable Stress and Affect Detection (WESAD) [12] is a
high-quality multi-modal dataset aiming for human affective de-
tection. Participants were asked to follow standard protocols to
calibrate their states (neural, stress, amusement, meditation) be-
fore their physiology and motion signals were captured. The data
were collected from 17 subjects; each took part in a 2-hour sec-
tion. Unfortunately, due to device malfunction, data from subject
ID #1 and #12 were discarded.

The data acquisition process utilized the chest-worn RespiBAN
and wrist-worn Empatica E4 devices1. The RespiBAN provided:
respiration (RESP), electrocardiogram (ECG), electrodermal ac-
tivity (EDA), electromyogram (EMG), skin temperature (TEMP),
and three-axis acceleration (ACC) at 700 Hz. On the other hand,
the Empatica E4 measured blood volume pulse (BVP, 64 Hz), elec-
trodermal activity (EDA, 4 Hz), body temperature (TEMP, 4 Hz),

1www.empatica.com/research/e4/
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Figure 1. Manual design deep neural networks. (a) Multilayer Per-
ceptron, (b) Fully Convolutional Network, and (c) Residual-like
Deep Neural Network.

and three-axis acceleration (ACC, 32 Hz). The state conditions
elicited from the protocol are referred to as the ground truth la-
bels. As aforementioned, this work concentrates on the analysis of
the WESAD wrist dataset.

3. Methods

This work uses a set of manual design DNNs with the WESAD
dataset for preprocessing, training, and evaluating. Furthermore,
we propose StressNAS, an automatic neural architecture search for
affective state prediction.

3.1. Data processing

As mentioned earlier, we mainly utilized the data from the Em-
patica E4 for experimenting with the three-state (baseline, stress,
and amusement) and the two-state (stress and non-stress) classi-
fication problems. We argue that training models with wrist data
alone can be more challenging due to large variations in sampling
rates of input modalities. Besides, we also transform the time-
series data to filter banks for training DNNs.

The data were sampled using the sliding window technique.
All experiments were conducted using a window length of 60
seconds with a 0.25-second shifting. As a result, approximately
132600 data samples were created in total.

A filter bank is a quadratic form of signal in the joint time-
frequency domain that is a popular representation for training
DNNs in speech processing. To obtain the filter banks, one can: 1)
pass the signal through a pre-emphasis filter, 2) acquire overlap-
ping frames from the filtered signal and then apply a windowing
function (e.g. Hamming window), 3) take the Short-Time Fourier-
Transform to get the power spectrum, 4) apply triangular filters
and mean normalization to calculate the filter banks.

3.2. Manual design deep neural networks
Figure 1 shows the architecture of a multilayer perceptron

(MLP), a fully convolutional network (FCN) [10], and a residual-
like DNN (ResNet) [7] used in our experiments. The MLP consists
of three fully connected (FC) layers follow by nonlinear activation
functions (rectified linear unit (ReLU) after layer 1-2 and Softmax
for the last layer). The FCN contains several branches for separate
modalities. Each branch has three convolutional layers (CONV),
follow by ReLU with global average pooling (GAP) at the last
layer. These features are then concatenated before feeding to an
FC and Softmax for final prediction. The ResNet inherits a similar
design principle of FCN while expanding the network using the
residual blocks (Res-block). The Res-block contains four CONV-
layers with batch normalization, ReLU, and residual connection.
Each ResNet branch has three Res-block follow by a GAP before
final concatenation and prediction.

3.3. StressNAS
The proposed network includes multiple DNNs that take in

EDA, BVP, TEMP filter banks, and mixed features as inputs. In-
stead of manually constructing the DNN, we first randomly gener-
ated a set of network candidates (DNNs) for each input modality
from the search space following [2] procedure. The core com-
ponent of our candidates is the search cell. It is a directed acyclic
graph that contains densely connected edges (feature transform op-
erations, e.g., convolution, pooling, skip-connection) between its
nodes (computed tensors).

For each modality, we randomly search from 10000 architec-
tures. We then rank these architectures based on their scores that is
calculated as the covariance matrices of the gradient with respect
to the input data at the initial time [11]. The best ten architectures
with the highest-ranking are utilized for training. Output features
of each modality are concatenated for final prediction. In total,
the searching, ranking and training time of our proposed method
on one Telsa-V100 is ∼ 50 hours. Figure 2 shows the overview
architecture of our proposed approach.

4. Experiments and Results
The experiments consist of the evaluation of manual design

DNNs and StressNAS models in three-state and two-state classi-
fiers. Besides, those DNNs’ results are compared with traditional
models by Schmidt et al. [12].

4.1. Experiment and Evaluation metric
The experiments are about the implementation of different

DNN approaches. In particular, we implement and build MLP,
FCN, ResNet, and especially our proposal StressNAS for a three-
state classifier (stress, baseline, and amusement) and binary clas-
sifier (stress and non-stress). The binary classifier considers the
stress records and non-stress records as the combination of base-
line and amusement records. For evaluation, we separate our train-
ing and testing data using leave-one-out cross-validation on 15
subjects from the WESAD dataset to build user-invariant models.
Particularly, each person, by turn, becomes the test set, and the
other 14 samples’ data are the training set. Hence, the balanced
accuracy in the experiments is an average accuracy of 15 predic-
tion results.
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Figure 2. Overview architecture of StressNAS. The deep neural network (DNN) takes in EDA, BVP, TEMP filter banks, and mixed features.
For each input, multiple DNNs are 1) randomly generated from the search space and 2) ranked based on their scores. Architectures with
the highest-ranking are utilized for training. Output features of each modality are concatenated for final prediction.

Table 1. Results of different models and sensor combinations for classifying neural v. stress v. amusement states. Abbreviations: KNN
= k-nearest neighbour, AB = AdaBoost DT, DT = Decision Tree, LDA = Linear discriminant analysis, RF = Random Forest, MLP =
Multilayer Perceptron, FCN = Fully Convolution Network, ResNet = ResNet-like DNN, and StressNAS = our proposal.

Sensor Combinations
Schmidt et al. [12] Manual Design DNNs

StressNAS
AB DT RF KNN LDA MLP FCN ResNet

ACC+EDA+BVP+TEMP 75.21 ± 0.77 53.98 ± 1.79 74.85 ± 0.20 45.54 70.74 78.11 79.04 79.48 83.43
EDA+BVP+TEMP 73.62 ± 0.55 63.34 ± 1.00 76.17 ± 0.42 58.54 68.85 73.60 74.12 73.93 81.78
ACC 57.07 ± 0.57 53.71 ± 0.91 56.40 ± 0.16 45.54 47.73 52.16 46.53 45.25 55.81
EDA 59.42 ± 0.27 54.36 ± 0.27 56.57 ± 0.05 54.98 62.32 57.36 62.14 63.50 66.89
BVP 64.46 ± 0.21 57.57 ± 0.22 64.09 ± 0.12 59.44 70.17 62.43 65.42 68.11 71.24
TEMP 49.39 ± 0.23 47.42 ± 0.36 48.67 ± 0.21 44.32 58.96 55.14 56.32 61.35 62.15

Table 2. Results of different models and sensor combinations for classifying stress v. non-stress. Abbreviations: KNN = k-nearest neigh-
bour, AB = AdaBoost DT, DT = Decision Tree, LDA = Linear discriminant analysis, RF = Random Forest, MLP = Multilayer Perceptron,
FCN = Fully Convolution Network, ResNet = ResNet-like DNN, and StressNAS = our proposal.

Sensor Combinations
Schmidt et al. [12] Manual Design DNNs

StressNAS
AB DT RF KNN LDA MLP FCN ResNet

ACC+EDA+BVP+TEMP 83.98 ± 0.75 82.19 ± 0.44 87.12 ± 0.24 63.80 86.88 83.19 84.15 83.14 93.14
EDA+BVP+TEMP 88.05 ± 0.18 84.88 ± 0.11 88.33 ± 0.25 81.96 86.46 82.12 82.31 82.77 92.87
ACC 71.69 ± 0.45 64.08 ± 0.49 69.96 ± 0.42 63.80 60.02 65.15 67.88 66.85 72.15
EDA 79.71 ± 0.43 76.21 ± 0.27 76.29 ± 0.14 73.13 78.08 62.78 69.13 67.81 79.24
BVP 84.10 ± 0.13 81.39 ± 0.15 84.18 ± 0.11 82.06 85.83 69.97 72.15 69.15 81.16
TEMP 67.11 ± 0.34 68.22 ± 0.19 67.82 ± 0.11 64.46 69.24 55.17 68.12 62.54 71.46

4.2. Results

The results of the experiments are described in Table 1 and Ta-
ble 2. In detail, the first column indicates the combination of sen-
sors in the two first rows and the individual sensors in the remain-
ing rows, while traditional approaches by Schmidt et al. [12] are
illustrated in five first columns, and the other columns are DNNs’
result. Remarkably, our proposal results with StressNAS are in the
last column.

Table 1 presents the prediction results of four DNNs models
in a three-state classifier with stress, baseline, and amusement.
When comparing manual DNNs with traditional machine learn-
ing methods, ResNet performs better in three sensor combinations
(ACC + EDA + BVP + TEMP, EDA, and TEMP), while MLP
and FCN tend to have better performance with ACC + EDA +
BVP + TEMP setting. Automatic DNN StressNAS provides bet-

ter prediction than traditional machine learning methods in most
data combinations (except ACC data setting). Among different
sensor combinations, both manual DNNs and StressNAS gain the
highest accuracy with the combination of ACC, EDA, BVP, and
TEMP. Specifically, all manual DNNs (MLP, FCN, and ResNet)
and StressNAS obtain higher accuracy than traditional machine
learning methods by 3-4% and 8%, respectively, in the combina-
tion of ACC, EDA, BVP, and TEMP. Moreover, Table 3 presents
the best detection accuracies for each study subject for three states
classification task. In general, the detection figures are evenly dis-
tributed among our subjects with a slight bias on subjects 3, 10,
13, and 16.

Table 2 shows the experimental results of the binary classifier
(stress and non-stress detection). As is the case for the three-state
classifier, both manual DNNs and StressNAS perform best with
the sensor combination of ACC, EDA, BVP, and TEMP. How-
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Table 3. Best detection accuracies for each study subject for three
states classification task.

Study subject Accuracy↑
2 81.07
3 72.55
4 82.82
5 79.84
6 89.50
7 81.52
8 81.84
9 88.43

10 74.55
11 85.61
13 75.55
14 87.11
15 91.40
16 95.55
17 84.20

ever, interestingly, different from the three-class classifier, man-
ual DNNs’ results are similar or lower than traditional models’ re-
sults, especially LDA and AB’s results. In contrast, the proposed
method StressNAS provides a substantial improvement for almost
all settings (except EDA and BVP signals). Notably, with the data
combination of ACC, EDA, BVP, and TEMP, StressNAS achieves
better prediction than traditional machine learning methods by 6%.

5. Conclusion

With the swift development of technologies, sensor devices
have become more popular and wide uses in health care. Stress de-
tection is a crucial topic supporting and improving human health
by monitoring and analyzing body signals’ changes. Due to the
interest in stress detection through physiological signals, many
studies have concentrated on different activities, including con-
structing datasets, applying signal processing, and utilizing ma-
chine learning models. Despite existing studies related to stress
detection, applying deep learning approaches still lacks consid-
eration from the community. Therefore, the paper details using
deep learning approaches to detect stress state through physio-
logical signals. In detail, the paper utilizes a set of deep neu-
ral approaches (MLP, FCN, and ResNet) and proposes Stress-
NAS, an automatically detected neural network architecture, to
analyze affective states from WESAD’s wrist dataset. The eval-
uation is based on leave-one-out cross-validation to gain the re-
sult for comparison among different approaches in a three-state
classifier (stress, baseline, and amusement) and binary classifier
(stress and non-stress). Manual design DNNs are somewhat bor-
derline with classical machine learning methods (CLASS), which
suggests that carefully designing network architecture is a tedious
task. On the other hand, DNN generated by neural architecture
search (StressNAS) yields enhanced performance across all sensor
combinations. Also, StressNAS tends to achieve better accuracy
than CLASS in both the classifiers.
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