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ABSTRACT 
This paper introduces an augmented reality application, AR 
PATIO, which was developed for an existing user involvement 
tool that is a part of a living lab. Augmented reality contents can 
be projected on-site to visualize change in a comprehensible and 
visual way. The aim of our application is to provide new methods 
for involving citizens in the innovation, co-creation, and 
evaluation of services and products in a living lab context. Our 
solution gives users the possibility to express their reactions by 
leaving location-based comments and feedback when using 
augmented reality. AR PATIO was evaluated as a part of a bigger 
user-experience study in which virtual reality and mobile clients 
were also tested. However, in this paper, we focus on the results 
from an AR use case. According to our UX study with 14 
participants, AR PATIO created a positive experience. It was 
regarded as empowering, playful, innovative, and useful. 
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1 Introduction 
Living labs are becoming popular ways to involve users in the 
innovation and evaluation process for products and services. In 
the literature, living labs are referred to in various ways. The 
living lab has been described as a user-centered innovation 
environment based on daily practice and research. The aim of the 
living lab is sustainable value creation by involving users in an 
open innovation process in a real-life context [6]. It can also be 
considered a community-based, user innovation creation with 
business stakeholders involved either online or offline [5]. In 
addition, a living lab can be seen as a network that integrates both 
user-centered research and open innovation [20]. What these 
definitions have in common is that they include users as equal co-
creators with other participants and experiments in real-world 
settings [2]. Compared to field trials or user testing, a living lab 
aims to involve users in all stages of the product development 
lifecycle [5]. The challenge is in reaching people amidst their daily 
lives in a way that the surveys are projected in a comprehendible 
manner. This is where new technologies, such as augmented 
reality (AR) and virtual reality (VR), can help, since they provide 
a fully immersive or partly projected, realistic 3D content overlay 
to the physical world. 

Our motivation was to develop a mobile augmented reality 
(MAR) application, which can enhance user participation for co-
creation and evaluation of new products and services as a part of 
living lab activities. Our AR PATIO was developed to be a part of 
OULLab’s (OULU Urban Living Lab) online user community and 
user involvement tool, PATIO [13, 14]. To evaluate user 
experiences (UX) with our MAR application, we had a real, user-
centered innovation case to study. As the exhibition of a local 
zoological museum at the University of Oulu closed, and its future 
became unclear, there was a need for different stakeholders to 
consider how museum content could be preserved in the future. 
One idea was to virtually conserve the museum as a part of the 
virtual campus [17] by creating a new visit experience using VR 
and AR technologies.  

This paper’s focus is on AR PATIO results from a user 
experience point of view. We present the development of our AR 
PATIO and how it can be used as a UX method and as a part of 
our PATIO user involvement tool. In addition, we present the 
findings from a qualitative UX study.  

  



 

 

2 Related Work 
Citizen participation is becoming crucial in efficient design and 
development of services, products, and city plans that satisfy the 
end-users, i.e. the citizens. This makes it necessary to provide the 
right digital tools to facilitate their involvement [11]. AR is a 
potential interface for linking digital information directly with the 
physical world [21]. In 2007, it was estimated that ten to twenty 
percent of living labs utilized AR (or other new technologies) [22], 
and in 2018, the European Network of Living Labs reported almost 
400 living labs as members [9]. Large-scale MAR applications are 
not new or uncommon; early work on the topic was already done 
in 1999 [13]. However, there is still demand for investigating MAR 
applications for citizen participation, especially since the 
technology is now maturing to a stage where it can be used with 
most mobile phones.  

UX is defined as a “person’s perceptions and responses that 
results from the use and/or anticipated use of a product, system 
or service” [14]. UX has been seen as a significant factor for a 
products’ success [15, 20]. Therefore, it is important to develop 
and use systematic, low-cost methods for UX evaluation and 
utilize the collected information in the early phase of the 
development process [26, 27]. MAR has the potential to benefit 
user experience studies because it makes it possible to record 
experiences before, during, and after the use of products or 
services [26].  

2.1 Mobile Augmented Reality  
AR merges virtuality into the real world or, at least, aims to create 
an illusion of such a merge [7]. Virtuality is often perceived as 
computer-generated graphics that provide a visual experience. 
However, AR systems may also provide other sensory experiences 
like audio and haptics. The real world is the physical environment 
that the user experiences without the use of any devices, and it is 
sometimes referred to as the real reality (RR) [8]. In addition to 
combining real and virtual, AR is interactive in real-time, and the 
projected contents can be 3D [1, 2]. MAR makes AR experiences 
mobile and ubiquitously accessible.  

There are three major technological challenges in developing 
MAR: 1) tracking, 2) displaying, and 3) interaction. Tracking seeks 
solutions to how computers can understand physical reality and 
position digital contents appropriately. Displaying involves 
showing the combination of virtual and real to users. Interaction 
is also tricky; in order to benefit from AR, novel input methods 
are required. In addition, networking, data management, and 
battery consumption in mobile devices are issues with MAR [8, 
11]. These challenges also reflect the three key technical 
requirements of AR: displays, interaction, and tracking. Displays 
are needed to present the combination of real and virtual to the 
user. Interaction requires novel input techniques to manipulate 
the virtual information. Tracking techniques are needed to 
measure the real world and align the virtual information with it 
[2]. The same definition and technical requirements apply for 
basic AR and MAR. However, mobility adds more demands in 
terms of scalability and performance [15]. In practice, an MAR 

system should work on a large scale, globally at best, and execute 
in real time on mobile devices. 

2.1  Involving Users  
Application areas for AR are numerous spanning from games such 
as Pokémon GO [29] to applications for citizen participation [12, 
25]. 

Allen et al. presented a smartphone application, which 
displayed architectural designs over existing architecture in AR 
[1]. The application was developed to involve users in urban 
planning. It had a graphical user interphase (GUI) with a 7-step 
smiley-face scale for users to rate the displays’ designs, and the 
ratings were made available for stakeholders in urban planning. 
According to Allen et al. [1], using MAR when presenting 
architectural designs for experts is common, but not much 
research is done with regards to public participation. Their results 
indicated that their system increased younger people’s 
willingness to participate in urban planning, while willingness 
remained unchanged for older people. The application was 
generally considered useful for displaying architectural designs, 
but users questioned if the ratings would truly be considered by 
the stakeholders, which is a known issue in citizen participation 
[1, 21]. 

CityScope [25] is a tangible user interface (TUI) platform 
adaptable to different use cases, such as Hamburg’s (Germany) 
refugee challenge, which adds to the discussion about designing 
MAR systems for user involvement. The system’s basic idea is to 
display geographic information in a table for both experts and the 
public to use it to tackle various societal problems. It was also 
designed to have tangible objects for interaction, which 
represented, for example, buildings and building elements. 
CityScope is used in the Andorra Living Lab project to present 
geographical information in AR [25]. 

In the context of the refugee crisis, CityScope [25] was used 
to enable both experts and the public to find suitable locations to 
accommodate refugees. The system was later evaluated through 
SWOT analysis (strengths, weaknesses, opportunities and 
threats). Strengths included that authorities received high quality 
information based on citizens local knowledge and that the 
citizens felt they were actively participating in the process, which 
also built up acceptance towards refugee accommodation.  

Gutiérrez et al. [12] describe a Pace of the City MAR 
application developed as part of a bigger project to establish a 
smart city platform in Santander, Spain that would ultimately 
engage citizens in city development and, thus, improve their lives.  
The authors also emphasized the need for infrastructure when 
creating such a platform. The sensing network used consisted of 
various sensors around the city.  The Pace of the City aimed to 
visualize diverse data provided by the platform. The data included 
points-of-interest (POI) and real-time information on such things 
as traffic, cameras, and forecasts. The data were presented 
location- and context-sensitively, but users were also able to 
choose their preferences on what they wanted to explore. The 
MAR application was complemented by tags placed around the 
city.  The system could then recognize the tag and provide 
contextual information for it. In addition, users’ smart phones 



 

were harnessed to gather data on geographic location, 
temperature, and humidity. The users themselves were also able 
to provide data to the network, for example, by taking a picture of 
a hole they found in the pavement. A local newspaper was also 
linked to the system to deliver news information. Due to the 
system’s ability to provide useful data in various ways — as well 
as involve authorities, researchers, and individuals — the authors 
saw the platform as promising. However, they raised concerns 
about the privacy of the users. Despite this Pace of the City 
provides an example of big scale citizen involvement tool, where 
MAR application was successfully used in an urban context. 

KioskAR is a prototype for an AR game in which art students 
can collaborate with each other [33]. The approach with KioskAR 
is more playful than with the preceding two examples. Users of 
the game establish AR kiosks in physical locations where they can 
present artworks, such as 3D models, videos, or photos. Other 
users’ kiosks can be visited by moving to the according physical 
location, and users can interact with KioskAR by leaving 
comments. The users also compete for points that can be used to 
enhance a kiosk. Points are received for adding artworks to one’s 
own kiosk and for visiting and interacting with other users’ 
kiosks. Thus, the game rewards socializing.  

The user interface (UI) of KioskAR includes a map view and 
an AR view. The map view displays the environment and the 
kiosks on a 2D map to show a big picture of the game area. 
Tapping a kiosk on the map view gives a description of it. The AR 
view presents the kiosks in 3D, and it is the main interface for 
interacting with them. In the AR view, tracking is achieved by 
combining GNSS positioning and IMU-based orientation. In 
addition, a spot view is a complementary mode to the map view, 
which presents available spots for kiosks on the map. There is also 
a kiosk view, which is used to browse available templates when 
establishing a new kiosk. Finally, a configuration view allows 
users to see and edit their profile information. Sekhavat [33] 
emphasized the importance of finding suitable evaluation 
methods, when evaluating AR application’s usability and the 
users’ sense of presence, since UX in AR has not been studied 
rigorously. The methods chosen to evaluate KioskAR were 
Handheld Augmented Reality Usability Scale (HARUS) [30] to 
evaluate usability and MEC Spatial Presence Questionnaire (MEC-
SPQ) [37] to measure sense of presence. HARUS targets basic 
usability and not UX. MEC-SPQ, in turn, has been developed for 
either real-life or virtual environments, therefore it often needs to 
be adjusted [23, 40] for it to fit the purpose of AR research, where 
virtual and real-life are blended. This describes well the current 
status in evaluating AR applications, where most of the methods 
target usability or perception, not UX [7, 9, 26]. 

CityScope [25], Pace of the City [12] and KioskAR [33] 
highlight how MAR applications are a part of a larger system 
aiming for better smart city infrastructure and citizen or student 
involvement. In living labs, the aim is not only to provide a 
platform for citizen involvement but also to facilitate user 
involvement when developing new services or products [5].  

 
 

3 AR PATIO 
The AR PATIO is an application for answering location-based 
questionnaires complementing AR content. It is a client 
application for our user involvement tool, PATIO (a part of a 
OULLabs living lab [13, 14]), and it is designed as an extension for 
Mobile PATIO. Although it is integrated with Mobile PATIO. The 
AR PATIO was developed with Unity (2017.3.0f3) as an Android 
application. The main component is a library for virtual and 
augmented reality (ALVAR 0.2.1) for Unity, which enables the 
augmented reality functionality. In addition, it utilizes the 
following: MapBox Unity SDK (1.3.0) [22], JSON .NET for Unity 
(2.0.1), and LeanTouch (1.3.4). 

The UI elements and usage flow of using the application can 
be seen in Figures 1–3. Figure 1 shows how the AR PATIO is 
opened through Mobile PATIO. Map view (Fig. 2a) shows the user 
and questions based on their geolocation. To open a question, the 
user taps one “bubble” when it is in range (inside the radius of the 
range indicator). If a bubble is too far away, a dialog box opens to 
inform the user of this (Fig. 2b). This panel is also used for other 
dialogue, like thanking the user when all questions are answered. 
When a question is answered, its bubble indicator gets a darker 
shade. 

 

Figure 1: a) Activities in Mobile PATIO. b) The selected 
Activity in Mobile PATIO. In this activity, a user can join a 
forum discussion, answer a survey, open AR to browse AR 
content, and answer a question in AR view.  

 



 

 

 

Figure 2: a) Map view in AR PATIO. b) Notification on a 
question being too far away. 

Figures 3 and 4 show the AR PATIO’s AR view, which 
displays a question and related AR content. The AR PATIO 
currently supports two types of questions: multiple choice (Fig. 
3a) and a slider questions (Fig. 3b). The back-button takes the user 
back to Map view if they do not want to answer the question. The 
send-button sends the answer and takes the user to Map view. 

To view AR content, the camera must be pointed at one of 
the various types of markers. One example is the binary marker, 
or the quick response (QR) code [34] (as shown in Fig. 3), which 
is the easiest target to use. Other types include point clouds and 
image markers [3, 4]. Targets bring the AR content into the AR 
PATIO. Essentially, targets are files that package the desired 
ALVAR-markers and the 3D-model placed at the target. In 
practice, targets are Unity AssetBundles [36]. This is a useful way 
to package both the ALVAR-target and 3D-model in a single file, 
which can be dynamically loaded. ALVAR does not officially 
support downloading targets on runtime, but AssetBundle is able 
to circumvent this limitation. AR PATIO uses point cloud 
markers.  

4 User Experience Study  
In this section, we present the procedure for the user experience 
study and report how participants experienced AR PATIO as a 
feedback collection method. In addition, we present user 
experiences and wishes for access to 3D animals with AR 
technology.   

 

 

Figure 3: Questionnaire panels in a) AR view with a 
multiple-choice question and b) with a question slider. 

4.1 Test setup and participants   
We were interested in users' subjective experiences of how AR 
could be utilized for feedback collection. We studied how 
interesting, useful, and fun participants perceive the AR PATIO 
when observing and assessing AR content. We had a real, user-
centered innovation case as a starting point: 3D scanned animals 
from a zoological museum were integrated into the campus of the 
University of Oulu, Finland using AR technology. The focus was 
to collect user experiences with location-aware questions in real-
time.  

We recruited test users from the PATIO online user 
community because we were testing new PATIO methods. Before 
the test session, participants answered a short pre-questionnaire 
using an online tool (Web PATIO [14]).  None of the participants 
had prior experiences with AR PATIO. Participants’ ages varied 
from 26 to 59 years, with a mean age of 36, and most of the users 
were female (8). The duration of each test session was 
approximately one hour, and users were interviewed and 
observed during the usage sessions. All sessions were video 
recorded and analyzed. In addition to interviews and observation, 
we collected user experiences by using the 5-point Likert Scale 
questionnaires and adjective cards selection method [35]. After 
the test, we also collected feedback from participants on our web 
tool via forum discussion and diary methods. 

 



 

 

Figure 4: Test procedure of the whole UX study. In practice, 
half of the participants tried AR PATIO first and VR PATIO 
second.  

The AR PATIO was tested as a part of our larger study where 
we tested all four PATIO applications. The test procedure was 
organized as shown in Figure 4. Half of the participants used VR-
PATIO first and AR PATIO second and vice versa. Task 4 of the 
full study, “Use of AR PATIO,” included four different actions. The 
participants began using AR PATIO with provided mobile phones 
that showed registered users’ activities (Fig. 5 a). The users then 
selected the first activity: “Come and try our AR PATIO.” After 
that, they could answer AR questions (Fig. 5b).  At first, the map 
view was shown (Fig. 6a) where the users could see all nearby 
questions. When they were in range of a particular location, they 
could find the AR targets and answer the questions. The first AR 
content to which they were guided was a 3D gull (Fig. 6). After 
answering a survey question, the participants could 
spontaneously continue to the next target, which was a 3D lynx 
lying on a table (Fig. 7). Both targets were in the same meeting 
room, and they were positioned by using QR markers. 

 

Figure 5: a) Mobile PATIO showing users’ activities. When 
a user selects an activity, its available surveys are shown b). 
This study was set up so that the users had c) only one 
activity visible. 

 

a)  b)  
Figure 6: a) AR PATIO was launched from the Map view 
with question bubbles. b) When a user tapped a bubble, 
he/she could access the AR view. The user found AR content 
(gull) and answered the question. 

 

 

Figure 7: The second target was on a table. The user 
explored the AR content and answered a question. Here, a 
QR marker  used to position a 3D lynx. 



 

 

 

Figure 8: The third target was at the top of the wall. When 
the user pointed the device in the right direction, the AR 
content appeared, and the user could answer the question. 
Here, a point cloud of the environment was used as a 
marker. 

The following two targets were located outside the meeting 
room but still inside the campus. We used both point cloud and 
QR markers to position the 3D content. The third target was by a 
“nest” sign on the wall (Fig. 8), and the fourth was situated by a 
wall art piece (Fig. 9). After a user had found all targets and 
answered the questions, he or she and the researchers went back 
to the meeting room. After an interview, the test procedure 
continued to the next phase: (Fig. 4b) “Select four adjectives that 
depict your experience with the use of AR PATIO.” 

 

Figure 9: The fourth target, a moose, was positioned by a 
wall art piece. When the user pointed their device to that 
direction, the AR content (3D moose) appeared.  

4.2 User Experience Findings 
Participants’ experiences with AR PATIO were very positive. As 
Likert Scale answers indicate (Fig. 10), participants felt that 
answering with AR PATIO was easy, fast, interesting, fun, and 
useful.  Participants were excited to find AR content from the real 
campus area. They commented how this kind of method would be 
useful in different contexts, such as city planning, education, or 
entertainment. They also mentioned that being able to give 
feedback using a mobile phone in this manner would increase 

their involvement in design and evaluation of new services or 
systems through PATIO.  

 

Figure 10: How users perceived answering in AR, shown by 
a diverging scale graph based on the results from a Likert 
scale questionnaire.  

According to adjective selections (Fig. 11), the AR PATIO 
experience was empowering (7), playful (7), innovative (5), and 
useful (5). 

Figure 11: Adjectives selected to describe the AR PATIO. 
Each participant selected four adjectives out of a selection 
of 42, 21 positives and 21 negatives.  



 

According to Likert Scale answers, experiencing the 3D 
animals from the zoological museum in the campus area using AR 
technology was interesting, useful, and fun (Fig. 12). Many 
participants commented that there must be some rationale behind 
showing 3D zoological animals in the AR view. Just using the 
technology was not enough: there must be realistic cases that will 
give some utility to users. One case could involve learning and 
information sharing. Few participants commented specifically 
that being able to find realistic animals could help children to 
learn about nature. 

Lighting conditions effect targeting with any AR application 
[28], in our case the users had difficulties in finding one of the 3D 
animals, the gull was close to a bright lamp. This is perhaps why 
two participants selected the adjective “frustrating” to describe 
the application (Figure 11). 

Participants liked the possibility of exploring 3D animals 
from different sides and angles. This aspect is better for users than 
just a 2D image on a phone.  Because AR content is browsed on 
personal mobile phones, participants thought that it would better 
to place 3D animals in different locations throughout the campus 
area, not only those centered in the zoological museum area. 
Likewise, they preferred animal placements in locations that 
seemed natural, like the gull at the top of a wall (high). 
Participants said that game-like, playful elements would be 
important to this kind of application in the future.  

 

Figure 12: The use of AR technology in placing the 3D 
animals from the zoological museum into the campus area 
was described as interesting, useful, and fun, shown by a 
diverging scale graph based on the results from a Likert 
scale questionnaire.  

Finding a way to utilize 3D models of zoological animals is 
very topical and an important issue at the University of Oulu, 
Finland. Because the local zoological museum exhibition has been 
closed, most of the animals have been placed in storage. 
Participants, who were familiar with the exhibition, missed the 
animals because they had visited often. They were enthusiastic 
about the idea of an AR and VR zoological museum where they 
could also access information on the animals, their behaviors, 
evolution, and sounds.    

5 Conclusion 
This paper presents an augmented reality client developed for a 
user involvement tool. The aim of the client is to provide a new 
method for a living lab context when involving citizens into the 
innovation, co-creation, and evaluation of services and products. 
AR PATIO gives users the possibility to express location-based 
comments and feedback while observing their environment 

through AR. According to our user study with 14 participants, AR 
PATIO was a very positive experience, and it was regarded as 
empowering, playful, innovative, and useful. 

The concept of playfulness came across in much of the 
feedback. Participants were very enthusiastic about the AR 
PATIO, and they would have liked to find more AR content, in our 
case, more animals nested around campus. They commented that 
this kind of method is exciting and engaging because using the 
system with a mobile phone was easy and finding animals felt 
adventurous. They compared the experience to finding Pokémon 
when playing Pokémon Go.  

5.1 Limitations and Future Work 
Our study suffers from a small sample of users, though we aimed 
at complementing this limitation by collecting rich material. 
Animals were projected whimsically in AR view: the gull in Figure 
8 was placed on top of a sign stating, “Nest.” This may have 
contributed to the application being perceived as “playful.” On the 
other hand, this kind of blending of virtual items and physical 
space is commonplace and unique for AR applications.  

This study presents AR PATIO results from a user experience 
point of view not in terms of usability or visual design, which are 
both undeniably important aspects of the comprehensive UX. AR 
PATIO is, however, a reliably functioning application where the 
basic usability issues have already been polished out. The early 
evaluation of the AR PATIO was conducted in a city context [24], 
which shows that the application also works outdoors when point 
clouds are used as markers for AR content.  
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