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ABSTRACT

The capability of incrementally learning new classes and
learning from a few examples is one of the hallmarks of
human intelligence. It is crucial to endow a practical recog-
nition system with such ability. Therefore, in this paper,
we conduct pioneering work and focus on a challenging
yet practical Semi-Supervised Few-Shot Class-Incremental
Learning (SSFSCIL) problem, which requires CNN mod-
els incrementally learn new classes from very few labeled
samples and a large number of unlabeled samples, without
forgetting the previously learned ones. To address this prob-
lem, a simple and efficient solution for SSFSCIL is proposed
to learn novel categories using a self-training strategy in a
semi-supervised manner and avoid catastrophic forgetting
by distillation-based methods. Our extensive experiments
on CIFAR100, miniImageNet and CUB200 datasets demon-
strate the promising performance of our proposed method,
and define baselines in this new research direction.

Index Terms— Few-shot learning, incremental learning,
semi-supervised learning, image classification.

1. INTRODUCTION

Human beings can understand their surroundings by gradu-
ally learning new notions throughout their lives. For instance,
a kid recognizes a cat by showing a few examples of the cat.
He/she can further distinguish cats from dogs by seeing a few
examples of the dog. Therefore, our brain constantly receives
and learns new concepts based on a few samples and updates
the boundaries between the learned ones. This competence is
termed as few-shot class-incremental learning (FSCIL) [1]. It
is also crucial for deep models to acquire this ability in some
real applications, such as medical image analysis [2, 3, 4] and
autonomous driving vehicles [5, 6, 7]. Collecting labeled data
for such applications is laborious due to several challenges,
including timely and expensive processes, privacy issues, and
expert knowledge demanded.

FSCIL encompasses two challenging problems: few-
shot learning [8, 9, 10, 11, 12, 13] and incremental learn-
ing [14, 15, 16, 17, 18, 19]. It aims to continuously learn
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Fig. 1. The task configuration. The first session’s training set
is a large-scale labeled training set D1. The sets of following
sessions are all N-way K-shot semi-supervised few-shot task
settings with labeled data Dl and unlabeled data Du.

new categories with limited labeled data arriving in the
current session while avoid catastrophic forgetting the old
categories of previous sessions. FSCIL has been rarely ex-
plored [1]. In this paper, we propose a novel Semi-Supervised
Few-Shot Class-Incremental Learning (SSFSCIL) to incre-
mentally learn novel categories with limited labeled and a
larger number of unlabeled samples. The task configuration
is presented in Fig. 1.

Due to the availability of large-scale unlabeled data, it
is possible to only focus on annotations of a few unlabeled
samples, and leverage a large portion of unlabeled training
examples together with a smaller number of labeled ones for
efficient training of learning models. To make the training
process of FSCIL more effective, SSFSCIL incrementally
presents training data (labeled and unlabeled examples) to
the learning model through training sessions. In each training
session, we use self-training [20, 21] as the semi-supervised
learning technique to train the model using novel labeled and
unlabeled data.

In our proposed framework for SSFSCIL, we first initial-
ize parameters of the learning model on a large-scale labeled
dataset, which consists of base classes. Then, we incremen-
tally introduce new classes to the learned model by present-
ing labeled and unlabeled examples of those classes based on
self-train in each session. To the best of our knowledge, this



is the first time few-shot class incremental learning is studied
in the context of semi-supervised learning. To evaluate the
performance of SSFSCIL, we conduct extensive experiments
on three datasets, namely CIFAR100 [22], miniImageNet [10]
and CUB200 [23] for image classification. The obtained pre-
liminary experimental results show promising performance in
this newly explored research direction.

The contributions of our work are three folds: (1) For the
first time, we put forward a challenging and practical learning
problem called SSFSCIL, which uses unlabeled data along
with labeled training data in FSCIL to improve the efficiency
and performance; (2) We incorporate a simple but efficient
self-training strategy in SSFSCIL for more effective semi-
supervised learning; (3) We perform extensive experiments
on three benchmark datasets to evaluate the performance of
our proposed method for image classification and introduce
new baselines in this new research direction.

2. THE PROPOSED METHOD

We first formulate the problem of semi-supervised few-shot
class-incremental learning. The goal is to incrementally learn
novel classes in a semi-supervised manner on top of a base
session initializing the model. Once the training is completed,
the model f (·) will be able to classify samples from all the
seen classes, i.e., y = f (x), where x and y are the input
and the prediction, respectively. In each incremental learn-
ing session, we use a small number of labeled training exam-
ples together with a large number of unlabeled training ex-
amples. Both the labeled and unlabeled examples belong to
the same domain in each session. Figure 1 shows an illustra-
tion of the task configuration. Specifically, we first conduct a
base session which contains a large-scale labeled base dataset
D1 = {(xj , yj)}.

After training on the base dataset in the first session, we
incrementally present novel classes to the model and con-
tinue training on the novel data arriving in the following in-
cremental sessions. In the i-th session, we train the model
on the dataset Di = Dl

i ∪ Du
i , which contains labeled data

Dl
i and unlabeled data Du

i . The labeled training data Dl
i =

{(xj , yj)}N×Kj=1 consists of N classes with K labeled exam-
ples per class, i.e., a N -way K-shot problem. The unlabeled
training data Du

i = {xj}Mj=1 only comprises unlabeled sam-
ples, where M � K. It should be noted that there is not
any overlap between the training data of different sessions,
i.e., Di ∩ Dj = ∅, where i 6= j. The model should be
effectively trained so that it does not forget the previously
learned classes. Moreover, we should avoid overfitting to
newly learned classes in semi-supervised learning.

2.1. Class-Incremental Learning

In our framework, we adopt a knowledge distillation-based [24]
incremental learning technique to deal with catastrophic for-
getting. To this end, we include a distillation loss to the

cross-entropy loss of the model to ensure that the model
does not forget the representations of the previously learned
classes while new classes are introduced. Hence, we compute
the incremental learning loss function as:

L(D,P, f) = Lce(D,P, f) + λLdl(D,P, f), (1)

where Lce is the cross-entropy loss and Ldl is the distillation
loss, and P is old class exemplars drawn from previous sets
{D1, . . . ,Di−1}. Ldl implements in various ways, while it
follows the form generally:

Ldl(P, f) =
|P|∑
j=0

‖fi(xj)− fi−1(xj)‖ , (2)

where fi is the model obtained in the ith session and fi−1
is the model obtained by the previous session. In order to
remember the performance of old classes, the distillation loss
mainly measures variations of the predictions obtained by the
models in two neighboring sessions.

2.2. Conducting SSFSCIL by Self-Training

The aim of SSFSCIL is to memorize all seen old categories
and continuously learn novel categories with labeled and un-
labeled instances. The learning process contains two parts:
learning the categories arriving at every session and avoid-
ing catastrophic forgetting. We implement semi-supervised
learning in the context of incremental learning. We use
distillation-based class-incremental learning approaches to
address the catastrophic forgetting problem as well. From
the semi-supervised perspective, including the unlabeled data
in each novel category can significantly improve the perfor-
mance of the learning algorithm.

In this paper, we propose a simple and efficient solution
for SSFSCIL based on self-training. Self-training was first
proposed in [20]. The implementation of self-training does
not involve any hypothesis and simple. Therefore, we choose
self-training to conduct SSFSCIL. We use self-training by se-
lecting unlabeled data based on prediction credibility.

The SSFSCIL process based on self-training is presented
in Algorithm 1. Accumulated training set Da contains the
training data drawn from previous sessions. Total set Dt con-
tains all the seen data in all the i sessions. For the first session,
D1 is a large-scale training set, and D1 is added to Dt. The
model is trained by D1, and we obtain f1.

Regarding the second session,Da
2 is sampled from theDt.

Then, Dl
2 and Da

2 train the model f1 first. After that, the up-
dated f1 model is used to predict the pseudo labels ofDu

2 . We
choose S unlabeled samples with higher prediction credibility
in D2

u. The selected unlabeled data together with the pseudo
labels is added into Dl

2, and removed from Du
2 . The model is

updated again by learningDl
2 andDa

2 . This described process
is iterated till all unlabeled data is added to Dl

2. If the itera-
tion number is not exceed the max epoch number, the model



Algorithm 1 SSFSCIL with self-train.
Input: D1, D2, ..., total session number m, f (·), S, Da,
Dt = φ, the iteration number of n session In

Output:F that could classifies all seen categories
1: for n in m do
2: if n==1 then
3: f (·) updates by learning Dl

1 to obtain f1;
4: Add Dl

1 to Dt;
5: else
6: Sampling instances from Dt to form Da

n,
7: while Du

n is not φ do
8: fn−1 updates by learning Da

n ∪ Dl
n;

9: Predict Du
n using fn−1;

10: Select S samples from Du
n;

11: Add the selected unlabeled samples into Dl
n;

12: Remove them from Du
n;

13: Do the distillation process;
14: while iteration number not achieve In do
15: Fn−1 updates by learning Da

n ∪ Dl
n;

16: Do the distillation process;
17: Add Dl

n into Dt and fn = fn−1;
18: return f (·) obtained after m sessions.

would update again by learningDl
2 and Da

2 till completing all
the epochs. Some strategies are also processed in every epoch
to memory the categories in previous sessions. The strategy
depends on the class-incremental method we use to imple-
ment this task. We add Dl

2 to Dt. After this, the session is
completed, and we obtain f2.

When a new incremental session begins, the instances
sampled from the total set of the previous session form the
accumulated training set first. The sampling process is used
for maintaining the performance of the model on old cate-
gories. Next, when a dataset in one of the following sessions
arrives, the described process of the second session would
be repeated until completing all sessions. Finally, we obtain
the model endowed the ability that could classify all seen
categories with the higher accuracy.

3. EXPERIMENTS

We conducted extensive experiments on three popular image
classification databases, i.e., CIFAR100 [22], miniImageNet [10],
and CUB200 [23]. For a direct comparison, we followed the
same split protocol as in [1] which is the baseline of FSCIL.
We implemented SSFSCIL by self-training based on two in-
cremental learning methods, i.e., iCaRL [17] and NCM [16].

3.1. Experimental Setup

CIFAR100 [22] is widely used in class-incremental learning.
It includes 100 classes with 600 RGB images per class. For
each category, 500 images are used for training and 100 im-
ages for testing. The size of the image is 32× 32.

miniImageNet [10] is a subset of the ImageNet with less
number of classes. It includes 600 images for each of 100
classes. These images are in the size of 84× 84. This dataset
is very popular in few-shot learning.

CUB200 [23] contains about 6, 000 training images and
6, 000 test images of over 200 bird categories. The images
are resized to 256 × 256 and then cropped to 224 × 224 for
training.

For CIFAR100 and miniImageNet, we set 60 and 40
classes as the base and novel categories, respectively, and
chose a 5-way 5-shot setting. In total, we had 9 training
sessions, i.e., one session for base classes and 8 sessions for
novel classes. While for CUB200, we adopted the 10-way 5-
shot setting by choosing 100 classes as base classes and split-
ting the remaining 100 classes into 10 incremental learning
sessions. For the sessions of learning novel categories, each
session’s training set was constructed by randomly choosing
5 training instances per class from the original training set
to construct 5/10-way 5-shot tasks, and some instances were
also picked from the rest of the training set, and their labels
were discarded to construct the unlabeled set. We used the
whole test set for the evaluation purpose, which was enough
to evaluate the generalization ability of the model.

We adopted the same model settings as [16]. We used
ResNet-32 for CIFAR100 and ResNet-18 for miniImageNet
and CUB200. The total number of unlabeled data in each in-
cremental session was 50. For the first session of CIFAR100
and miniImageNet, the learning rate started from 0.1 and was
divided by 10 after 80 and 120 epochs (160 epochs in total).
For the rest sessions of CIFAR100, the learning rate was 0.1,
and we used early stopping to avoid overfitting. For the rest
sessions of miniImageNet, the learning rate was 0.001, and
the epoch number was 40. For CUB200, the base learning
rate in the first session was 0.001, and divided by 10 after 80
and 120 epochs (160 epochs in total). The learning rate of
the following session was 0.001 used in total of 40 epochs.
If the unlabeled set was not empty, after every epoch, we se-
lected three unlabeled samples, then added them to the labeled
dataset. The models were trained by SGD [25] with the batch
size of 128. As for the strategy to preserve the samples for
old classes, we considered a memory with a fixed capacity of
500 images.

3.2. Experimental Results

We implemented SSFSCIL using self-training based on two
class-incremental learning methods, i.e., iCaRL [17] and
NCM [16]. The implemented algorithms are denoted as
SS-iCaRL and SS-NCM. Additionally, we conducted the ex-
periments by replacing the nearest-mean-of-exemplar classi-
fication in NCM with CNN predictions [26], i.e., NCM-CNN
and SS-NCM-CNN (semi-supervised NCM-CNN). The few-
shot learning setting results of supervised iCaRL and NCM
are also reported. We also compare our results with Ft-CNN
[1] and Joint-CNN [1]. In Joint-CNN, all labeled examples



Table 1. The classification accuracies (%) of CUB200. Our results exceed FSCIL method of TOPIC in all sessions.
Method Session ID

1 2 3 4 5 6 7 8 9 10 11
Ft-CNN [1] 68.68 44.81 32.26 25.83 25.62 25.22 20.84 16.77 18.82 18.25 17.18
Joint-CNN [1] 68.68 62.43 57.23 52.80 49.50 46.10 42.80 40.10 38.70 37.10 35.60
TOPIC-AL [1] 68.68 61.01 55.35 50.01 42.42 39.07 35.47 32.87 30.04 25.91 24.85
TOPIC-AL-MML [1] 68.68 62.49 54.81 49.99 45.25 41.40 38.35 35.36 32.22 28.31 26.28
iCaRL [17] 68.68 52.65 48.61 44.16 36.62 29.52 27.83 26.26 24.01 23.89 21.16
SS-iCaRL (ours) 69.89 61.24 (↑ 8.59) 55.81(↑ 7.20) 50.99(↑ 6.83) 48.18(↑ 11.56) 46.91(↑ 17.39) 43.99(↑ 16.16) 39.78(↑ 13.52) 37.50(↑ 13.49) 34.54(↑ 10.65) 31.33(↑ 10.17)
NCM [16] 68.68 57.12 44.21 28.78 26.71 25.66 24.62 21.52 20.12 20.06 19.87
SS-NCM (ours) 69.89 61.91(↑ 4.79) 55.51(↑ 11.3) 51.71(↑ 22.93) 49.68(↑ 22.97) 46.11(↑ 20.45) 42.19(↑ 17.57) 39.03(↑ 17.51) 37.96(↑ 17.84) 34.05(↑ 13.99) 32.65(↑ 12.78)
NCM-CNN [16] 69.89 62.49 57.68 52.79 50.13 47.44 45.53 42.87 38.97 36.45 33.49
SS-NCM-CNN (ours) 69.89 64.87(↑ 2.38) 59.82(↑ 2.14) 55.14(↑ 2.35) 52.48(↑ 2.35) 49.60(↑ 2.16) 47.87(↑ 2.34) 45.10(↑ 2.23) 40.47(↑ 1.50) 38.10(↑ 1.65) 35.25(↑ 1.76)

Table 2. Compare the accuracies (%) of miniImageNet ob-
tained by using different numbers of unlabeled instances in
each incremental session.

Method Num U
Session ID

2 3 4 5 6 7 8 9
SS-NCM-CNN 25 59.94 56.27 52.84 49.68 46.99 43.50 41.93 39.76

50 60.88 57.63 52.8 50.66 48.28 45.27 41.65 41.21
75 60.25 57.67 53.63 50.17 47.46 44.91 41.86 40.44

100 58.20 56.27 52.27 48.75 45.89 44.24 42.16 39.80
SS-iCaRL 25 50.15 45.30 42.31 39.86 37.91 33.99 32.59 32.01

50 51.64 47.43 43.92 41.69 38.74 36.67 34.54 33.92
75 50.38 46.56 43.52 40.55 38.26 35.57 33.92 32.79

100 50.58 46.27 43.56 40.39 38.00 35.38 34.14 32.92
SS-NCM 25 51.55 46.51 43.36 40.95 37.82 34.51 32.89 32.14

50 52.60 47.97 44.61 41.89 38.95 36.76 34.63 33.66
75 51.48 47.74 44.73 41.38 38.91 36.4 34.39 33.49

100 51.71 47.8 44.59 41.11 38.84 36.02 34.54 33.03

from previous sessions take part in the training process in
the current session. In Ft-CNN, the model is simply fine-
tuned using a few samples in the current session. This setting
usually results in catastrophic forgetting, which drastically
deteriorates the model performance.

Fig. 2 presents the results of CIFAR100 and miniImageNet.
In the first session, all methods have similar accuracy as they
have been trained on the base set. The similar accuracy of the
first session is also fair when we compare the deterioration of
the accuracy in the following sessions. Our all three imple-
mentations achieve remarkable performance on CIFAR100
and miniImageNet compared with the results obtained by
FSCIL methods. For CIFAR100, we get 42.62% by using the
SS-NCM-CNN, and it outperforms Joint-CNN in nearly all
sessions. The performance of SSFSCIL exceeds TOPIC by
13.25%. For miniImageNet, the classification accuracy on all
seen categories in the final session is 41.21%. It also outper-
forms Joint-CNN in all sessions. The results on CUB200 are
summarized in Table 1. Our proposed method performs better
in comparison with the supervised setting and outperforms
TOPIC by 8.97%.

From the obtained results, we can conclude that includ-
ing unlabeled data in incremental learning sessions improves
the performance of few-shot class-incremental classification.
Our proposed solution for SSFSCIL paves the way for solving
complex and challenging problems in real applications, such
as medical image analysis and autonomous driving vehicles.

3.3. Ablation Study

We explore the effect caused by different numbers of unla-
beled data added to the labeled set in each session. Table 2

Joint-CNN

Ft-CNN

Joint-CNN
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TOPOC-AL

TOPIC-AL-MML

TOPOC-AL

iCaRL

SS-iCaRL (ours)

iCaRL

SS-iCaRL (ours)

NCM

SS-NCM (ours)

NCM

SS-NCM (ours)

NCM-CNN

SS-NCM-CNN (ours)

NCM-CNN

SS-NCM-CNN (ours)

(1) CIFAR100 (2) miniImageNet

Joint-CNN

Ft-CNN

TOPIC-AL-MML

TOPOC-AL

iCaRL

SS-iCaRL (ours)

NCM

SS-NCM (ours)

NCM-CNN

SS-NCM-CNN (ours)

(1) CIFAR100 (2) miniImageNet

Fig. 2. Results of CIFAR100 and miniImageNet. Our meth-
ods perform better for the classification task.

compares the results obtained by adding 25, 50, 75 and 100
unlabeled samples into each incremental session. We obtain
most of the best results when the number of unlabeled sam-
ples is 50. In general, more data for training would result
in better performance. However, for the incremental learn-
ing setting, models learn new categories while do not forget
previous ones. In order to avoid forgetting, distillation-based
methods sample instances of old categories to take part in the
training process of the next session. If we put more unlabeled
samples of the novel categories into the training set, the pro-
portion of samples belonging to old categories in the training
set of a specific session would be lower, so the classification
is prone to new categories. For this reason, the accuracies of
old categories may affect the classification performance on all
the seen categories.

4. CONCLUSION

In this paper, we proposed a Semi-Supervised Few-Shot
Class-Incremental Learning (SSFSCIL) for image classifi-
cation. SSFSCIL is a challenging and practical learning
problem that aims to improve the performance of few-shot
class-incremental learning by incorporating unlabeled data in
the training process together with labeled data. To this end,
we used a simple but efficient self-training technique in each
incremental session to train the model in a semi-supervised
manner. By conducting experiments on three benchmark
datasets, we achieved significant results and defined base-
lines for this novel research direction.
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