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Abstract— MIMO systems (with multiple transmit and re-
ceive antennas) are becoming increasingly popular, and many
next-generation systems such as WiMAX, 3-GPP LTE and
IEEE802.11n wireless LANs rely on the increased throughput
of MIMO systems with up to four antennas at receiver and
transmitter. High throughput implementation of the detection
unit for MIMO systems is a significant challenge. This challenge
becomes still harder, because the above mentioned standards
demand support for multiple modulation and coding schemes.
This implies that the MIMO detector must be dynamically
reconfigurable. Also, to achieve required Bit Error Rate(BER)
or Frame Error Rate (FER) performance, the detector has
to provide soft values to advanced Forward Error Correction
(FEC) schemes like Turbo Codes. This paper presents an ASIC
implementation of a novel MIMO detector architecture that
is able to reconfigure on the fly and provides soft values as
output. The design is implemented in 45nm predictive technology
library[16], and has a parallelism factor of four. The detector
has many qualities of a systolic architecture and achieves a
continuous throughput of 1Gbps for QPSK, 500Mbps for 16-
QAM, and 187.5Mbps for 64-QAM. The total area is estimated to
be approximately 70KGates equivalent, and power consumption
is estimated to be 114mW.

I. INTRODUCTION

The scarcity of available radio frequency spectrum com-
bined with the increasing need for higher data rates has led
to the use of multiple input-multiple output (MIMO) wireless
systems, which offers higher throughput without any overhead
in terms of bandwidth or transmitter power as compared to
single input single output (SISO) wireless system. Future gen-
eration wireless standards such as IEEE802.11n, 3-GPP LTE,
Wi-Max etc. all have MIMO as a key enabling technology.
The physical layer (PHY) of these standards support multiple
modulation schemes, multiple antennas configuration, variable
code rate and multiple space-time coding schemes [9]. In this
paper, we present a reconfigurable architecture for soft MIMO
detection and its ASIC implementation estimates. The detector
is able to reconfigure on the fly which is one of the prime
requirements for above mentioned standards.

Practical implementation of MIMO systems pose a major
challenge due to the complicated nature of the detection
algorithms, this is particularly true for a soft output MIMO
detector. A soft detector not only computes binary (or hard)
estimates of the transmitted bits, but also provides reliability
of the binary estimates. The “soft decisions” from the detector

is then fed to FEC schemes like turbo-decoder, Low Density
Parity Check (LDPC) decoder, or a Viterbi decoder. In all the
cases soft values based FEC decoding provides much better
BER performance than its hard counterpart[12]. Apart from
providing soft values, the detector should be able to support
various modulation schemes (like BPSK, QPSK,16-QAM, and
64-QAM), preferably on a single reconfigurable architecture.
In the past, very few authors have addressed the issues of
dynamic reconfigurability like [6,7,10] but they only deal with
the hard decision detector. Also, only [10] provides a detector
that can reconfigure on the fly.

The choice of algorithm and architecture has a significant
bearing on the final hardware complexity and reconfigurability.
Apart from the BER/FER performance, we focus on architec-
tural issues like pipelining, parallelism, and reconfigurability.
The detection algorithms can be broadly classified into lin-
ear, and non-linear. Linear algorithms like zero-forcing(ZF)
[11], or Minimum Mean Squared Error(MMSE)[11] are low
complexity but incur high penalty in BER/FER performance.
Non-linear detectors like Successive Interference Cancella-
tion(SIC)[11] are low complexity too, but provide only modest
gain over their linear counterparts. Moreover, neither ZF nor
SIC based receivers do well in a wireless channel with limited
diversity. Authors in [11,14] provide excellent comparative
study of various detectors in different channel conditions. It
is clear that more sophisticated algorithms (tree search based)
need to be considered for practical systems due their superior
BER/FER performance. To get close to the optimum BER
performance researchers have proposed many algorithms, that
do non-exhaustive tree search, such as List Sphere Decoder
(LSD)[12], however, its complexity is still too large, and is
very hard to map onto a parallel, pipelined architecture . Also,
LSD converges to a solution in a random fashion making it
difficult to incorporate in a practical system. On the other
hand, algorithms based on Breadth First Search (BFS) such
as K-best, provides constant throughput but involves sorting
operation which is very expensive, especially for higher order
modulation schemes like 64-QAM. One of the reported im-
plementation of a soft MIMO detector that supports 64-QAM
is presented in [13]. Recently [14] presented an algorithm
that takes BFS based approach to the problem, this algorithm
is called Layered ORthogonal Lattice Detector(LORD) and
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Fig. 1. End to End 2× 2 MIMO System

provides close to optimal result. It can be implemented in a
highly parallel and pipelined manner, has fixed throughput(for
a given modulation scheme).

To the best of our knowledge no dynamically reconfigurable
soft MIMO detectors have been reported in open literature. In
this paper, we propose a novel architecture of a reconfigurable
soft MIMO detector and its ASIC implementation estimates
in 45nm predictive standard cell library. Our detector supports
on the fly reconfigurability for QPSK, 16-QAM and 64-QAM
modulation schemes. The control logic has low complexity and
is highly integrated with the data flow. It delivers quasi-optimal
FER performance with no reconfiguration latency, leading to
uninterrupted detection of MIMO symbols.

The paper is organized as follows: Section II describes the
basics of the channel model and the detection algorithm. This
section concludes with description of the LORD algorithm,
which provides soft outputs. In Section III we present the
architectural details of the design. Section IV presents the
ASIC implementation results, and Section V concludes the
paper.

II. MIMO DETECTION

Fig.1 shows a simplified end to end MIMO system with two
transmit and receive antennas(2 × 2 MIMO system). Binary
source generates a sequence of information bits that is required
to be transmitted over a wireless link. These bits are encoded
by a FEC encoder(such as LDPC, Turbo codes, Convolutional
Codes). The encoded bit sequence (x) is then modulated onto
symbols (s1, s2 etc.) and sent to the transmitter, symbols from
each transmitter undergoes independent gains (h11, h12 etc.)
before reaching the receiver. Hence, Rx1 receives s1h11 +
s2h21, and Rx2 receives s1h12 + s2h22. Signals at Rx1 and
Rx2 are further corrupted by noise (n1,n2). Obviously the
big problem with this is that the receiver sees a combination
of what was transmitted from both transmit antennas plus
noise. The MIMO detector attempts to compute the estimate
ŝ of the most likely transmitted symbol sequence [s1,s2], and
de-modulates ŝ to give out the estimate of the encoded bit
sequence (is is assumed that the gains h11, h12 etc are known
at the receiver). These bits are then fed to the FEC decoder to
get back the bits generated by the binary source.

A. Channel Model and Optimal Hard MIMO detection

Above discussion can be generalized to MT transmit and
MR receive antennas and expressed in terms of matrices as
shown in eqn.1[1].

y = Hs + n (1)

Fig. 2. Tree Structure for MIMO detection
where y=[y1, y2, ..., yMR

]T is a MR × 1 received vector,
s=[s1, s2, ..., sMT

]T is MT × 1 transmitted vector (will be
referred to as a MIMO symbol in the sequel), n is MR×1 zero
mean complex Gaussian noise vector, and H is a MR ×MT -
dimensional complex matrix. The (i, j)th element, hij , of the
matrix H denotes the complex channel gain from the jth

transmit antenna to the ith receive antenna. As will be useful
later, the ith column of H is denoted as hi. In this paper we
will assume MT = MR = 4, unless specified otherwise.

Each entry si (i = 1, 2, ..MT ) in the MIMO symbol s, is
drawn from a set Ω of cardinality η. In general the members of
the set Ω are complex numbers with their real and imaginary
parts of the form {−√η+ (2k− 1)} where k=1,2,...

√
η. This

scheme is called as a η-ary Quadrature Amplitude Modulation
(QAM) and si are called QAM symbols. The QAM symbols
are generated by mapping(using look-up table, for instance) a
group (of size

√
η) of binary bits onto a symbol(a complex

number) from Ω.
The objective of the MIMO detector is to estimate ŝ of

s(bits can be found using de-mapping the symbols in ŝ) based
on the the observation of y along with the knowledge of H. It
has been shown that the optimal or the Maximum Likelihood
(ML) estimate ŝml of s is given by eqn.2 [12]:

ŝml = arg min
s∈ΩMT

‖y−Hs‖2 (2)

A straightforward approach to solving eqn.2 is an exhaustive
search over all possible candidate MIMO symbols. However,
since the number of possible solutions grows exponentially
with MT , the implementation of an exhaustive search becomes
impractical as MT or η increases. For example, in case of a
4x4 MIMO system with 16-QAM modulation an exhaustive
search would require the evaluation of 164 = 65536 candidate
vector symbols. One way to circumvent the exhaustive search
is to evaluate only a small subset of all the possible vectors.
This can be achieved by noting that H can be triangularized
using QR decomposition: H = QR. where, R is an upper
triangular matrix, and QH is the Hermitian of a unitary matrix
Q. Hence, the cost function given by (2) can now be rewritten
as [5],

ŝ = ‖y−Hs‖2 = ‖ŷ− Rs‖2, and ŷ = QHy (3)

Vector ŷ as defined by (3) is the unconstrained zero forcing
solution. (3) can be further expanded as shown in eqn.(4)-(6).

di(s(i)) = di+1(s(i+1)) + |ei(s(i))|2 (4)
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|ei(s(i))|2 = |ci+1(s(i+1))−Rii.si|2 (5)

ci+1(s(i+1)) = ŷi −
MT∑

j=i+1

Rij .sj (6)

The quantity |ei(s(i))|2 will be called the Incremental Eu-
clidean Distance (IED), and the term di(s(i)) will be called
Partial Euclidean Distance (PED) for i > 1, and Euclidean
Distance (ED) for i = 1. The fact that R is upper-triangular
ensures that each term on LHS of eqns.(4)-(6) depends only
on the current level i, and the history of the path to reach
that level(note that in eqn.(6), the index j runs from i + 1
to MT ). Because the PED’s depend only on s(i+1), they can
be associated with corresponding nodes in a η-ary tree with
MT levels. The computation of the terms d1(s(1)) can then be
interpreted as a traversal of the tree from the root(i = MT )
to the leaf (i = 1)corresponding to s. The estimate can now
be obtained by searching the leaf with the smallest ED and
returning the path from the top level to that leaf as ŝml.
The final hard output bits is provided by de-mapping the
constituent QAM symbols of ŝml. The complexity of this tree
search can be greatly reduced by noting that IEDs are always
positive, and hence if the PED of a node exceeds a predefined
threshold (called radius) the subtree rooted at that node can
be excluded from further search. This approach is commonly
known as sphere decoding, we will omit further discussion on
sphere decoding for sake of brevity. Please refer to [2,4] and
references therein for more information on sphere decoding.

Fig.2 shows the tree structure for a the MIMO detection for
a 4× 4, 16-QAM modulated system. Node A corresponds to
the leaf with the least ED, and hence, the path from root to
node A is the most likely s that was transmitted. Each node
on the tree is in fact a QAM symbol(si) which was in turn
created using 4 bits. The final hard output of the detector for
the example shown would be [0 1 0 0 1 1 0 1 0 1 0 1 0 1 1 1].
The FEC decoder performs much better when provided with
reliabilities or soft output associated with each hard output bit
[12]. The computation of these reliabilities is the subject of
discussion in next sub-section.

B. Soft MIMO Detection

The objective of a soft MIMO detector is to output the
reliability associated with each hard output bit. This reliability
is expressed in terms of the Log-Likelihood Ratio (LLR) of
each bit, and is defined as L(xi|y) = lnP (xi=1|y)

P (xi=0|y) , where xi

is ith bit of a binary vector x. This can be approximated [12]
as:

L(xi|y) ≈ min
x∈Xi,0

{Γ(x, y)} − min
x∈Xi,+1

{Γ(x, y)} (7)

where Γ(x, y)=|y−Hx|2, Xi,0 and Xi,+1 are two disjoint sets
of bits with ith member as 0 and +1 respectively.

In eqn.7 there are two minimization problems (eqn.2 has
only one), i.e for each bit xi it requires identification of the
most likely transmit sequence where xi = 0 and the most
likely one where xi = 1(first and second term in eqn.7
respectively). This fact is illustrated in Fig.2, where the path
from root to node A correspond to the ML bit sequence. In

Fig. 3. LORD Algorithm Flow

Fig. 4. Transformed Flow for LORD

order to compute LLR for the second bit of(x2 = 1 in this
case) of ML bit sequence, it has to compute a bit sequence
with x2 = 0 and has minimum metric associated with it (this is
shown by node B). The difference between these two metrics
gives us the LLR value of x2(Note that one of the two minima
in eqn. 7 is always given by the metric associated with the
ML bit sequence). To compute LLR values for all the bits
we have to repeat this operation for each bit in the binary
vector x, this is exactly what is done in Repeated Tree Search
(RTS) algorithm [15]. Another algorithm which approximates
the two terms in eqn.7 is List Sphere Decoder (LSD) [12].
LSD computes a set of tree leaves with good metrics, based
on which it computes the LLR values. The complexity of RTS
and LSD algorithms can be overwhelming even for a moderate
sized QAM constellation. Also, these algorithms converge in
a non-random fashion making it difficult to incorporate in
practical systems.

C. Layered ORthogonal Decoding (LORD)

Recently a new algorithm called LORD has been pro-
posed in [14]. This algorithm takes a suboptimal approach in
searching for the two nodes that are required to compute the
LLR value of a particular bit. Before we describe the LORD
algorithm we briefly explain the real valued decomposition of
the system model.

Real Valued Decomposition: Recall that in eqn.1 all
the variables are complex numbers. In LORD, the model
depicted by eqn.1 is converted such that all the vari-
ables are now real numbers. That is, s is replaced by
sr=[<(s1),=(s1), ...<(sMT

),=(sMT
)] (where <, and = de-

note real and imaginary parts respectively). Vectors y, and n
are expanded in terms of their real and imaginary parts in a
similar manner.

Real equivalent of the matrix H can be written as
Hr=[hr1,hr2,...hr2MT

]. Each pair of columns (h2k−1,h2k),
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k = {1, ...,MT } of the real channel matrix Hr has the
form: h2k−1 = [<(H1k),=(H1k), ...<(HMRk),=(HMRk)]T ,
and h2k = [−=(H1k),<(H1k), ... − =(HMRk),<(HMRk)]T

Notice that after complex to real conversion the dimensionality
of all vectors and matrices in eqn.1 will double. This implies
that the tree depth is also doubled. However, the number
children per node reduces to

√
η (hence the total number of

nodes in the tree remains same).
Preprocessing: As discussed in section II, MIMO detection

is preceded by a preprocessing stage. This preprocessing stage
(called QR decomposition or QRD) facilitates detection by
mapping the detection process on to a tree search. It can be
seen from the system model (eqn.1) that by permuting the
columns of H matrix before QRD, we can precisely control
which QAM symbols will be processed first (at top level of
the tree).

LORD algorithm computes the LLR of the bits correspond-
ing to the nodes at top two levels. For this it processes all
nodes at top two levels, and evaluates only the best children
of these nodes for levels below(Fig.3). To compute LLR values
for bits at levels below the top two levels it recomputes the
QRD with the columns of H permuted. Obviously, QRD has
to be performed MT times in order to compute LLR values
for bits at all levels of the tree. Basically it processes all
nodes at top two levels of the tree, but computes metrics only
for the best child (node with least PED) until it arrives at
leaf nodes, LLR values are then computed using eqn.7. Fig.3
shows the operation of LORD for a 4× 4 system with η-ary
QAM modulation. After each QRD, LLR values for bits riding
at level 8 and 7 are computed. Thus, during QRD1 the bits
associated with =(s4), and <(s4) will have their LLR values
computed. During QRD2 the bits associated with =(s1), and
<(s1) will have their LLR values computed. At the end of
QRD4, we have LLR values for all the QAM symbols. The
number of MIMO symbols evaluated per QRD is η. Also,
QRD has to be performed 4 times, hence total number of
MIMO symbols evaluated is 4η.

The result of this real valued decomposition is that after
QRD of H, the upper triangular matrix R has a property
that makes processing of real and imaginary parts of a QAM
symbol completely independent of each other, hence they can
be processed in parallel(interested reader is referred to [14] for
more mathematical details). This fact can be used to transform
the LORD tree into a tree as shown in Fig.4. The transformed
LORD tree is again of height 4 because real and imaginary
parts can now be processed in parallel. This transformation is
shown explicitly by dotted ellipses in Fig.3 and 4.

III. RECONFIGURABLE MIMO DETECTOR

As discussed earlier LORD needs 4 different QRDs to
be performed, this means the preprocessing complexity of
LORD is 4 times that of other MIMO detectors. However, in
packet based wireless systems such as 802.11n this additional
processing has to performed only once per packet(which
typically contain several hundred or even thousands of MIMO
symbols). Thus, the additional complexity is averaged over a

large number of MIMO symbols. This implies that per MIMO
symbol preprocessing complexity is nominal.

A. High Level Architecture

Fig. 5. High Level Architecture

Fig.5 shows the high level architecture of the proposed
decoder. It consists of an array of Metric Computation Units
(MCUs). It can process four candidate vectors in parallel.
It can be seen from Fig.5, that the data flow, including
the control signals, is always forward flowing. An important
implication of this fact is that this detector can be operated
in a continuous manner, even when it is switching between
different modulation schemes. Since the detector has to eval-
uate 4.η candidate MIMO symbols (for an η-ary modulation
scheme), and because the detector incurs no reconfiguration
latency, it takes η clock cycles to compute LLR values for
an η-ary modulated MIMO symbol. Another important result
of above mentioned qualities of the architecture is that the
control system is independent of the number of pipeline stages.
Hence, very high throughput is achievable by introducing
more pipeline stages. Also, the parallelism factor can be
increased(this requires some changes to be made in the control
system) to further increase the throughput.

The Metric Computation Units (MCUs) consists of two
identical units, Real part MCU (R-MCU) and a Imaginary part
MCU (I-MCU). Both compute di(s(i)) metrics using eqns.(4)-
(6). Following subsection describes MCU in greater details.

Fig. 6. Output and Control Waveforms
The control unit of our design is a simple FSM which takes

in MF[1:0], where MF indicates the modulation format on
the current MIMO vector (00=>QPSK, 01=>16-QAM,and
10=>64-QAM), and generates a signal ’endbit’ every (η)
clock cycle. This signal indicates the completion of detection
for one MIMO symbol. The waveforms in Fig.6 shows the
relation of the control signals with respect to the MIMO
symbol. The architecture operates in a continuous manner
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within and between MIMO symbols. The timing diagram
for the decoding process is shown in Fig.7. The architecture
has many qualities of a systolic architecture, in that these
MCUs have mostly local connections and the pipeline is never
broken even while switching between modulation schemes.

Fig. 7. Timing Diagram

The throughput of the decoder can be very easily computed as
follows. Recall that we are considering a 4×4 MIMO system,
and an η-ary QAM symbol is constructed using log2(η) bits.
It takes η/4 clock cycles to compute LLR values for bits at
top level in a MIMO symbol. Since there are 4 levels, to
calculate LLR values for all the bits will take η cycles. Hence,
the throughput is given by (4log2(η)/η)f, where f is the clock
frequency.

B. MCU architecture

The MCU computes eqns.(6)-(4) in that order. Fig.8 shows
the detailed structure of an R-MCU at level 1.(lowest level in
tree, corresponding to i = 1). The upper dotted box in Fig.8
evaluates (6). The R-MCU in turn is composed of 1) Product
Computers (PCs) 2) Adders 3) a Slicer 4)a Norm Computer
(NC).

Fig. 8. Real Part Metric Computation Unit (R-MCU) of Level 1

Product Computer (PC): Fig.9 shows details of a PC,
this unit computes the product of Rii and si as required in
eqn.5 and eqn.6. There is no need to implement the product
terms in eqn.6 using a multiplier, this can be implemented
simply a by shift and add operation, because the QAM
constellation points only take on a finite number of integer
values (e.g. in 64-QAM scheme the real and imaginary part
of sjε{−7,−5,−3,−1, 1, 3, 5, 7}). For example, 7Rii can be
implemented by shifting Rii left 3 times and subtracting Rii

Fig. 9. Product Computer

from it. Blocks labeled F1 and F2 implement a combinational
function which generate select signals for MUX M1 and MUX
M2 respectively. F1 basically checks for 3 conditions: 1) Is
|si|=1?, or |si|=3,5?, or |si|=7?, based on these condition
selection is made on the inputs of M1. F2 checks for 2
conditions: 1) Is |si|=1,5?, or |si|=3,7?, based on this M2
chooses appropriate output to be added with output of M1.
Based on signs of Rij and si the final ”‘product”’ is corrected
for sign(we have utilized the symmetry inherent in a QAM
constellation).

Slicer: As discussed earlier the LORD algorithm picks all
the children of the root node(Fig.4), and the ’best’ child (nodes
with least |ei|2) of these nodes thereafter (see subsection II.C).
From eqn.(5) it can be easily seen that, in order to minimize
|ei|2, we need to compute si such that the distance between
ci+1 and Riisi is minimized. The slicer block picks the
nearest scaled QAM symbol(Riisi) to ci+1 as shown in Fig.10.
This operation involves independently comparing real and
imaginary parts of ci+1 with appropriate decision thresholds.
For example, in Fig.10 the nearest scaled QAM symbol to
ci+1 is 5Rii, and hence the best child is si=5. In general,
the decision thresholds are given by (−(

√
η − 2) + 2k)Rii,

Fig. 10. Example of Slicing Operation

where k is an integer such that 0 ≤ k ≤ (
√
η − 2). The

decoder configures the slicer based on the MF bits (MF bits
are essentially representative of η).

Norm Computer:The Euclidean norm or l2 norm involves a
squaring operation which requires multipliers. Multipliers are
in general expensive in terms of hardware cost. In [4] it has
been shown that the use of simplified norms leads to significant
reduction in hardware cost with marginal BER degradation (for
hard decoding). In our design we have replaced the l2 norm
in eqn.(5) by l1 norm. The l1 norm approximation for eqn.(4)
is given by:

di(s(i)) = di+1(s(i+1)) + |<{ei(s(i))}|+ |={ei(s(i))}| (8)

The use of l1 norm causes the FER to degrade only
slightly(Fig.11).

The LLR computation unit shown in Fig.5 calculates the
LLR values using eqn.7.
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Fig. 11. FER Performance of LORD Algorithm
IV. IMPLEMENTATION RESULTS

Previously reported architectures are either non-dynamic[7]
or uses on-chip processors[6] to achieve reconfigurability,
which is not best suited for ASIC implementation. Moreover,
the algorithm used in aforementioned designs significantly
degrades the BER performance. The design in [6] incurs
reconfiguration latency resulting in a slower throughput and
increased memory requirements to store the intermediate data.
The design in [10] is able to reconfigure on the fly but supports
only hard detection. In contrast, our decoder supports on the
fly reconfiguration, and provides soft values as output. We note
that no fair quantitative comparison is possible with existing
designs, since all the aforementioned designs are either FPGA
based or support only hard detection only. Hence, in Table.I
we provide a qualitative comparison of existing work with
ours (η = 4, η = 16, and η = 64 corresponds to QPSK, 16-
QAM, and 64-QAM resp.) MATLAB was used to simulate bit

TABLE I
COMPARISON OF EXISTING ARCHITECTURES

Ref. η = 4 η = 16 η = 64 Dyn. BER/FER Soft
Recon. Detect.

[2] No Yes No No Quasi-ML No
[3] No Yes No No Quasi-ML No
[4] No Yes No No ML No
[5] No Yes No No Quasi-ML No
[6] Yes Yes Yes Yes Sub-Opt. No
[8] No Yes No No Quasi-ML No
[13] No No Yes No Quasi-ML Yes

[Ours] Yes Yes Yes Yes Quasi-ML Yes

accurate model of the decoder. We chose eleven bit fixed point
quantization(internal precision was maintained) for negligible
FER degradation (Fig.12). A detailed hardware architecture
was then developed. The RTL coding was done using Verilog
HDL. OSU PDK 45nm CMOS predictive standard cell library
was used for the design flow. Synopsys Design Compiler was
used to synthesize the gate level net-list. The synthesis results
are provided in Table II.

Table.II summarizes the implementation results. The design
operates at 500Mhz clock frequency. As a result the proposed
detector design is able to achieve very high throughput even
for high order modulation scheme like 64-QAM (187.5Mbps),
whereas, QPSK and 16-QAM are detected at 1Gbps and
500Mbps respectively. This gives us maximum energy per
detected bit of 608pJ/bit.

V. CONCLUSION
A novel reconfigurable MIMO detector architecture and

its ASIC implementation is presented in this paper. The

TABLE II
SYNTHESIS RESULTS

Target Tech. Library OSU 45nm PDK[16]
Gate Equivalent 70,000

Power Consumption 113.9mW
Maximum Frequency 500MHz
Throughput: QPSK 1Gbps

Throughput: 16-QAM 500Mbps
Throughput: 64-QAM 187.5Mbps

detector is dynamically reconfigurable for QPSK, 16-QAM
and 64-QAM modulation schemes for 4 × 4 MIMO system.
The decoder was implemented in 45nm predictive technology
library [16]. The decoder achieves throughput of 1Gbps,
500Mbps, and 187.5Mbps for QPSK,16-QAM, and 64-QAM
respectively. The proposed architecture is highly suitable for
the next generation wireless standards because of its flexibility,
support for soft output and higher throughput.
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