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Abstract—Microgrid (MG) energy management is an impor-
tant part of MG operation. Various entities are generally involved
in the energy management of an MG, e.g., energy storage
system (ESS), renewable energy resources (RER) and the load of
users, and it is crucial to coordinate these entities. Considering
the significant potential of machine learning techniques, this
paper proposes a correlated deep Q-learning (CDQN) based
technique for the MG energy management. Each electrical entity
is modeled as an agent which has a neural network to predict
its own Q-values, after which the correlated Q-equilibrium is
used to coordinate the operation among agents. In this paper,
the Long Short Term Memory networks (LSTM) based deep Q-
learning algorithm is introduced and the correlated equilibrium
is proposed to coordinate agents. The simulation result shows
40.9% and 9.62% higher profit for ESS agent and photovoltaic
(PV) agent, respectively.

Index Terms—Microgrid, energy management, energy trading,
deep Q-learning, correlated equilibrium.

I. INTRODUCTION

The integration of microgrids (MGs) to the electrical dis-
tribution system will improve the efficiency, reliability and
resilience of future smart grid [1]. MGs are electrical systems
that can connect to the main grid or work in island-mode.
In particular, they bare many opportunities for enhancing the
reliability of the electricity grid when they are able to form
energy sharing communities [2], [3].

An MG usually contains an energy storage system (ESS),
one or more generators which can be in the form of renewable
energy resources (RER) and the load of users. MGs can be
modelled as multi-agent systems where storage, generation and
load are each represented by an agent and the agents might
have different owners or controllers. For example, a RER unit
can sell energy to the grid or to the ESS. The decision on who
to sell and the price of selling, will determine the revenue
for the RER agent. Cooperation and competition may exist
between agents to maximize their own utility or the overall
profit [4]. In this case, the agents need to trade energy to
maximize their own profit, and the competition may increase
the difficulty of balancing the profit. To this end, considering
the potential of machine learning techniques learning based
methods are promising to help agents maximize their profit.

The power loss during MG energy trading is considered in
[5], and a Bayesian based reinforcement learning technique is
applied for the optimal energy trading strategy among MGs.
Furthermore, the environment in a MG is related with the state

of each agent, which means the MG system state could be
rather complicated. Deep reinforcement learning (DRL) [6] is
applied in the MG energy management field in several prior
works. The DRL is used for Peer-to-Peer energy trading in
[7], and an improvement is shown when compared with rule-
based strategy. Furthermore, energy management problem is
formulated to be a markov decision process (MDP) in [8], and
actor-critic based DRL is proposed to minimize the energy
cost. In addition, considering the overestimation of standard
deep Q-learning, the double deep Q-learning (DQN) is used
in [9] for community ESS, and the result proves the feasibility
of double DQN.

Most of the works in the literature [6]–[9] mainly focus on
one-agent case. However, the decentralized method is more
suitable and scalable for MG application [10]. A multi-agent
reinforcement learning (MARL) method is proposed in [11],
where each agent has the learning ability to maximize its own
profit. In addition, the cooperative reinforcement learning is
proposed in [12] for the MG economic dispatch, where the
cooperation is guaranteed by the diffusion strategy. In MARL,
each agent is expected to learn the cooperation strategy.
Naturally, MARL can also be generalized to multi-agent deep
reinforcement learning (MADRL). Nash based method are
generally used to distribute profits among cooperative agents
[13]. However, it needs to exchange information iteratively,
which may lead to a heavy computation burden. In this paper,
we use the correlated equilibrium (CE) to harmonize agents. In
CE, the agents exchange their Q-values, and make an optimal
joint action [14]. The CE is conducted by a linear program,
which is easy to be implemented in a decentralized way.

In [15], the CE based reinforcement learning is used for
dynamic transmission control of sensor network, and the re-
sults show that CE can balance agents in a distributed manner.
Combined with on policy SARSA(λ) algorithm, the CE is
applied for the smart generation control of interconnected
grid in [16]. However, the main difference between this paper
and other related work is that, we propose a correlated deep
Q-learning method for MG energy management, which is a
MADRL algorithm. To the best of our knowledge, this is the
first time CDQN is proposed and applied in MG field.

The main contribution of this paper is that we generalize
MARL to multi-agent deep reinforcement learning. We pro-
pose a correlated deep Q-learning method for the MG energy
management, where each agent runs the DQN independently
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and the CE is used for coordination. The decentralized man-
ner aims to protect agents’ privacy. Our simulation results
demonstrate the success of CDQN by having 40.9% and 9.62%
higher profit for ESS agent and PV agent, respectively.

The reminder of this paper is organized as follows. Section
II defines the agents energy model and MG energy trading
model. Section III presents the problem formulation. Section
IV introduces the Q-learning, deep Q-learning, and correlated
equilibrium. Section V is the simulation result. Section VI
concludes this paper.

II. MICROGRID AGENTS AND ENERGY TRADING MODEL

The energy models of DSM agent, ESS agent and PV agent
are introduced in this section. Then the model for energy
trading is presented.

A. DSM Agent Model

In an MG, the end user’s devices can be generally divided
as crucial load and deferrable load. The crucial load mainly
includes light and cooking devices, which are unable to
change their operation time. However, the operation time of
deferrable load could be changed without affecting the end
users’ satisfaction much, e.g., washing machine. We assume
the DSM agent is authorized by consumers to control the
deferrable load of the MG.

Let ~P = [P1, P2, ..., PD] be the power demand of D de-
ferrable devices, and ~ot = [ot,1, ot,2, . . . , ot,D] is the working
state (on/off) of devices at time t. Then the total aggregated
power demand of devices at time t, constitute the power
demand of the DSM agent at time t:

PDSMt =

D∑
p=1

Ppot,p (1)

where ot,p = 1 denotes the device is on, and ot,p = 0 denotes
it is off.

Meanwhile, the deferrable devices should be serviced before
a certain time limit, i.e. the waiting time should be bounded,
such that user comfort is not jeopardized. The waiting status is
the maximum allowable waiting time of n deferrable devices
and is denoted as ~wt = [wt,1, wt,2, . . . , wt,n]. The devices
have to be serviced before wt,p = 0, or a high penalty will be
applied for affecting the end user’s comfort.

B. Energy Storage System Model

In this paper, the ESS is assumed to be a single unit, even
through multiple storage devices can exists. They are assumed
to be controlled by the same agent. To simplify the model, we
assume the ESS agent charge and discharge with a fixed power
rate P ch. The ESS energy model is described as:

PESSt = P chzt (2)

where zt = −1 denotes charge, zt = 0 denotes unchanged,
and zt = 1 denotes discharge.

The state of charge (SOC) of ESS is updated according to:

SOCt+1 = SOCt −
P ch

CESS
zt (3)

where CESS is the capacity of ESS.

C. PV Model

In this paper, we assume the PV power can be predicted
based on prior works in the literature [17].

PPVt = P̂PVt (4)

D. Microgrid Energy Trading Market

In this section, we present an auction based energy trading
market [18] to set the price of electricity in each transaction.
There are two kinds of participants in this market, which are
suppliers and consumers. For example, in our problem, the
PV agent works as a supplier, and DSM agent works as a
consumer. The ESS agent could be supplier when discharging,
and a consumer when charging.

Fig. 1. Auction based energy trading.

Let’s assume there are n suppliers and m consumers in
the MG. At each time slot t, the consumers will submit their
own power demand, and the total power demand is calculated.
For the suppliers, they need to submit their power supply and
bidding price.

As shown in Fig.1, the suppliers will be ranked from lowest
price to highest price. When the total power supply is higher
than total power demand, it is assumed that the supplier i is
the intersection of total power demand and supply. Then the
bidding price of supplier i becomes the uniform clearing price
for supplier 1 to i. The rest of the power supply will be sold
to the main grid, which is usually a lower price. On the other
hand, when the total power demand is higher than total power
supply, the main grid will participate the trading as a supplier,
and the price of buying electricity from the main grid becomes
the uniform clearing price for all suppliers. Under this trading
market model, the suppliers will compete for a lower price to
reduce the possibility of selling electricity to the main grid,
which will benefit the MG consumers. Note that the bidding
price should between the lower and upper bound given by main
grid, or the consumers will prefer to buy electricity from main
grid, or supplier will sell electricity to the main grid.

III. PROBLEM FORMULATION

The objectives and constraints of each agent are defined in
this section.
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The DSM agent always works as a consumer and aims to
minimize the cost:

min(

T∑
t=1

D∑
p=1

PDSMt pct) (5)

where T is the simulation horizon, pct is the clearing price at
time t, which is calculated by the energy trading model.

The PV agent aims to maximize its utility:

max(

T∑
t=1

(PPVt pst − CPV (PPt V ))) (6)

where PPVt is PV power, and pst is the average selling price
for PV power at time t. CPV is the cost function, which is
related with the PV generation efficiency.

ESS agent could be a supplier when discharging or a
consumer when charging. It aims to maximize its utility by:

max(

T∑
t=1

PESSt ptrat ) (7)

where ptrat is the average trading price for ESS at time t.
PESSt will be a negative value when charging, which means
ESS agent desires a lower price when charging, and higher
price when discharging.

The problem is optimized under following constraints:

PPVt + P gridt + PESSt = PDSMt (8)

ot,i ≤ wt,i (9)

SOCmin ≤ SOCt ≤ SOCmax (10)

pmin ≤ pt ≤ pmax (11)

Equation (8) is the energy balance constraint, where P gridt is
the power of the main grid. Equation (9) is the DSM constraint,
which means only devices that have not been serviced could
be turned on. Equation (10) is the SOC constraint, where
SOCmin and SOCmax are lower and upper bound of ESS
battery. Equation (11) means the bidding price is between the
lower and upper limits.

IV. CORRELATED DEEP Q-LEARNING ALGORITHM
(CDQN)

In this section, we introduce the CDQN, where each agent
uses a neural network to predict its Q-values, and correlated
equilibrium is applied for the coordination of agents such that
the objectives defined in the previous section is met.

A. Q-learning

Q-learning is a widely used reinforcement learning method.
Based on the markov decision process (MDP), the elements
of Q-learning could be described as state s, action a, re-
ward r and transition probability T . We will first define the
< S,A, T,R > for different agents.

The state and actions of DSM agent are defined as sDSM =
{t, ~w} and aDSM = {PDSM}, respectively, where the ~w is
the waiting status. The state of PV agent is sPV = {t}, and

the action is aPV = {P̂PV , ps}, where P̂PV is predicted PV
power, and ps is the bidding price. For the ESS agent, the state
is sESS = {t, SOC}, and the action is aESS = {PESS , ps}
when discharging and aESS = {PESS} when charging.

The Q-learning algorithm will choose the best action a
under a certain state s, which aims to maximize the long term
total expected reward. For one agent, the Q-values are updated
according to:

Qπ(s, a) = Qπ(s, a)+α(r(s, a)+γVπ(s
′)−Qπ(s, a)) (12)

To balance the exploitation and exploration, the ε-greedy
policy is generally applied:

πi(s) =

{
randomly rand ≤ ε

argmax(Q(s, a)) rand > ε
(13)

where ε is a small number, rand is a random value. When
rand ≤ ε, the agent tends choose actions randomly for
exploration. On the other hand, it will choose the action of
max Q-value for exploitation.

B. Deep Q-learning

In tabular Q-learning, a Q-table is used to record the
accumulated reward of each action a under every state s, and
new action is chosen according to their Q-value. However, if
the state-action space is large, there will be a large Q-table,
which means the memory and time complexity will be high,
and the algorithm will take a long time to converge.

To this end, deep Q-learning is proposed, where the Q-
values are generated by a neural network as in [6]. As shown
in equation (12), when the Q-values converge, the current Q-
value Qπ(s, a) is equal to r(s, a)+ γVπ(s′). Accordingly, the
r(s, a) + γVπ(s

′) is regarded as the training target of neural
network, and Qπ(s, a) is the prediction result. Then, we have
the loss function as:

L(w) = E(r(s, a) + γV (s′, w)−Q(s, a, w)) (14)

where w is the weight of neural network, s and s′ is the current
and next state, respectively.

Q-values change dynamically in the Q-learning, and the tar-
get values also changes, which may lead to an unstable result.
Meanwhile, the training data is expected to be discontinuous,
but the state and action transition is consecutive in Q-learning.
To improve the DQN, two improvements are proposed, namely
experience replay and target network [6].

In this paper, we use the LSTM network to predict the Q-
values, which is a special recurrent neural network (RNN)
[19]. LSTM network could better capture the long-term de-
pendencies than traditional RNN network, and the vanishing
gradient problem is avoided. This approach has been employed
to resource allocation problems in wireless networks [20]. As
shown in Fig.2, xt is the input value at time t, ht−1 is the
output value at time t − 1, and ct−1 is the cell state at time
t− 1. ht is the current output, and ct is the current cell state.

3



Accepted by 2020 IEEE 25th International Workshop on CAMAD, 978-1-7281-6339-0/20/$31.00 ©2020 IEEE

Fig. 2. LSTM network structure

C. Correlated Equilibrium

In one agent case, the DQN can still use the ε-greedy
approach to choose actions. However, in a multi-agent case,
the coordination is necessary. In this paper, the correlated equi-
librium is implemented to coordinate the action of agents. In
correlated equilibrium, the coordination of agents is achieved
by exchanging Q-values. After exchanging Q-values, each
agent will choose actions according to the following equations:

max
∑
~a∈A

Pr(s,~a, w)Q(s,~a, w)

sub.to
∑
~a∈A

Pr(s,~a, w) = 1∑
~a−i∈A−i

Pr(s,~ai, w)(Q(s,~ai, w)−Q(s,~a−i, ai, w)) ≥ 0

0 ≤ Pr(s,~a, w) ≤ 1
(15)

where ~a is the joint action of agents, Pr(s,~a, w) is a vector
of the probability of Q(s,~a, w), ~a−i is the joint action except
agent i, ai is the action of agent i, A−i is the set of joint
action except agent i. Equation (15) aims to maximize the
total expected reward of multi-agents, and find the probability
distribution of action combination to guarantee each agent
makes a optimal action. As shown in Fig.3, it is worth

Fig. 3. System structure of correlated deep Q-learning.

noting the correlated equilibrium is achieved in a decentralized
manner, and no central controller is needed. The state, action
and reward of each agent are regarded as private information.
The deep Q-learning works independently for each agent to
predict the Q-values, which means each agent has its own
neural network and experience pool. The only information they

need to exchange is the Q-values. This decentralized scheme
will help protecting the agents’ privacy.

The proposed CDQN algorithm is shown in Algorithm 1.
Briefly, based on the ε-greedy policy, when the random number
is smaller than ε, agents choose actions randomly. Otherwise,
agents will exchange Q-values and make a joint action based
on correlated equilibrium. After the action ~a is conducted, each
agent will save (si,~a, r, s

′
i) to its own experience pool, which

will be used for its own DQN training.

Algorithm 1 CDQN
1: Initialize: MG and DQN parameters
2: for j = 1 to episode do
3: Reset state s
4: for t = 1 to T do
5: if rand < ε then
6: Each agent chooses actions randomly.
7: else
8: Each agent predicts its Q(si,~a, w) for possible

joint action ~a under current state si.
9: Agents exchange Q-values under their own state

si. Each agent finds equilibrium by equation (15)
and get optimal joint action ~a.

10: end if
11: ~a is conducted, and each agent calculates its reward

ri, and updates its own state si.
12: Each agent saves (si,~a, r, s′i) to their own experience

pool.
13: end for
14: Every C episodes, random sample minibatch from

experience pool, each agent trains its own w.
15: Every mC episodes, copy w to w′.
16: end for
17: Output:Optimal action sequence from t = 1 to T

V. SIMULATION RESULTS

A. Parameter Settings

In an MG, there are PV agents, DSM agents and ESS agents.
They will exchange energy in the energy trading market. The
predicted PV power is shown in Fig.4. The cost of PV agent
is 1.14 $/h when PV power output is not zero. The price
of buying and selling electricity with main grid is shown in
Fig.5, where the price of selling electricity to main grid is
set to be 50% of buying electricity from main grid [21]. The
bidding price is discretized as [0.06, 0.09, 0.12, 0.15, 0.18,
0.21] $/kW·h.

The capacity of ESS is 100 kW·h, and charging power is
20kW, and initial SOC of ESS is set to 0.2. There are 5 sets of
deferrable devices, where the operation time limit and average
duration time is shown in Table.1. Here, 4+24h means, 4 am of
the next day. The parameters for DQN is also shown in Table
2, which is selected according to our simulation simulation
performance.
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Fig. 4. PV output power.

Fig. 5. Time of use (TOU) electricity price.

TABLE I
PROPERTIES OF DEFERRABLE DEVICES

Device
Number

Average
Power

Operation time
limit (Hours)

Average duration
time (Hours)

1 17 [1, 8] 1

2 15 [7, 13] 1

3 15 [10, 17] 1

4 16 [15, 22] 1

5 20 [20, 4+24h] 1

TABLE II
DQN PARAMETERS

Parameters Value

Hidden layers 2 Lstm Layers

Hidden layers nodes 30 each

Learning rate 0.000 6

Discount rate 0.95

Capacity of experience pool 1200

Training batch size 120

Training Frequency Every 40 episodes

B. Performance Evaluation

The proposed CDQN algorithm is evaluated with respect
to convergence and profit/cost performance. In addition, it is
compared to a DQN algorithm where there is no coordination
among agents. As shown in Fig.6, the profit of PV and
ESS agent increase with iterations, and converge at last. A
decreasing DSM cost is also observed.

The optimal energy management strategy obtained by
CDQN is shown in Fig.7. This figure gives an insight on
energy trading decisions of the agents. The ESS agent uses
PV power to charge at time 12, 13 and 14, and the stored

Fig. 6. Average profit/cost of agents.

electricity is sold to DSM devices at time 20 and 21. Due to
a higher buy back price offered by main grid. ESS agent also
sells some energy to main grid at time 18 and 19. Meanwhile,
the DSM agent uses PV power for operation at time 11 and 15.
DSM agent buys electricity from ESS agent at time 21 and
22, which is a lower price compared with the price offered
by main grid. It’s worth noting the ESS agent did not sell
electricity to DSM agent at time 1, and the main reason is the
trading price is too low.

Fig. 7. Optimal energy trading under CDQN.

The Fig.8 presents the uniform clearing price for the market,
where the trading price is always between buying and selling
price offered by main grid. Note that the clearing price
overlaps with grid selling price at time 9, 10, 16, 18 and 19,
which means all the electricity is sold to main grid.

Fig. 8. Trading price in the MG energy market.

The operation time of deferrable devices is presented in
Fig.9. Devices in categories 2 and 3 are deferred 4 and 5

5



Accepted by 2020 IEEE 25th International Workshop on CAMAD, 978-1-7281-6339-0/20/$31.00 ©2020 IEEE

hours, respectively, to use the lower price PV power. Device
categories 4 and 5 are deferred 5 and 1 hours, respectively, to
buy electricity from the ESS agent. Device 1 is not deferred
because the operation limit is in the lowest price period.

Fig. 9. Device operation times.

We compare the performance of the proposed CDQN
algorithm with a DQN algorithm where each agent works
independently and only maximizes its own reward. As shown
in Fig.10, a lower PV and ESS profit, and a comparable
DSM cost are observed. The main reason for lower benefit
for DQN is that each agent only maximize its own profit and
it lacks coordination. The converged result shows ESS and PV
agent have 40.9% and 9.62% higher profit with the proposed
CDQN technique. Note that the negative values at the first
1000 iterations are due to the exploration period of the learning
algorithm.

Fig. 10. Comparison of CDQN with DQN.

VI. CONCLUSION

The increasing complexity of energy trading within a micro-
grid and among several microgrids, call for novel approaches
that benefit from the recent advances in machine learning. In
this paper, we propose a correlated deep Q-learning (CDQN)
technique for the MG energy management. In CDQN, each
agent uses an LSTM network to predict their own Q-values and
make decisions autonomously. Then, the correlated equilib-
rium is applied for coordination. Compared with the deep Q-
learning without coordination, the CDQN performs 40.9% and
9.62% higher profit for ESS agent and PV agent, respectively.
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