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ABSTRACT Industry 4.0 is a revolution in manufacturing by introducing disruptive technologies such as
Internet of Things (IoT) and cloud-computing into the heart of the factory. The resulting increased automation
and the improved production synergy between stocks, supply chains and customer demands, come alongwith
the threats and attacks from the Internet. Despite extensive literature on the cybersecurity topic, many actors
in manufacturing factories are just realizing the impact of cybersecurity in the preservation of their business.
This paper introduces step-by-step the concepts and practical aspects of an Industry 4.0 manufacturing
factory that are related to cybersecurity. Based on a subdivision of a typical factory into several generic
perimeters, we present the vulnerabilities and threats regarding the network and devices usually found in
each perimeter. Therefore, it is more efficient to present the recent proposals of the literature regarding
cybersecurity guidelines and solutions in Industry 4.0. Instead of spreading a lot of references regarding every
aspect of cybersecurity, we focused on a limited number of papers among the recent references. However, for
each paper, we provide the details about the purpose of the proposal, the methodology adopted, the technical
solution developed and its evaluation by the authors. These solutions range from classical cybersecurity
countermeasures to innovative ones, such as those based on honeypots and digital twins. In order to deliver
a review also useful to non scientists, we present our guidelines along with those of some organizations
involved in cybersecurity harmonization and standardization in the world.

INDEX TERMS Cybersecurity, intelligent manufacturing systems, Industrial Internet of Things, industrial
control system, cyber-physical systems, manufacturing execution systems.

I. INTRODUCTION
The industrial sector has gone through several revolutions.
Mechanization was the first stage. Then came mass produc-
tion and electricity in a second step. The third one occurred
in the 1970s with the introduction of automation and IT
equipment bringing digital technologies into factories.

In 2011, the German government defined the concept
which would represent the fourth step in the evolution [1]
of traditional factories to make them more flexible and
more adapted to ever-changing production environments: the
Industry 4.0 paradigm, also known as Industrial Internet of
Things [2] or Industrial Internet (see figure 1). Technically,
Industry 4.0 aims to connect agricultural holdings and man-
ufacturing factories to the Internet, in order to improve their
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efficiency and productivity (about 15% to 20%). This hyper-
connectivity will allow the gathering of a high volume of data
from the value chain for multiple uses such as:
• information exchange between the devices belonging to
factories, suppliers or clients;

• data acquisition and storage for both traceability and
digital performance management;

• data processing for predictive maintenance or remote
monitoring, in order to reduce machine downtime;

• automation and reduction of inventories;
• improvement of both service levels and product quality.
To create this smart production environment, disruptive

technologies will be required to handle autonomous com-
munications between all industrial devices throughout the
factory and the Internet. These technologies [3] include Inter-
net of Things (IoT), cloud computing, big data, digital twin,
augmented reality, 3D printing, artificial intelligence, new
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generation Cyber-Physical systems (CPS). In addition, Indus-
try 4.0 encourages the application of these technologies to
enable distributed communication architectures (P2P-like),
instead of relying only on typical cloud or other centralized
architectures [4].

The integration of this heterogeneous equipment into the
industrial cyber environment makes cybersecurity consider-
ations mandatory in the design strategy of the companies
that seek to embrace the Industry 4.0 paradigm. Despite
the improvement brought by Industry 4.0 in manufactur-
ing factory efficiency, cybersecurity breaches would involve
critical impacts on the business model and loss of compet-
itiveness [5]. Further description of Industry 4.0 concepts
and applications is proposed in [6], as well as some recent
cybersecurity attacks observed in several manufacturing fac-
tories in the world. The authors also propose countermea-
sures to face a wide range of cybersecurity risks. Another
survey proposed in [7] focuses on cybersecurity. The authors
particularly analyse the shift of an Industrial Control Sys-
tem (ICS) from a stand-alone plant to a cloud-based environ-
ment, while focusing on machine learning solutions. Among
the most recent surveys, [8] also investigated machine learn-
ing solutions for tackling faults in the Industry 4.0 era.
However, their study does not specifically address cyberse-
curity. A more specific recent survey [9] reviewed 262 papers
regarding every aspect of Industry 4.0 security. Besides a
systematic review of the literature, their main proposals
focus on the opportunities brought by Fog computing in
this field. All these references are classical surveys that
aim at providing a complete view of the literature to the
reader.

However, other surveys show that only 16% of companies
are ready to face cybersecurity challenges [10]. Among the
given reasons there is the lack of accurate reference standards,
and the lack of managerial and technical skills to under-
stand and implement them. Several organisations working on
guidelines and standards help the companies to understand
which scheme they should use in order to reinforce their
security, and make it compliant. Among these organisations,
to mention a few, we can find (please refer to appendix
for acronyms): ANSSI (in France), ENISA (in the Euro-
pean Union), and NIST (in the United States of America).
Therefore, instead of spreading a lot of references regarding
every aspect of cybersecurity, in this work we decided to
focus only on a limited number of papers among the recent
references. However, for each paper, we provide the details
about the purpose of the proposal, the methodology adopted,
the technical solution developed and its evaluation by the
authors. In this way, we hope that it will be useful to scientists
as well as to compagnies in order to integrate the last trends
regarding cybersecurity in their research and development
work. The title of this paper refers to three themes, which
are Industry 4.0, cybersecurity and manufacturing factory.
After a brief overview of the Industry 4.0 concept in this
section, summarized through figure 1, the remaining of this
paper will focus on cybersecurity solutions and guidelines for

FIGURE 1. Industry 4.0 landscape with main technologies.

manufacturing factories in industry 4.0. To that end, a com-
plete overview of the cybersecurity topic in the industrial
context is needed to grasp the real stakes of the related
issues.

In section II, a characterization of cybersecurity in Industry
4.0 regarding technical and managerial aspects is proposed.
The goal is to become familiar with the concept, under-
stand the implications, the impacts and the challenges for
all entities involved. The overall organisation of this paper
follows the structure depicted in figure 2. The factory is
divided into several perimeters based on cybersecurity con-
siderations in section III. For every perimeter, the specific
equipment, monitoring systems, access control techniques
and communication network solutions available through the
literature are reported. The vulnerabilities, threats, risks
and business impacts related to cybersecurity for Indus-
try 4.0 are investigated in section IV. The threats will be
detailed, along with the appropriate terminology, according
to the factory perimeters involved. In addition, the business

FIGURE 2. Cybersecurity technical characterization.
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impacts are addressed in order to highlight the relation with
real-world situations. SectionV presents the countermeasures
to cyberattacks against factories, and cybersecurity solutions
for Industry 4.0 found in the literature. For each selected solu-
tion, the purpose of the solution, the related methodology and
its implementation will be detailed. A comprehensive review
is proposed to point out the accuracy of each solution. Finally,
section VI proposes our guidelines to cybersecurity solution
implementation in factories, resulting from this review of the
literature, before the conclusion of the paper.

II. CYBERSECURITY CHARACTERIZATION
Cybersecurity is often associated with two famous stereo-
types, which are ‘‘The subject is only technical’’ and ‘‘The
subject is reserved for the IT domain’’. The first objective
will be to show that the concept actually goes beyond these
ideas. To that end, this section will characterize cybersecurity
on both technical and managerial aspects.

A. TECHNICAL CHARACTERIZATION
A characterization of cybersecurity is proposed in Fig.2, and
tries to answer the following questions inspired from [10]:
• Who/What is involved and should be protected?
• What should they be protected from?
• How to protect them?

1) WHO/WHAT?
The global perimeter covered by cybersecurity is called
‘‘cyberspace’’. Inside this space, can be found every actor
who has any form of interaction with the system, which
includes:
• Equipment (machines, devices, mobile, etc. . .);
• Humans (users, administrators, visitors. . .);
• Physical infrastructure (building, factory, companies);
• IT infrastructure (networks, applications, processes);
• Data generated by all these actors.
The cyberspace is not restricted to a virtual world, and is

actually involved in the concrete physical world.

2) FROM WHAT?
The cyberspace defined above must be protected from dif-
ferent risks such as those due to intrinsic vulnerabilities or
those raised by attacks performed by cybercriminals. When
cybersecurity measures are not able to prevent those risks,
they have consequences in the physical world. In the context
of manufacturing, those consequences are called ‘‘business
impacts’’, and they will be also investigated in this paper.

3) HOW?
To deal with those risks, cybersecurity can deploy the fol-
lowing two types of protection: countermeasures which are
usually dedicated to immediate and short term usage, and
long term prevention and protection solutions. Relying on
these concepts, it is possible to establish guidelines for an
efficient and protective cybersecurity solution.

B. MANAGERIAL CHARACTERIZATION
This management view of cybersecurity developed in [11]
completes the technical one. The related illustration is
depicted in figure 3. Industry 4.0 relies considerably on infor-
mation systems and technologies, which raise cybersecurity
as a top priority. However, due to complexity of the related
issues, there is often a confusion about the necessary actions.
In addition, cybersecurity professionals often fail to make
these actions accessible to non-technical stakeholders. The
vision of cybersecurity management relies on three notions,
which are: strategy definition, strategic aspect with value
creation and awareness of cybersecurity importance.

FIGURE 3. Cybersecurity managerial view.

1) STRATEGY DEFINITION
From an IT perspective, when communicating about cyberse-
curity, the common issues are usually:
• a reactive approach: the subject is important only after a
major crisis;

• oversimplification: IT vendors spread the idea that the
amount spent determines the degree of protection;

• lack of interest: cybersecurity is seen as pure cost, with-
out guaranteed benefits.

In order to overcome these issues, the first step should be
to consider cybersecurity management as part of a strategy
definition, and not just as a protection solution. To justify the
need of this strategy, it should be presented as a response to
concrete cybersecurity risks, which are easier to understand
by non-technical people: financial loss for the Finance depart-
ment, bad reputation for Marketing department and machine
downtime for Production operations, etc. The Managers start
to approach the issue through cyber resilience and risk man-
agement in order to minimize the cost related to uncertainty,
and to ensure the continuity of business operations. Then,
the customers must be integrated into this definition through
customer value creation. The involvement of corporate lead-
ers, chief suite (C-Suite) and cross-functional collaboration
is essential to complete this step. Moreover, to apply this
strategy, a strong governance must be established to ensure
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that it will be respected in implementation areas. This is
generally defined through an Information System Security
Policy (ISSP).

2) STRATEGIC ASPECT
The companies handling customer data may now consider
cybersecurity as an opportunity to develop smart products and
create customer value. They can sell various cyberservices
to the customer such as secure access, reliable technology,
and data protection. These services are opportunities for
companies to get new sources of additional revenue, and
customer willingness to pay for these ‘‘premium services’’
could be stimulated by using trust as a critical argument in
the commercial interactions with them.

3) AWARENESS
Awareness consists in spreading the idea that cybersecurity
involves everyone in order to empower people. This pro-
cess takes place in implementation areas where cybersecurity
strategy is applied.

These areas are not always clearly mentioned, and some-
times even forgotten. Our management characterization of
cybersecurity considers the following areas:
• Technology: every technical area, often falsely consid-
ered as the only one concerned by cybersecurity;

• Human resources and employees: as the root of suc-
cessful cyberattacks, which are often due to employee
negligence, malicious behaviour or process failure;

• Direct and multi-tier partners that feed various threats;
• Customers and external stakeholders.
Human resources departments need to develop competen-

cies and capabilities because most organisations are charac-
terized by low employee awareness and basic cybersecurity
knowledge. Their role is even more critical to achieve overall
awareness, since they have the most direct contact with all the
employees of a company.With regard to customers and stake-
holders, companies try to make them aware of cybersecurity
importance, but the latter experience a low willingness from
the previous to pay for additional product features or services.
Some companies plan to pilot new tools for assessing and
communicating about cyber-risks to obtain customer engage-
ment in this domain. An interesting concrete study regarding
these aspects is presented in [12].

III. CYBERSECURITY PERIMETERS IN A FACTORY
In order to understand cybersecurity in an industrial environ-
ment, it is important to remember that the factory contains
several departments with different needs and working pro-
cesses. We first propose a subdivision of the factory into six
generic areas that we call theperimeters.

A. DEFINITIONS AND EQUIPMENT
1) MANUFACTURING-PRODUCTION
This is the main area in a factory where the production lines
are located, each one dedicated to some of the many steps
needed to manufacture the final products. The devices found

in this perimeter belong to two groups: ICS (Industrial Con-
trol System) and CPS (Cyber Physical System). ICS mostly
gathers the control components, which act together to achieve
an industrial objective [10].

They have been used since the second half of the 20th cen-
tury [13]. Inside this category, can be mentioned PLC
(Programmable Logic Controllers), RTU (Remote Terminal
Units) [14], IED (Intelligent Electronic Devices). To interact
with the hardware controller and get the data gathered by the
ICS environment, the administrators have a Human Machine
Interface (HMI), which is also used to display the devices
status [15].

CPS are related to anything that integrates computation,
networking or physical processes. They allow interaction
between the digital world and the physical one. As an exam-
ple, a manufacturing line can be considered a CPS [10].
Indeed, they use sensors and other embedded systems to
collect data from physical processes. Several authors [10],
[16], show that ICS is an application area of the CPS.

2) LOGISTICS
Industrial logistics is different from the traditional one, due
to its adaptation to handling production flow, thus making
its action area wider. Its perimeter is made up of multiple
structures such as workshops and warehouses where forklifts
are used. In this area where mobility is a key point, wireless
devices are mostly used (bar code scanners, tablets).

3) ACTIVE SUPERVISION
The active supervision represents the tertiary activity, which
covers the office part of the factory. It groups together depart-
ments such as accounting, sales, human resources (HR), local
IS, etc. The most common devices are desktop computers,
smartphones, screens, printers, etc.

4) RESEARCH AND DEVELOPMENT
Research and development refers to laboratories and offices
related to innovation, and developing new products or ser-
vices. This is the first step of the development process, which
means that some equipment is new or experimental. The
engineers use devices that are more powerful than common
desktop computers, and usually require specific setup.

5) LIVING AREA
The living area matches with the places where the employees
gather (canteen, meetings rooms, rest rooms, etc.). In these
areas, can be found VoIP phone, tablets, displays, etc.

6) EXTERNAL AREAS
The external area refers to everything outside the factory
plant. It includes the physical places such as parking, as well
as virtual places like the Internet (cloud, etc.).

B. INTERACTIONS BETWEEN PERIMETERS
The perimeters play a role in the manufacturing process, and
their interaction at the IS level is mandatory (Table 1).
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TABLE 1. IS interactions (X) between factory perimeters.

C. ACCESS CONTROL
Once there are interactions between perimeters, it is nec-
essary to perform accurate access controls according to the
information exchanged, which can be very sensitive. Table 2
shows the different kind of access controls available in the
literature for the defined perimeters.

D. MONITORING
Another important aspect of security is monitoring, which
allows users to be notified when a security breach appears,
or when the system is under an attack. Table 2 describes some
monitoring solutions applicable to manufacturing factories.

E. NETWORK ACCESS
One more aspect regarding the perimeters concerns their
organisation regarding the network access. The most repre-
sentative network solutions are summarized in table 2, and
some of them are detailed in the following sections.

1) MANUFACTURING-PRODUCTION PERIMETER NETWORKS
In the manufacturing area, there are several types of ICS
(Industrial control systems) [15]. These ICS are categorized
in two layers: the physical control layer and the logical
control layer. Three sub-networks exist in this perimeter:
SCADA (Supervisory Control and Data Acquisition), DCS
(Distributed Control Systems) and PLC / Sensors / Pro-
tocols. Figure 4 shows these different networks with the
equipment and the communication protocols used.

FIGURE 4. ICS networks overview.

a: SCADA
The SCADA allows supervision of data acquisition and mon-
itoring of the production system. It is also used for remote
control of the sites by the administrators adopting a central-
ized control system.

b: DCS
ADCS is made up of autonomous controllers installed across
a manufacturing or a production unit. The DCS system uses
these controllers to supervise and monitor a unit remotely.
The difference between DCS and SCADA is that the SCADA
can manage systems at multiple locations, contrary to DCS
which is restricted to a single location.

c: PLC/SENSORS/PROTOCOLS
All control devices such as PLC (Programmable Logic Con-
trollers), sensors or protocols (Distributed Network Protocols
DNP3 /Modbus) can be found in this last sub-network, which
is part of the physical control layer.

A PLC is the logic interface between SCADA and DCS
systems. The PLC is supposed to receive control commands
and return the status of the sensors. To establish the connec-
tion between PLC and SCADA, specific protocol communi-
cations have been designed by ICS suppliers.

One of these protocols is the DNP3, notably used in elec-
tricity and water treatment plants. Furthermore, the transmis-
sion of data between PLC and SCADA/DCS is ensured by
the Modbus-TCP protocol, which uses TCP/IP and a serial
communication channel.

2) THE OTHER PERIMETER NETWORKS
In this paper, we focus onmanufacturing factories. Therefore,
the other perimeters that can also be found in other organisa-
tional systems are not investigated further regarding network
access. Usually, local area network (LAN) or wireless LAN
are used for the internal perimeters, while Internet access is
used for the others.

Some interesting references investigate network commu-
nication in Industry 4.0 [17], and more specifically regarding
wireless communications [18], [19]. The general considera-
tions regarding cybersecurity for the contexts where similar
network access solutions are used, apply to these perimeters.
Particular attention should be given to the interactions, at the
network access level, between these other perimeters and the
manufacturing perimeter.

IV. FACTORY VULNERABILITIES, RISKS, THREATS AND
BUSINESS IMPACTS
Industry 4.0 factories have security vulnerabilities, like most
organisational systems. The interconnection between the
equipment makes security more complex, and brings unex-
pected vulnerabilities [20], [21]. In the industrial sector, man-
ufacturing is the most targeted by security attacks, and the
number of threats increases every year [10]. The first part of
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TABLE 2. Factory perimeters in Industry 4.0.

this section will focus on the definition and the description of
vulnerabilities, threats and risks.

A. DEFINITIONS
1) VULNERABILITIES
In the IT domain, vulnerabilities are defined by [10] as
weaknesses that might be exploited by hackers to compro-
mise the system. More precisely, these weaknesses can be
either in the system, the security procedures or the internal
controls. They can be classified into three categories, which
are: remote access vulnerabilities, software vulnerabilities
and LAN (Local area network) or WLAN (Wireless LAN)
vulnerabilities.

2) THREATS
A cybersecurity threat (shortened to cyber threat) is defined
by [10] as any circumstance impacting organisational oper-
ations, assets, individuals, other organisations or the Nation
through an information system via unauthorized access,
destruction, disclosure, modification of information.Multiple
parameters must be considered to analyse a cyber threat:
• The attack source (inside / outside);
• The objective;
• The cyber layer, including the execution layer (sensors,
actuators), data transport layer (network) and applica-
tion layer (user data storage).

In the context of Industry 4.0, the following main cate-
gories of cyber threats were identified [10], to mention a few:
• Direct attacks on external accesses;
• Indirect attacks with a service provider on which
external access was granted;

• Unknown attack vectors (or zero-day exploits);
• Malicious softwares;
• Intrusion into neighbouring networks.

3) RISKS
According to [10], a risk is the level of impact on organi-
sational operations, assets or individuals resulting from the
potential impact of a threat and its probability of occurrence.
In cybersecurity, risks are identified through the loss of some
characteristics, which are availability, integrity, confidential-
ity and authentication.

a: AVAILABILITY
The attacks targeting availability intend to make the system
unable to perform its usual tasks by overloading it. Their
target can be the equipment or the related network access by
disrupting it. The most common types are DDoS (Distributed
Denial of Service) attacks, which try to flood the bandwidth
or other resources of the system, making it unable to react.
Some attacks also affect the network, and more precisely
routing operations (grey hole, black hole, relay attacks).

b: INTEGRITY
Integrity consists in maintaining the accuracy and complete-
ness of data. The related threats are similar to sabotage. They
aim at altering the industrial communication protocols or the
network traffic. One important issue is that most of these
protocols are legacy, which emphasizes that their design did
not include security considerations.
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TABLE 3. Business impacts of cybersecurity threats filtered by risks.

Some common attacks against integrity are Man-In-the-
Middle attacks, which consist in altering and relaying the
communications between two entities, while the latter think
they are directly connected.

c: CONFIDENTIALITY
Threats related to confidentiality consist in accessing or steal-
ing sensitive data related to industrial processes, configura-
tions, customers and administration. They can be labelled as
cyber espionage. They are conducted through several scenar-
ios, such as passive analysis of the network traffic, active
code injection into operational applications to get security
credentials or corruption of the control measurements.

d: AUTHENTICATION
This is concerned with the threats that take advantage of
design flaws or software vulnerabilities to escalate privileges,
and gain access to protected resources. Such attacks use social
engineering techniques like phishing or chains of spam letters
to collect strategic information. The misconfigurations lead-
ing to unsuitable access at both the physical and the logical
level, can involve the same security issues.

B. BUSINESS IMPACTS
Cybersecurity threats are a serious subject, and they put the
capabilities of the most advanced companies to the test. The
year 2017 was a turning point because three high scale attacks
occurred in the world [22]:
• NotPetya spread to 65 countries, and caused USD892
million in damages;

• Bad Rabbit which targeted critical infrastructures;
• WannaCry spread to 150 countries, and caused
USD8 billion in damages.

The companies infected by these attacks stopped produc-
tion for a long time, and could not fulfill their production
operations efficiently. The impact of such threats is not just
technical or financial. It can affect relationships with part-
ners, and leads to judicial consequences. Table 3 reports the
analysis found in [23] of the business impacts filtered by
risks. All risks are covered by a range of threats, and it can

be observed that the number of business impacts is greater
than the number of threats. For every single threat, multiple
business impacts occur, which suggests that no threat should
be underestimated.

C. MAJOR SECURITY THREATS IN INDUSTRY 4.0
The major security threats faced by an industry 4.0 factory
can be classified into the following categories [20]:

1) CYBER ESPIONAGE
Due to smart and connected business processes, industry
4.0 is vulnerable to cyber espionage. Well organized groups
of cyber criminals have made industry 4.0 their favourite
target to steal sensitive information and intellectual prop-
erty. One of these groups is Black Vine group which targets
mainly aerospace, energy and healthcare industries. The theft
of corporate and product data is becoming very common,
especially the software and functionalities that are easy to
copy. In industry 4.0, the cooperation of multiple partners,
such as suppliers in the network, makes the task easier for
these criminals as their attacks can have many pathways and
spread very fast.

2) DENIAL-OF-SERVICE
The Denial-of-Service (DOS) or Distributed Denial of Ser-
vice (DDoS) is a cyber attack which aims to make the system
unavailable. It can be achieved notably by:
• Launching waves of requests on a server to consume all
its resources;

• Passing malformed input data to crash a process;
• Virus infiltration;
• Destroying or disabling the sensors in a system.
Most devices are interconnected in a factory, and by exten-

sion are interdependent. As a consequence, the unavailability
of some devices can be very critical for a production environ-
ment, thus making these attacks very popular. Moreover, with
cloud computing development, new ways to launch DDoS
attacks appear, thus pushing companies to consider it with
increased attention.
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TABLE 4. Threats and risks by perimeter in a factory.

Contrary to cyber espionage where the loss is about vir-
tual data, DDoS attacks have physical impacts with material
damage such as the servers that might need to be replaced
(overload), reconfigured or redesigned.

Another issue with these attacks is that they are unpre-
dictable, and very difficult to control.

3) SUPPLY CHAIN AND EXTENDED SYSTEMS
To make the supply chain more efficient, the industry
4.0 paradigm features the connection across multiple organ-
isational environments. However, the supply chain has
inherent system vulnerabilities which can be exploited by
attackers.

One vulnerability may be a supplier which is victim of a
phishing attack or credentials theft, resulting in amassive data
exposure for the factory.

4) SMART SECURITY AND SMART FACTORY
Most of the manufacturing companies are not fully aware
of security risks that came with the industry 4.0 paradigm.
Usually, theymainly handle the security issues when a serious
incident occurs.

However, technical products alone are not enough to han-
dle these risks. The human factor is an important point.
Awareness of the employees regarding security is also impor-
tant, from the skilled machine operators to secure software
and planning engineers. This awareness can be achieved
through multiple ways, such as:
• Awareness raising campaigns involving the complete
manufacturing environment;

• Research groups in higher education institutions who
study cybersecurity topics, and deliver guidelines to
industrial professionals.

5) ADVANCED PERSISTENT THREATS
Advanced persistent threats (APT) belong to a specific class
of cyberattacks. They are perpetrated by some groups with
significant experience and resources. The concept is to take
advantage of vulnerabilities to infiltrate the victim’s network
and stay unnoticed during a long period of time [14].

The first identified APT in the industry was Stuxnet
in 2010. Stuxnet was designed as a platform to target PLC and
SCADA in order to automate electromechanical processes
and cause material destruction. It exploited zero-day vulnera-
bilities in Microsoft Windows operating system and Siemens
software. Other examples are Duqu, DragonFly, BlackEnergy
and ExPetr. The attack process followed by these APT is
usually divided into five steps:

• Recognition of the network to find the vulnerabilities;
• Communication to start the first intrusion by sending
exploits to the victim. It can be done directly with social
engineering (phishing, etc.), or indirectly by compro-
mising a third party such as the provider;

• Tracking of zero-day vulnerabilities to execute remote
actions by using the backdoors of the previous steps;

• Propagation to other areas of the network to infiltrate
new devices, in order to collect information or modify
existing hardware behavior;

• Filtration of the obtained information to transfer them to
the attacker domain.

The first step is possible due to metadata leakage coming
from the servers, PLC and sensors. These issues are inherited
in the cloud and IoT paradigms, and they must be addressed.

D. VULNERABILITIES, THREATS AND RISKS BY
PERIMETERS
In this section, we analyze security flaws in the different
predefined perimeters of the factory. Table 4 will be used as
a support in the following sections.

1) MANUFACTURING-PRODUCTION
The critical equipment in the manufacturing area can be
reduced to the ICS. From a proprietary and isolated architec-
ture, ICS have become an open and standard platform highly
interconnected with the corporate and public networks [15].
New features such as remote access to networks and devices
has appeared, thus making possible a wide range of cyber-
attacks. Moreover, these systems are now available over the
Internet.
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From 1997 to 2015, the number of vulnerabilities rose
from 2 to 189 according to the Kaspersky report in 2015 [15].
Most of the vulnerabilities in production are called zero-day
because the developers just discover the existence of the flaw,
while a patch to fix has not been released yet.

The usual reasons behind this are highlighted in [10]:
• In factories, the devices run for weeks or months without
any security updates or antivirus deployment;

• Multiple pathways for intrusion (laptops carried in and
out, USB sticks, etc.);

• No isolation between the different networks.
In this area, the most common threats intend to com-

promise availability and integrity, notably by physical
destruction, DDos attacks, Malware and worms, zero-day
attacks.

Physical destruction can enter the category of typical sab-
otage of industrial equipment. In the manufacturing area,
DDoS attacks mainly focus on the routing with relay attacks,
selective forwarding, grey hole, black hole or botnets which
will affect availability.

Malware and worms will slow down operational perfor-
mance to get sensitive information or to modify equipment
behavior in order to compromise integrity. Behavior mod-
ifications can take many forms, such as the alteration of
the communication protocols by exploiting their weaknesses
regarding authentication and data integrity.

Passive traffic analysis can also be used to steal confiden-
tial information. Themethod used can be the injection of code
in operational applications to corrupt the control measures,
perform end user piracy, and then access the data.

Privilege escalation can be achieved by taking advantage of
security flaws in the software. In 2015, IBMX-Force research
reported that 45% of all attacks focused on unauthorized
access.

The easy mobility of in-plant operators and their numer-
ous interactions with mobile terminals (laptops, smartphones,
tablets) increase the risks related to these threats.

Configurations and access controls of the applications and
devices must be checked rigorously in this area.

2) LOGISTICS
In the Logistics area, there are numerous wireless devices
which have some vulnerabilities, such as [24]:
• Wifi networks, especially when not encrypted;
• Business applications that still use HTTP protocol;
• Installing of malicious applications.
Network vulnerabilities (unencrypted wifi, HTTP, etc.)

expose almost all information sent by the devices to hackers.
For handheld terminals, all data scanned with the bar code
scanner such as references, serial numbers, destinations of the
products, as well as information about the IT infrastructure,
such as the servers and the databases, are concerned.

Installation of malicious applications could be the source
of malware attacks. As an example, HummingBad and Hum-
mingWale affect android devices, and deploy applications for
collecting personal data that are sold along the way.

3) ACTIVE SUPERVISION
TheActive Supervision area belongs to the corporate network
and includes mostly desktop hardware. Some possible flaws
in this area are [15], [24]:
• The absence of antivirus software or signatures that are
not updated could infect all the ICS through the Internet,
and make it unavailable;

• People not sufficiently attentive to security, who click on
malicious links;

• Computer not locked when leaving the office;
• Access to unauthorized files/websites/data;
• Connection of external devices;
• Installation of unlicensed/hacked programs.
These previous vulnerabilities could be the source of sev-

eral threats such as:
• Social engineering attacks (phishing);
• Attacks over the network;
• Virus, malware, worms, and ransomwares;
• Hardware and data theft, loss or break;
• Data transfer from and to unauthorized devices.

4) RESEARCH AND DEVELOPMENT
This area contains innovative equipment that can become the
source of potential threats due to the lack of perspective on the
technologies used. This area can also be the target of attacks
due to confidential and valuable information that the attackers
could find.

5) LIVING AREA
In the living area, the main equipment retrieved is VoIP
phones. Even if VoIP saves on network costs for compa-
nies, it also brings new security threats and risks. Some
of these risks are common, such as DoS attacks that
overwhelm the VoIP server with Session Initial Proto-
col (SIP) call-signaling messages. Such attacks are dangerous
because they do not necessitate a penetration of the whole
network.

Viruses and malwares can also affect VoIP phones because
VoIP configurations use softphones. With VoIP networks,
mobile malware is also an issue because many users make
VoIP calls with their smartphones. This means that, once the
malware infiltrates the smartphone, it can access and steal
valuable information.

Another threat is ‘‘vishing’’ which is the voice-based coun-
terpart of malicious email phishing. Employees, suppliers and
clients are tricked into sharing sensitive information.

Phreaking is when a hacker accesses the business VoIP
network, and uses it in order to steal business data, change the
network plan or make expensive calls, thus causing expensive
service provider bills.

Eavesdropping is also a common cybersecurity threat
which is very challenging to overcome. The hackers succeed
in accessing VoIP calls and listen to them by capturing unen-
crypted VoIP traffic. In this way, they are able to perform
identity theft, and also VoIP service theft.

VOLUME 9, 2021 23243



V. Mullet et al.: Review of Cybersecurity Guidelines for Manufacturing Factories in Industry 4.0

The last threat is Spam Over Internet Technology (SPIT).
For the hackers, it consists in capturing thousands of VoIP IP
addresses, and then sending voicemail to a VoIP system.

6) EXTERNAL AREAS
External areas are divided into two categories which are
physical and virtual.

a: PHYSICAL
The physical external area is made up of surveillance IP
cameras, which belong to the Internet of Things. Threats for
these types of devices are:
• Influence of the routing protocol operation mode with
jamming and interference in order to disrupt the
communications.

• Exhaustion of resources by using vulnerabilities in soft-
ware that control the devices or with malicious code
(malware).

• Manipulation of routing information to influence the
traffic, as in a Sybil attack [14]. These attacks are gate-
ways to others, such as black hole or DoS.

• Side-channel attacks to expose device information (bat-
tery, memory) or routing information and topology to
identify vulnerable equipment in the infrastructure.

• Injection of dummy/fake nodes capable of executing
code or injecting illegitimate traffic in order to control
large areas of the network or perform eavesdropping.

• Poor access control causing unauthorized access to
protected resources.

b: VIRTUAL
The second category is the virtual external area which
regroups everything related to cloud computing. This latter
is interesting due to the low cost investment, and the easy
deployment it offers to companies. Many organisations use
cloud computing as storage for their data, and also to host
some processes. It can even be used in IoT to acquire sensor
data, but also as a way for customers to manufacture a product
through a shared network of suppliers throughout its life
cycle. Behind these innovations appear these threats:
• DDoS attacks by using vulnerabilities inside scheduler
component of some hypervisors to charge the service,
and make it unavailable [14].

• Malware injection to replace a legitimate cloud instance
service like a virtual machine, with a malicious one to
get access to exchanged data.

• Side-channel attacks which stress machines to study
electromagnetic emanations and access their resources.

• Shared memory attacks which analyze cache or main
memory to get technical information about the infras-
tructure, running processes or to access the memory
dump of virtual machines.

• Social engineering attacks which capture information
from the clients of the different applications. The objec-
tive is to get sensitive data such as accounts, passwords
in order to host malicious services in the cloud.

Most of these attacks are part of advanced persistent threats
(APT), which can be performed mainly by attackers with
experience and resources.

V. CYBERSECURITY SOLUTIONS FOR FACTORIES
This section will afford a detailed review of some existing
solutions against cybersecurity threats. These solutions have
been selected in order to present the main trends regarding
the classical and innovative solutions that may apply in the
different perimeters defined in this paper.

The following two notions are necessary for a better under-
standing of the presented solutions: countermeasures, and
long term solutions from the literature.

A. DEFINITIONS
1) COUNTERMEASURES
Countermeasures can be seen as the short term way to defend
against a threat or an attack. They represent a set of actions
and techniques to eliminate a threat or prevent it, in order to
limit the harm that it could cause. They can also help to report
the threat so that corrective action can be performed [10].

2) SOLUTIONS
Solutions are the long term way to deal with threats. They
are often defined with different names such as approach,
methodology and architecture. They represent a complete set
of actions protected against different types of cyberattacks.
These solutions can be classified into three categories [15]:
security evaluation tools, intrusion detection and prevention
technologies, and also ICS risk management.

Security evaluation tools are able to provide safe exper-
imentation with realistic test scenarios (attacks, infections,
etc.) in order to spot security issues before production.

Intrusion detection and prevention technologies highlight
the approaches to secure ICS by introducing new components
or by upgrading the existing architectures. ICS risk manage-
ment proposes guidelines, standards and metrics for ensuring
security protection implemented against evolving threats.

B. CYBERSECURITY COUNTERMEASURES
According to [10], the following three-level approach can be
used to guarantee the security of industrial control systems:
• Perimeter hardening by isolating plant network from the
office network, using firewalls and DMZ;

• Multi-layer defense on the network to contain attacks;
• Isolate remote users in a separated zone/network.
These measures allow protection against unwanted

accesses from and to the Internet, but are also used to separate
services and areas between the systems in the factory. Encryp-
tion is the most popular of these measures and is available at
multiple levels:
• Encryption of communications to avoid tampering and
information disclosure;

• Encryption of stored data to avoid repudiation attack;
• Encryption of data streams to avoid all previous issues.
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To be efficient, all countermeasures must be continuously
updated,including encryption protocols, firewall signatures,
security controls (patches), monitoring (logs analysis).
Table 5 describes the most popular countermeasures sum-
marised from [10], and how they can help in preventing
cyberthreats.

TABLE 5. Countermeasures for cybersecurity in Industry 4.0.

C. CYBERSECURITY PROPOSALS REVIEW
This section will highlight and present in detail some of
the current cybersecurity solutions available in the literature
(see table 6). For each solution, we report its purpose and
design structure, and also the value that can be given to this
solution.

1) CONTROLLED INDUSTRIAL ENVIRONMENT RESEARCH
a: PURPOSE
Modern companies require both logical and physical solu-
tions for their information security. Despite the efficiency
of logical controls, they are virtual and there is an interface
which can get out of the system control and compromise it.
This interface may be a human, and the breach appears when
information is exchanged verbally. Moreover, the explosive
growth of wireless networks in information system archi-
tectures has increased the possibility of information leaks
even more [25]. For these reasons, [22] proposed to create a
physical information security. This solution takes the form of
‘‘Protected Areas’’ (see Fig.5), which are spaces where sen-
sitive and valuable data can be safely exchanged acoustically
or visually.

b: DESIGN AND APPROACH
This solution has the following objectives:
• Prevent access to unauthorized people;

FIGURE 5. Protected area for controlled industrial environment research.

• Stop information spread at protected areas walls;
• Homogeneously protected and controlled environment.
To achieve these goals, three layers of solutions are pro-

posed. The first layer is made of conventional methods used
for the defense of protected facilities: authentication at entry,
people screening, definition of authorizations, and safeguard-
ing systems.

With the first layer, we can be sure that only authorized
people are in the area, but there is still a risk because infor-
mation can still be ‘‘seen’’ from the outside.

The second layer helps to prevent the spread of information
outside the protected zone through physical characteristics
(visual, sound, radio) using acoustic shielding, visual shield-
ing and radio shielding.

The last layer is dedicated to maintenance in the context
of this security proposal, which proceeds through continuous
maintenance and an independent defense system.

The idea behind the maintenance is to keep the homogene-
ity of the environment, search for foreign objects and monitor
radio signals. A self-sustaining, safeguarding and monitoring
system was also advised to complete the security of these
protected areas.

c: FINDINGS AND VALUE
The author suggested that even if new technologies introduce
new threats, the preparation and creation of these controlled
areas among other actions could allow the maintenance of
integrity, confidentiality and availability in the long term.

2) SOFTWARE DEFINED NETWORKING FIREWALL FOR
MANUFACTURING EXECUTION SYSTEMS (MES)
a: PURPOSE
Manufacturing execution system (MES) is the intermediate
system between ICS and corporate applications such as the
enterprise resource planning (ERP). It improves the trans-
parency of the manufacturing data. Sensor data can be used to
calculate performance indicators in real time or tomonitor the
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TABLE 6. State of the art of cybersecurity solutions for Industry 4.0.

status of the machine and quality of manufacturing processes.
The enhancement of IT system interconnectivity exposes
devices like PLC to cyberattacks, which could disturb pro-
duction or infect other systems. Most common attacks in the
case of MES are based on network scanning / probing where
defence-in-depth is an effective countermeasure. Cybersecu-
rity standards usually proposed network architectures divided
into multiple segments with firewalls between them to min-
imize security risks. Considering the need to define config-
uration rules in a flexible and secured manner, the software
defined networking (SDN) is likely a key technology in this
regard [26], [27]. Another recent related proposal focusing
on network performance is presented in [28]. SDN is a
technology which can alternate the network, unlock critical
intelligence and help deliver new services to run on-demand
applications. It gives a clear overview of the network architec-
ture to administrators and allows users to control the network
architecture programmatically. That means it is be possible
to modify the network access on demand, and minimize the
exposure of ICS networks to attackers. In this context, [29]
has proposed a protective network structure based on a SDN
firewall specifically designed for industrial networks, without
compromising network flexibility (Fig. 6).

b: DESIGN AND APPROACH
The proposed solution targets three objectives:
• Creation of segments without reconfiguring existing net-
works, while using a DMZ vertical integration.

• Development of unidirectional access mechanisms
(access to server only when a client needs a connection).

• Reduction of loopholes in access rules due to frequent
device insertion or replacement in some areas.

The SDN firewall has two main functions, which are:
• Packet filtering based on access rules application to a
group of devices automatically.

FIGURE 6. Software defined networking firewall for manufacturing
systems.

• Bridge between network interfaces to avoid any change
in the existing network configuration.

This packet filtering function means that only the appli-
cations that are in a white list can access industrial control
devices. The white list is managed by network administrators,
whose management task is greatly simplified, as this is the
only thing to do in order to comply with security standards
for ICS.With regard to the components, the firewall contains:
• The transparent firewall which enforces access rules and
implements an access control system based on OPC UA
standard.

• The firewall controller which keeps the configuration of
the manufacturing system, and manages the rules.

The OPC UA standard (Open Platform Communication
Unified Architecture) used in the access control of the
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transparent firewall is a machine-to-machine communication
protocol for industrial automation.

It is an evolution of the original OPC protocol which is
better suited to meet emerging needs of industrial automation
for Industry 4.0. Its most notable innovations are:
• Multi-platform implementation;
• Scalability (smart sensors, smart actuators, etc.);
• Multi-threaded or single threaded;
• Improved security (new standards);
• Configurable time-outs;
• Chunking of big datagrams.
The security in OPC UA consists of authentication,

authorization, encryption and data integrity via signatures.
Moreover, the communication stack uses firewall-friendly
transmissions, which explains why this standard was used to
design the SDN firewall.

c: FINDINGS AND VALUE
The author confirmed that the solution was tested in a virtual
network of a complete environment (OPC client/server with
exchange of machine data), and the firewall was able to
prevent security scanners from acquiring application port and
other OS level details of the OPC server.

The prototype implementation was able to complement
security features in the OPC UA standard, and provided a
holistic security solution for ICS networks.

3) CYBERSECURITY FRAMEWORK FOR IoT
a: PURPOSE
Internet of Things (IoT) is a term which associates multiple
technologies related to sensor development and machine con-
trol. In the context of Industry 4.0, they are becoming popular
due to interconnection between data from the industrial shop
floors, and the possibility of providing run time feedback
from the systems. Their usage leads to the new concept of
Cyber-Physical Systems (CPS), which are associated with
IoT implementation, and refer to the use of sensors to gather
data, process them and use them in the cyber world. The
main drawback which impedes their complete adoption is
their weaknesses regarding cybersecurity, which is due to
the heterogeneous connectivity and resulting threats (privacy
violation, etc.), and may bring about major consequences to
IoT technology users [30]. According to [31], these systems
should be designed and operated under a unified view of
safety and security characteristics. In the context of the smart
factory, one of these threats could result from the weaknesses
related to the use of cloud computing. Considering this situa-
tion, an ontology-based cybersecurity framework for IoT was
proposed by [32].

b: DESIGN AND APPROACH
The proposed framework focuses on:

• Company-side monitoring.
• Security analysis and classification in a knowledge base.
• Security service design.

• Improvement of security mechanisms regarding busi-
ness processes and technology assets.

Figure 7 is a representation of the framework architecture.
It is divided into three layers: two layers dealing with cyberse-
curity at design and run time, and the integration layer used at
both steps. The concept of the design layer is the following:
it is supposed that a company needs to implement specific
services at any time in addition to those already in use, which
requires adaptation to meet device constraints.

FIGURE 7. Ontology framework for IoT cybersecurity.

The MDSEA (Model-Driven Service Engineering
Architecture) is a software development methodology which
focuses on creating and exploiting conceptual models (in the
case of the framework: business models, technology inde-
pendent and specific models) related to a specific problem.
By using this methodology, the design layer is able to gen-
erate code from high level of abstraction to accelerate the
service design and adaptation, and also the deployment time.
Then, company managers can collaborate with developers to
participate in the creation of the new functionalities.

The run time layer has two objectives: monitoring and
updating the knowledge base. Monitoring consists in detect-
ing intrusions, data theft, viruses, and other attempts of
security flaw exploitation. All these situations are analyzed
to identify the suitable solutions from the pool of security
services of IoTSec in order to recover the system and improve
cybersecurity. The updating consists in adding detected
threats and security analysis to the knowledge base, thus
preventing those threats to appear again. The data integration
layer provides information about threats and vulnerabilities
using the IoTSec ontology, which is a continued work of [33].

c: FINDINGS AND VALUE
Finally, the authors consider that ontology in cybersecu-
rity improves effectiveness in security operations, and helps
analysts to extract relevant information to characterize the
vulnerabilities. However, some open issues still exist before
obtaining a multi-layered cybersecurity intelligence ontology
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FIGURE 8. Direct-to-machine approach for cyberphysical system in
manufacturing.

able to understand potential threats against the cybersecurity
landscape, which is always changing.

4) DIRECT-TO-MACHINE APPROACH FOR CYBERSECURITY
IN CYBER-PHYSICAL SYSTEMS
a: PURPOSE
Long value chains are one of the biggest security concerns
in Industry 4.0. Information Technology (IT) paradigms do
not reflect the particular circumstances encountered in the
Operation Technology (OT).

Many types of data are accumulated during the production
part, and are used for quality checks and predictive mainte-
nance. However, only some of them are critical for protection.
An OT solution should focus on: bill of materials, design
information and control parameters [34].

In the manufacturing environment, the architecture
currently in use is typically entirely separated from the
production environments, with manufacturing devices air-
gapped. There is no control over subcontractors in multi-step
manufacturing when data leaves the server.

In the same way, the operators are unsupervised once data
is received and many issues arise, such as data corruption.
As it was established by [35], the threats exposed in additive
manufacturing stretch across digital manufacturing devices
of all shapes and sizes. Therefore, a new paradigm is pro-
posed by [34]. It intends to limit and protect information
flow in subcontracted floor devices to complement perimeter
security.

b: DESIGN AND APPROACH
This new manufacturing information architecture is based on
the holistic approach that data should be sent directly to the
relevant manufacturing device. This approach is also called
Direct-to-Machine communication (see Figure 8). The fun-
damental security problem behind this is about authentication
and authorization:

• Is the request sent to the device authentic?
• Is the actor authorized to send this request?

To solve this issue, the proposed architecture is made up of
two components. The first one is the Encryption with aManu-
facturing Security Enforcement Device (MSED). It relies on
asymmetric cryptography. The public key is used to verify
that the actor or entity actually has the appropriate private key,
thus authenticating it.

The second one is software called comptroller that runs on
a manufacturing network and authorizes each action taken.
It takes input data, provides a key and stores output data.
The output data are added at the end of a virtual document
which is the record of provenance for a produced part. Then,
the transmitted data between the comptroller and the manu-
facturing device will be handled by aManufacturing Enforce-
ment Device (MSED), of which the complete overview can
be found in [36]. The MSED sits in front of the manufactur-
ing equipment and authenticates manufacturing instructions
coming from the cloud by verifying both instruction data
integrity, and comptroller identity and authorizations. To that
end, the best method is to use encryption and unique data
signatures ensuring that the data source is authentic. Another
requirement for the MSED is to have a secure Operating Sys-
tem (OS). Common OS for embedded systems are Microsoft
WindowsTM or LinuxTM. They provide a large range of
tools, but are vulnerable to zero-day attacks which can be
devastatingly effective. The authors [34] mentioned smaller
OS such as SeL4, which was formally verified to be secure.

c: FINDINGS AND VALUE
A prototype MSED device using the SeL4 micro-kernel was
completed with ‘‘True Secure SCADA, LLC’’, and was con-
firmed compatible for general industrial control as well as
manufacturing.

The direct-to-machine communication has solid arguments
to overcome cyber-physical security challenges, notably:

• its characteristics (authorization, monitored operator
control, device support, distributed responsibility, loca-
tion independent).

• its contrast with existing solutions (integrated security,
layered encryption, always up-to-date, integrity protec-
tion, minimum sharing).

• its role in building responsive manufacturing environ-
ment (detailed tracking with comptroller, collaboration,
distributed manufacturing, automation).

One of the challenges regarding the adoption of this
approach is the will to handle cyber-physical security rises,
or that IT departments recognize manufacturing equipment
as another digital component in the protects. In Industry 4.0,
these devices are no longer separate from the data flow, and
the direct-to-machine approach acknowledges that fact.

5) ENSEMBLE INTELLIGENCE IN ADVANCED
MANUFACTURING
a: PURPOSE
Traditional cybersecurity architectures focus on mechanisms
that provide confidentiality, authenticity, integrity, access
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control and non repudiation in order to prevent network intru-
sions and attacks. However, the current security landscape
is characterized by attacks which constantly evolve, and are
voluminous, fast, persistent and highly sophisticated.

For critical systems belonging to Industry 4.0, the need
for autonomic detection and response to cyberattacks is nec-
essary in order to get a robust cybersecurity with in-depth-
defense. A cyberattack detection algorithm was proposed
by [37] to defend Industry 4.0 systems, as well as other
Internet-driven systems. It is based on ensemble intelligence
with neural networks to operate a classification output pro-
viding feedback to active response mechanisms. The under-
lying objective is to show how computational intelligence
approaches can be used in the Industry 4.0 cybersecurity.

b: DESIGN AND APPROACH
Usually, cyberattack detection systems require algorithms
that collect and analyze data generated by various events
occurring within a cyber environment. One of their main
issues is the lack of accuracy, and inaccurate results can
impact the system performance negatively and lead to secu-
rity issues (false alarms, unnoticed intrusions, etc.).

Computational intelligence Systems (CIS) are adaptive
systems with decision making capabilities, and they are
specifically designed to handle large volumes of noisy data
in their decision process. Therefore, they seem to be a logical
choice when designing new algorithms for detection systems.
These systems use technologies such as machine learning
and deep learning which are able to accurately discover
essential differences between normal data and abnormal
data [38], [39].

The proposed algorithm is called Neural Network Ora-
cle (NNO) classification algorithm, and it is made up of three
components: neural networks, genetic algorithm and Neural
Network Oracle.

Figure 9 is a representation of the ensemble intelligence
framework which uses the NNO classification algorithm
in the context of predictive detection of cyberattacks for
advanced manufacturing.

Neural networks also called Artificial Neural Networks
(ANN) are inspired by biological processes, and are used
to solve artificial intelligence problems. One of their most
interesting features is self-learning based on training with
data. In the NNO, a collection of neural networks will train
with a first set of audit data. Then, the output of this first
classification will be sent to the NNO.

The genetic algorithm (GA) draws its inspiration from the
biological evolution process, and the ability to adapt over
time within changing environments. In the NNO algorithm,
the GA is responsible for finding the most optimal parameters
in order to reduce the error rate, and increase the accuracy.
To obtain these optimal parameters, a fitness function evalu-
ated with neural network responses is used.

The neural network oracle is trainedwith a secondary set of
data made up of outputs from the previous neural networks,

FIGURE 9. Cyberattack predictive detection with ensemble intelligence in
advanced manufacturing.

and the original set of data. To minimize errors, it uses the
optimal parameters provided by the genetic algorithm.

c: FINDINGS AND VALUE
The author integrated the ensemble intelligence frame-
work based on NNO classification into a Sofware-Defined
CloudManufacturingArchitecture (SDCM) [37]. The SDCM
is divided into 3 layers: virtual, control and distributed
hardware.

As the control layer is the one with the deepest insight
into activities and communications, it will be used as data tap
points. The control layer will feed the Ensemble Intelligence
Framework (EIF) with streaming data, and the EIF will be
responsible for analyzing sensed data and responding to the
anomalies detected.

In terms of performance, the NNO was trained and tested
with the CUP99 intrusion detection dataset, and it showed
good classification performance. It was concluded that it
could be coupled with active response mechanisms in the
context of Industry 4.0 to stop cyberattacks.

6) BEHAVIORAL MODELS AND CRITICAL STATE DISTANCE
NOTION TO PROTECT INDUSTRIAL CONTROL SYSTEMS
a: PURPOSE
Industrial control systems (ICS) have been increasingly tar-
geted by hackers since the beginning of the 21st century due
to potentially significant damage that they could inflict on
the system and its environment in case of success. The ICS
network can be divided into three levels [40], [41]:
• Level 0: Operative part with sensors/actuators;
• Level 1: Control part with PLC/HMI;
• Level 2: Supervision with control room/SCADA;
IT solutions such as firewall/DMZ are usually used in the

level 2 and higher to protect from DDoS attacks or Man in
the Middle attacks (MITM). The solutions in this layer work
because it is very similar to traditional IT infrastructure.

However, these solutions do not work on real time layers 0
and 1, which have their own inherent attacks (random attacks,
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false data injection). Four types of attacks are considered,
namely direct, sequential, temporal and Over-soliciting.

An innovative methodology was proposed by [13], and
is based on the concept of ‘‘automation knowledge’’. This
is a deepening of [40] from the same author. The solution
will be dedicated to protecting low level elements (level 0-1)
like PLCs, sensors of the Computer-Integrated Manufactur-
ing (CIM) architecture by taking into account safety and
security aspects. The final objective is to be able to detect
malicious orders sent by the PLC.

This approach can be considered as a last shield to protect
the system from cyberattacks by supposing that the hackers
have already crossed previous levels of defense.

b: DESIGN AND APPROACH: MODELS AND FILTERS
The first step is based on behavioral models [42], which
represent the normal way of functioning of the system. It is
divided into four parts:

• Risks assessment to determine critical areas to protect
(Prerequisite).

• Parameter identification (Offline).
• Control filter model generation (Offline).
• Operation mode where detection mechanisms are
performed (Online).

The risk assessment is a prerequisite. The methodology
assumes that a risk analysis was carried out on the system.
This analysis must highlight the events feared for the sys-
tem and induce which part of the ICS must be protected
as a priority (list of I/O to model). These I/O are the PLC
inputs/outputs.

Parameter identification consists in creating the states
based on the I/O list from the risk assessment. This will help
to define both the perimeter and the states used in behavioral
models. Mathematically, these states are defined with combi-
national constraints based on sensor and actuator values. The
following types of states are considered in an ICS:

• Optimal states (Respect control law, physical system
constraints).

• Dangerous (Respect only physical system constraints).
• Prohibited (Degrade physical system).
• Reachable (All possible states).
• Unreachable (Impossible states).

Then, temporal constraints must be determined to identify
temporal attacks. These temporal specifications add another
dimension to the characterization of the system behavior,
and add another level of protection for the ICS. Usage of
combinational and temporal constraints is needed to ensure
efficiency of the detection algorithms.

The generation of the control filter model aims at modeling
the industrial system with the process and control model. The
operation step corresponds to the availability of both control
and report filters in the ICS. These filters must be located just
after the sensors to guarantee the integrity of the orders, and
to detect any malicious behavior (see figure 10).

FIGURE 10. Filters overview (implementation, conception, role) in the
behavior model approach for ICS protection.

The next question is to determine the protection level
desired with these filters. Three layers of security are
considered:
• Security of goods and people: guarantee a set of states
where the system can evolve without danger.

• Quality: guarantees correct execution of the control law,
and monitors the system.

• Equipment protection: monitors the solicitation of the
actuators with orders that are too strong or frequent
(to prevent fatigue, breakdown, and reduce maintenance
on equipment).

c: DESIGN AND APPROACH: DETECTION BASED ON
DISTANCE AND TRAJECTORY
The filters described in the previous paragraph allow the
implementation of rules, but they can stop attacks only one
step before reaching a critical state. A detection mechanism
of deviations from normal behaviour is needed to complete
the methodology. This mechanism is based on three notions,
which are distance, shortest path to critical state and trajec-
tory. Figure 11 is a simplified representation of the proposed
detection mechanisms.

The notion of ‘‘distance’’ is related to the ICS states, and
was introduced in [43]. It represents the gap between the
current state and a set of critical states, which are all states that
the system must not reach. This concept is very interesting
because it gives indications to operators about the proximity
with the critical area. The ‘‘shortest path to critical state’’ is
the smallest number of orders which have to be applied before
reaching a critical state. The general purpose is to compute,
for every reachable state, the nearest distance with a critical
state. These computations are done offline and integrated
into the filters to perform the detection algorithm, while
taking into account real time constraints. The last notion is
‘‘trajectory’’ which is complementary to the distance concept.
Distance gives only punctual information for the system, but

23250 VOLUME 9, 2021



V. Mullet et al.: Review of Cybersecurity Guidelines for Manufacturing Factories in Industry 4.0

FIGURE 11. Detection mechanism based on distance and trajectory for
filters to protect ICS.

trajectory is defined as ‘‘the evolution of distance according
to state sequence or time’’.

The following detection mechanisms can be implemented
with the distance/trajectory approach:
• Context detection;
• Anomaly detection (combinational and temporal);
• Equipment degradation.
The main advantage of the proposed mechanisms is to

prompt operators, anticipate the deviations and detect abnor-
mal behaviors at their earliest stage.

d: FINDINGS AND VALUE
The author confirmed that the approach showed good results
for detection of cyberattacks that affect physical systems. The
improvement was the blockage of the orders before leading
the system into a critical state, and the detection of sequential
attacks using combinational and temporal constraints. How-
ever, some improvements were suggested, such as:
• The use of a security/safety approach to improve effi-
ciency and the number of attacks taken into account.

• Consideration of system evolution between two stable
states.

D. HONEYPOTS AND OTHER INNOVATIVE SOLUTIONS
1) OVERVIEW
Several original innovative solutions are available in the
literature, such as the immune system for cybersecurity in
Industry 4.0 [44], to mention few. However, in this paper we
will focus on two popular approaches: honeypots and digi-
tal twins. Honeypot systems are passive monitoring systems
with early warning capabilities for production environments
and critical infrastructure. Their core functionality is to give
alerts if the infrastructure has been breached by hackers or
malware-related activities. Technically, a honeypot consists
of data that seem to be a legitimate part of the system with
valuable resources for attackers. However, in fact, the honey-
pot is isolated and monitored to block or analyze attackers.

Concretely, the honeypot concept is about baiting attackers.
The main benefits from this solution are:
• Awareness of the fact that someone or something is
trying to exploit your business critical systems.

• The attacker is wasting precious time attacking a fake
system, instead of the real infrastructure.

• The security team has more time to stop the attack.
• Your companywill not waste time on false positive alerts
as there is no reason for any communication from or to
the honeypot system.

2) HONEYPOT BASED SOLUTIONS
Existing honeypot-based solutions are usually distributed
systems able to collect and analyse the information related
to threats or attacks [14]. The purpose of this analysis is to
determine the type of attack, the existence of infected devices,
as well as the activities carried out on the system.

a: ThreatMatrix BY ATTICA NETWORKS
ThreatMatrix is the major existing honeypot-based detection
platform able to detect real-time intrusions in ICS/SCADA
systems, and in IoT environments [14]. Its flagship, BOTsink,
is able to detect APT (Advanced Persistent Threats) without
being detected by attackers. Some other features are also
included such as software images to simulate SCADAdevices
and their protocols, and make them indistinguishable from
real ones.

b: ICS HONEYPOT BY INDUSTRIAL DEFENICA
In 2018, a global study conducted by the Ponemon Institute
on behalf of IBM found out that the average amount of time
required to identify a data breach is 197 days. Moreover,
the most famous attacks in industrial environments involved
hackers in the network for at least three months. Based on
these results, Industrial Defenica proposed a high interaction
ICS/SCADA industrial honeypot.

This solution uses advance deception technology able to
present fake units based on templates (PLC, Ethernet-to-
serial device) on the network.More than 3500 various devices
can be faked (protocols, services, open ports, etc.), and these
faked devices can communicate with real ICS equipment.
Many steps are necessary for attackers to determine if it is
a real device, and these steps would alert the security team
that someone is intruding into the infrastructure.

To provide the best possible threat data, a global ICS Indus-
trial Honeypot network has been created to get feedback from
deployed solutions, as well as to improve data, equipment
support, better equipment profiles in order to maintain them
as believable simulators.

3) DIGITAL TWINS FOR CYBER-PHYSICAL SYSTEMS
Digital twins was recognized as a top strategic technology
trend in 2019 by Gartner [45]. Here, we focus on some
use cases that show how they can strengthen the security of
cyber-physical systems.
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a: DEFINITION
The standard definition of digital twins is that they are vir-
tual replicas of physical objects which make it possible to
monitor, visualize and predict the states of cyber-physical
systems [45]. In the context of information security, [45] pro-
posed a uniformed definition based on the literature: a digital
twin is ‘‘a virtual replica of a system that accompanies its
physical counterpart during phases of its life cycle, consumes
real-time and historical data if required and has sufficient
fidelity to allow the implementation of the desired security
measure’’. Another term is also mentioned regarding digital
twins: the digital thread. In [45], digital thread is defined as
‘‘the unbroken data link through the life cycle of a system that
can be utilized to generate and provide updates to a digital
twin’’.

b: USE CASES IN MANUFACTURING DOMAIN
Multiple use cases were identified for digital twins role in
securing manufacturing systems:
• Secure design of CPS;
• Intrusion detection;
• Detection of misconfiguration (hardware and software);
• Security testing;
• Privacy;
• System testing and training;
• Secure decommissioning;
• Security and legal compliance;
To design more secure CPS, the idea is to use digital

twins in combination with a virtual environment in order
to analyze how the system behaves under attacks. Thereby,
engineers could estimate potential damage, thus facilitating
the design process of security and safety mechanisms to pro-
ducemore robust and fault-tolerant CPS architectures. Digital
twins could also help to reveal weak spots in the architecture
or unnecessary functionalities in the devices, which could
expose them to an intrusion.

Digital twins can also help to implement intrusion detec-
tion systems (IDS). Indeed, [45] presented a passive state
replication approach which aimed to replicate a state from a
physical device to a digital twin. This allows the digital twin
to mirror the behavior of the real CPS during operation. Then,
it is required to implement a behavior-specification-based
IDS where the CPS normal behavior is correctly defined
to detect any modifications. This technique yields a low
false-negative rate and can detect some attacks that were
unknown at the time the legitimate behavior was defined.
Finally, intrusions can be simply detected by comparing
inputs and outputs of physical devices and their associated
digital twins.

As digital twins are the result of a hardware and soft-
ware emulation of devices, they mimic similar functional-
ities. The detection of misconfiguration in hardware and
software consists in observing different behaviors between
the digital twins and their physical counterpart. If a differ-
ence is observed, it could be indicative of malicious actions.
Contrary to traditional configuration data analysis where

only the software is checked, this use case also applies to
hardware.

Security tests in OT environments are critical because they
are conducted on live systems, and can cause severe dam-
age or business interruptions. Normally, testbeds are used to
avoid interference, but their maintenance is costly in time
and effort. Digital twins make it possible to perform security
tests virtually instead of conducting them on the real systems.
Of course, fidelity of the digital twin is a critical point, and
this use case could also apply to the engineering phase to fix
vulnerabilities early in CPS. In operational phases, the use of
a digital twin as a honeypot system could alsomake it possible
to test the security of the CPS against real attackers, and help
to reinforce the real CPS security.

The concept of digital twins can also help to protect pri-
vacy, for example in assisting the controllers or processors to
meet General Data Protection Regulation (GDPR) require-
ments. For example, an insurer offering an insurance product
based on the data obtained from the digital twins of smart
cars. As the digital twins use some methods to classify data
which can be anonymized prior to data transfer to the owner,
then privacy rights can be preserved.

As digital twins are virtual and run in an isolated environ-
ment, they can be used as a testing and training platform. This
platform could serve for testing new defense or to train on
how to respond to cyberattacks. The main idea is to launch
attacks against the digital twins from the virtual environment
for testing and training purposes.

When the end-of-life of ICS and CPS is reached, the com-
ponents must be disposed of in a secure manner. Multiple
aspects must be considered, such as confidentiality require-
ments on data, as well as the costs associated with the sani-
tization. Digital twins could facilitate the secure disposal of
physical devices. However, they may be affected by unautho-
rized access. Therefore, it is important that the digital thread
be cut off and archived properly.

Regulatory requirements for operators of CPS seem to be
increasing, that is why digital twins could help by providing
an accurate reflexion of CPS through their entire life cycle to
allow continuous monitoring and documentation of security
aspects.

VI. CYBERSECURITY GUIDELINES FOR FACTORIES
This section will promote what we consider as guidelines
for cybersecurity in Industry 4.0. To achieve that goal,
the approach will be structured the following way:
• Guidelines mentioned in the literature.
• Standards and methodology from official organisations.
• Policies required to build a strong cybersecurity.
• Good practices (technical and organisational) summa-
rized from multiple institutions.

The cybersecurity institutions considered in this section
are ENISA (European Network and Information Secu-
rity Agency), ANSSI (French National Cybersecurity
Agency) and NIST (National Institute of Standards and
Technology).
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A. STATE OF THE ART
A general view of cybersecurity guidelines found in the liter-
ature was proposed by [10], and presented in four axes:
• Provide support for connected products;
• Define a security approach;
• Fix set of actions guaranteeing information security;
• Define/respect a specific policy when implementing
new industrial security services.

1) SUPPORT FOR CONNECTED PRODUCTS
In manufacturing industry, support for connected products
must be provided by the company in some specific fields:
• Cybersecurity consulting to get advice and guidance
regarding strategy at the top level;

• Risk management to prevent cyberattacks;
• Threat monitoring to monitor and provide the tools able
to detect cyber threats;

• Cyber incident response to prevent future attacks, and
limit the damage;

• Training to limit likelihood of the attacks taking place;
• Cybersecurity packages related to products being sold
(for example, a subscription could include anti-malware
software as a service to offer monitoring, detection and
training).

2) SECURITY APPROACH LEVELS
The definition of a security approach should pay attention to
multiple levels, notably network, transport and application.
The network level should provide a secure and trustworthy
connection. The transport level will guarantee that transmit-
ted information cannot be read, and will authenticate source
and destination sides. Finally, the application level is sup-
posed to ensure security on the information transmitted even
if there is no encryption at the transport level.

3) SET OF ACTIONS FOR INFORMATION SECURITY
To guarantee information security, multiple actions should be
performed:
• Ranging information sources;
• Classifying objects to protect;
• Description of threats arising in case of unauthorized
access or change of information;

• Description of how to prevent unauthorized access;
• Description of how to fix information change and stop
current unauthorized access.

4) POLICY FOR INDUSTRIAL SERVICES IMPLEMENTATION
When implementing new industrial security services, it is
necessary to follow four steps:
• Design the service based on the knowledge of the
automation system and its operational environment.

• Define the service operations addressing customer
needs.

• Implement a DevOps approach able to integrate opera-
tional experience in the development process.

• Introduction of control loops into technical and eco-
nomic systems of industrial companies, in order to bring
the system back to a stable state after disturbance.

B. STANDARDS AND METHODOLOGIES
1) ISO/IEC STANDARDS
Most official institutions propose their cybersecurity recom-
mendations by using standards as references. In the cyberse-
curity context, the most famous come from the International
Organization for Standardization (ISO) and the International
Electrotechnical Commission (IEC). Regarding cybersecu-
rity in smart manufacturing and Industry 4.0, two standards
can be outlined: ISO/IEC 27002 and ISO/IEC 27017.

a: ISO/IEC 27002
ISO/IEC 27002 contains the good practices and recommen-
dations about information security controls by those respon-
sible for initiating, implementing or maintaining Information
Security Management Systems (ISMS). The following sub-
jects are detailed:
• Policies (IS security, HR, security organisation);
• Access control;
• Asset management;
• Cryptography;
• Security (Physical, operation, communication);
• Supplier relationships;
• Compliance.
These standards were used by ANSSI to establish its

good practices checklists, which will be detailed later in this
section. One of the downsides of ISO/IEC 27002 is the lack
of a cloud approach with regard to security controls. That is
why the ISO/IEC 27017 standard was created.

b: ISO/IEC 27017
ISO/IEC 27017 was developed for cloud service providers
and users in order to make cloud-based environments safer.
It consists of guidelines about implementation of security
controls by cloud service customers, and by cloud service
providers which support the implementation. It is comple-
mentary to ISO/IEC 27002 and addresses the following:
• Responsibilities between providers and customers;
• Removal or return assets at the end of contract;
• Protection and separation of customers virtual environ-
ments;

• Virtual Machines (VM) configuration;
• Administrative operations and procedures in cloud envi-
ronments;

• Monitoring activity by cloud customers;
• Virtual and cloud network environment alignment.

Famous cloud platforms already follow these standards
such as Microsoft Azure, Google Cloud Platform, and
Amazon Web Services. Considering that these platforms are
external and depend on different legal entities (countries for
example), it is important that their customers be informed
about the cybersecurity standards they are following.
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FIGURE 12. NIST framework structure overview.

2) NIST FRAMEWORK
In order to address and manage the cybersecurity risks related
to industrial control systems, the National Institute of Stan-
dards and Technology (NIST) located in the United States
of America has proposed a framework [46]. This latter is
multi-platform and applicable to IT, ICS, CPS, and also
to IoT. In addition to helping organisations to manage and
reduce the risks, this framework will give them taxonomy and
mechanisms to:
• Describe their cybersecurity posture;
• Describe their target state;
• Identify and prioritize opportunities;
• Assess progress towards the target state;
• Communicate among internal and external stakeholders
about cybersecurity risks.

With regard to the structure, it is divided into three blocks,
which are the framework core, the implementation tier, and
framework profiles. Figure 12 gives an overview of the frame-
work structure.

a: FRAMEWORK CORE
The framework core presents industry standards, guidelines
and practices to allow the communication of cybersecurity
activities and outcomes from the executive level to the imple-
mentation level. The core is made up of four parts, which are:
core functions, categories, subcategories, and informative
references.

Core functions provide a strategic view of the life cycle of
the cybersecurity risk management by an organisation:
• Identify (ID);
• Protect (PR);
• Detect (DE);
• Respond (RS);
• Recover (RC).

Identify function is about determining the business context
(systems, people, assets, data, capabilities), the resources
with critical functions and their related risks in order to focus
and prioritize the efforts.

Protect function consists in developing and implementing
safeguards to ensure availability of critical services, as well
as to limit impacts of potential cybersecurity events.

Detect function will implement the activities necessary to
identify the occurrence of a cybersecurity event.

Respond function will implement the activities to take
the actions regarding a detected cybersecurity event. It also
supports the ability to contain the impact of a potential
cybersecurity event.

Recover function will implement the activities aiming to
maintain the plans for resilience, and to restore any service
impaired by a cybersecurity incident. The purpose is to reduce
the impact of the incident.

For each function, the core identifies discrete outcomes
which are categories and subcategories.

Categories are groups of cybersecurity outcomes tied to
programmatic needs and particular activities like asset man-
agement, detection processes or access controls.

Subcategories are divisions of categories and help to sup-
port achievement of outcomes in each category. Some exam-
ples are ‘‘External information systems are catalogued’’ or
‘‘Notification from detection systems is investigated’’.

Information references are standards, guidelines or prac-
tices that illustrate the method to achieve the outcomes asso-
ciated with each subcategory.

b: FRAMEWORK IMPLEMENTATION TIERS
The implementation tiers give information about how an
organisation views a cybersecurity risk, and which processes
are deployed to manage this risk. Tiers describe an increasing

23254 VOLUME 9, 2021



V. Mullet et al.: Review of Cybersecurity Guidelines for Manufacturing Factories in Industry 4.0

TABLE 7. NIST framework implementation tier levels.

rigor and sophistication in cybersecurity management prac-
tices. They help to determine multiple things like:
• Knowledge of business needs by risk management;
• Risk management level of integration into organisation
practices;

• Integration of privacy and civil liberty considerations
into risk management and risk responses.

Table 7 summarizes the four existing Tier levels, and how
they evaluate the cybersecurity vision of an organisation
based on the risk management process, the integration of
a risk management program and its external participation:
partial, risk informed, repeatable, and adaptive.

The lowest level (level 1 ‘‘Partial’’) is considered to be
an organisation which does not formalize risk management
practices, has no awareness of risks at organisational level,
and which does not understand its role in the ecosystem
and in the supply chain risks (products and services used or
provided).

Through these levels, organisations improve their cyberse-
curity management by formalizing practices and by becom-
ing aware of risks at organisational level (level 2 ‘‘Risk
Informed’’).

Then, they also establish organisational policy and start
to collaborate, receive and share information with external
entities (buyers, suppliers) at level 3 (‘‘Repeatable’’). Finally,
at level 4 (‘‘Adaptive’’), they switch from a reactive approach
to an active one by using the practices based on their experi-
ence and predictive indicators.

They adapt to changing landscape by using continuous
analysis, and cybersecurity becomes part of the organisation
culture. Their communication becomes proactive to maintain
strong supply chain relationships. The tier selection process
considers multiple aspects of an organisation:

• Risk management practices;
• Threat environment;
• Legal and regulatory requirements;
• Business objectives;
• Organisational constraints.

In Industry 4.0, the lowest acceptable level would be level 3
(‘‘Repeatable’’), but level 4 (‘‘Adaptable’’) is the optimal
objective, while considering that awareness and organisa-
tional policy are mandatory for cybersecurity risks (level 3).
However, at the same time, continuous improvement, analysis
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and adaptation from level 4 are critical to deal with Industry
4.0 challenges.

c: FRAMEWORK PROFILES
The framework profile represents outcomes based on busi-
ness needs that an organisation has selected from categories
and subcategories. It can be considered as the alignment of
standards, guidelines and practices in a particular implemen-
tation scenario. These profiles have multiple advantages:
• Identify cybersecurity improvements (compare current
profile with a target profile).

• Flexibility, as new categories can be added and priori-
tized to address organisation risks.

• Conduct of self-assessments.
• Communication within or between organisations.

d: HOW TO USE THE FRAMEWORK
In order to use this framework, it is important to have a coor-
dination among three levels inside the organisation: executive
level, business process, and implementation level.

The executive level sends mission priorities, available
resources, risk tolerance to business level. The business level
uses previous information as inputs in the risk manage-
ment process and communicates with implementation level
to establish business needs and create a profile. The imple-
mentation level communicates the integration progress of the
profile to the business level to perform an impact assessment.
Then, this impact assessment is reported by the business level
to the executive level for awareness of the risk management
process. Once the coordination is well established, the frame-
work can be used for identifying, assessing and managing
cybersecurity risk. It was designed to complement existing
operations, and not to replace them. Multiple usages exist for
this framework and are described in its documentation:
• Review of Cybersecurity practices;
• Establishing or improving a cybersecurity program;
• Communication of requirements with stakeholders;
• Buying decisions;
• Identifying opportunities for new or revised informative
references;

• Methodology to protect privacy and civil liberties.

C. POLICIES
To ensure a good level of cybersecurity, the first group of
security measures consists in establishing policies and pro-
cedures. ENISA proposed a classification of the different
policies required in companies regarding good practices for
IoT in smart manufacturing [47].

1) SECURITY BY DESIGN
Security by design measures should be applied from the
earliest stage of a product development. They are divided into
the following points:
• Treat cybersecurity as a cycle with an approach from the
perspective of devices and infrastructure;

• Address cybersecurity through embedded features, and
not only at the network level;

• Equip every connected device, even the most basic, with
identification and authentication features.

• Perform risk and threat analysis with cybersecurity
experts from early stages of the design process of a
device;

• Address security of all the information and control sys-
tems in every design document.

2) PRIVACY BY DESIGN
Privacy by design measures are related to protection and
privacy of personal data. Like security by design, they have
to be applied from the earliest stage of product development.
They are divided into the following points:
• Address privacy issues regarding local and international
regulations, such as the General Data Protection Regu-
lation (GDPR);

• Define the scope of data processed by devices, and avoid
collecting of sensitive data;

• Establish physical location of data storage;
• Conduct a Privacy Impact Analysis (PIA) about data
processed by devices;

• Separate data which can be used to identify individuals,
and secure them.

3) ASSET MANAGEMENT
Asset management measures are related to asset discov-
ery, administration, monitoring and maintenance. They are
divided into the following points:
• Usage of tools which are dynamically able to discover,
identify and enumerate assets;

• Presence of an up-to-date and consistent asset inventory;
• Usage of active monitoring devices or passive ones (if
legacy systems);

• Centralized asset inventory inside manufacturing plant;
• Dedicated management network for administration of
assets;

• Introduction of new device only after communicating
about changes in the management process;

• Avoid usage of removable devices.

4) RISK AND THREAT MANAGEMENT
Risk and threat management measures are related to the rec-
ommended approach to deal with risks and threats in Industry
4.0 environment, through the following points:
• Development of an approach considering new param-
eters, threats and attack scenarios dedicated to smart
manufacturing;

• Determine risk management areas and assess specific
threats and protection measures for them;

• Establish a risk and threat management process accord-
ing to individual needs and security requirements;

• Perform risk analysis integrated with other processes
regularly (at least annually) tomonitor threats, and deter-
mine their impact on systems;
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• Incorporation of threat intelligence within threat man-
agement by sharing information with trusted partners,
such as ISAC and CERT.

D. ORGANISATIONAL GOOD PRACTICES
Organisation principles and governance are indispensable
factors in terms of company security. They show how
companies should operate, organisational rules and respon-
sibilities which should be established, and the approach to
use towards employees and third party contractors to handle
cybersecurity incidents andmanage vulnerabilities [47]–[49].

1) ROLES AND SECURITY ARCHITECTURE
All ICS should be covered by a chain of responsability where
roles are clearly established, and security is based on an
architectural approach. It is divided into the following points:
• Clear communication about roles for systems and secu-
rity processes;

• Security architecture based on business requirements
and aligned with risks;

• All relevant aspects are covered by security architecture
(organisational and physical);

• Integration of compliance enforcement controls, and
ensuring that the products meet defined requirements.

2) RISK ANALYSIS/VULNERABILITY ASSESSMENT
As mentioned in [10], the National Institute of Standards
and Technology (NIST) recommended companies undertake
a vulnerability assessment which is a process to identify and
assess potential vulnerabilities of systems. To complete this
definition, we can add that the vulnerability assessment is
a systematic examination of an IT system to determine the
adequacy of security measures, provide data to predict the
effectiveness of these measures and confirm their adequacy
after implementation. This assessment should be carried out
by a certified service provider.

In addition to this vulnerability assessment, there should
be regular risk analysis updates when new vulnerabilities
are found. The NIST framework, already detailed in this
paper, is an excellent tool to do this analysis. Risk analysis
can also help to classify and prioritize security objectives.
Figure 13 shows the flowchart to classify the risks during
risk analysis. It can be used as a complementary tool with
the NIST framework.

3) INVENTORY
Inventory is another key component of a good cybersecurity
policy as it provides a complete view of the ICS with a
detailed understanding of the system and its environment.
The inventory measure can be considered as a mapping
of multiple types: physical, logical, application, administra-
tion/Monitoring.

a: PHYSICAL MAP
The physical map is supposed to display geographic distri-
butions of devices in different sites. It contains the following
elements:

FIGURE 13. Risks classification flowchart.

• The list of communicating devices in the network and
ICS (names, brand, model, etc.);

• Diagrams with geographical locations (switches, plant
interconnections with MPLS).

b: LOGICAL MAP
The logical map is a topology of networks (IP scheme, subnet,
links, main devices) with:
• List of organisations and related people responsible;
• List of IP address ranges (switches, interconnections);
• List of non-ip networks (mac addresses, switches, func-
tional description);

• List of non-ethernet access points (ports, devices, proto-
cols);

• List of logical servers (ip addressing, OS, business apps,
services, etc.).

c: APPLICATION MAP
The application map focuses on business applications and
their data streams. It should show the following items:
• Person responsible;
• Type of application (SCADA, PLC, etc.);
• Number of users;
• Devices;
• Listening services on the networks (ports);
• Application flows and version.

d: ADMINISTRATION/MONITORING MAP
The administration map is necessary only in the case of a
centralized management of administrative rights, which is
often the case in smart manufacturing. This map contains:
• Directories;
• Management infrastructures;
• Systems to manage logs, security events;
• Supervisory system (alarm, intrusion detection sensor);
• Active directory domains, forests, support servers;
• Relationships with external domains.
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4) USER STRAINING AND CERTIFICATION
Users who work on an ICS should be trained to ensure
system security. This training includes awareness about risks
inherent to technologies. The training must be carried out by
certified providers. Two actions are considered as directives.
The first action imposes cybersecurity training and certifica-
tion to all users. The second one establishes a conduct policy
that must be signed by users upon arrival.

5) AUDITS
To ensure the security level does not degrade over time, cyber-
security tests and audits should be conducted regularly. The
audit process should include the suppliers. In the industrial
sector, two types of audit exist, which are the Site Accep-
tance Test (SAT) at vendor’s test facility, and the Factory
Acceptance Test (FAT) at client’s site. These audits include
the following components:
• Error testing about operational functions;
• Simulation of threat scenarios;
• Performance evaluation;
• Verification of security mechanisms.

6) BUSINESS RESUMPTION PLAN AND BUSINESS
CONTINUITY PLAN
After an incident, whatever its origin, an organisation must
guarantee its ability to resume its activity fast. To do that, it is
mandatory to establish a Business Resumption Plan (BRP)
or a Business Continuity Plan (BCP). These plans must
include:
• Incident scenarios identified by risk analysis / vulnera-
bility assessment;

• Back-up plan for sensitive data to enable ICS to be
rebuilt after loss.

7) EMERGENCY/DEGRADED MODES
To enable rapid response to an incident, emergency proce-
dures (also called degraded modes) must be established. The
emergency modes must respect the following conditions:
• Do not constitute a degradation of cybersecurity level;
• Closely governed, so that they cannot be used as
exploitable vulnerabilities;

• Enable installations to stop without causing damage;
• Continue to operate when directed in manual mode.

8) ALERT AND CRISIS MANAGEMENT PROCESS
The alert and crisis management process helps to establish
procedures responding to incident scenarios identified by
risk analysis. As a security process, it should be regularly
tested to verify its effectiveness. It answers the following
questions:
• What to do when an incident is detected;
• Who to alert;
• Who should coordinate the actions;
• Which initial measures to apply;
• Escalation procedure to decide about legal actions or
BCP instigation;

• Post-incident analysis to determine the cause of the inci-
dent, and to improve cybersecurity.

9) THIRD PARTY MANAGEMENT
Third party access must also be considered in the smart
manufacturing context, as it was pointed out by ENISA [47].
The following conditions must be respected:
• Strict access control with specific purpose, and with the
least privilege necessary;

• No direct connection for the vendor to a system in
control or production layer;

• Prompt suppliers about security of their processes;
• Clearly define relevant aspects of the partnership with
third parties, including security, and mention them in the
agreements and contracts.

E. TECHNICAL GOOD PRACTICES
After these steps (policies and organisational practices)
related to formalization, security also needs to be addressed
through appropriate technical capabilities and environments
where they are deployed [47], [50]. The tables 8 and 9
summarize those practices proposed by ANSSI. For every
practice, the following details are exposed:
• The reason why it should be considered;
• The method to apply it;
• Its scope (hardware, networks, infrastructure, etc.);
• Constraints related to its application;
• How to handle these constraints.
However, some measures related to IoT and smart manu-

facturing are missing, which is why they will be detailed in
the following subsections.

1) TRUST AND INTEGRITY
This practice helps to ensure integrity and trustfulness of data
and devices. The following measures must be applied:
• Verify software integrity and source before running it;
• For IoT devices, authorize them within the network by
using digital certificates/PKI;

• Definition of secured data exchange channels for IoT
devices (white list);

• Implementation of application white lists, and peri-
odic (annual) review of the list in case of change;

• Utilisation of cryptography mechanisms to ensure pro-
duction data integrity;

• Monitor data at rest and in transit to detect unauthorized
modifications.

2) CLOUD SECURITY
Cloud computing security aspect is concerned by this prac-
tice. The following measures must be applied:
• Choice of the type of cloud based on business, privacy
impact, laws, cloud provider’s country;

• Inclusion of security and availability aspects in the
agreements with cloud providers;

• Avoid single point of failure with cloud applications and
centralized systems;
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TABLE 8. Cybersecurity technical good practices for Industry 4.0 (1/2).

• Determination of critical systems and applications when
using public cloud;

• To reduce the risks of cloud attacks, use a zero-
knowledge approach, and protect all data within cloud
and during transfer.

3) MACHINE-TO-MACHINE SECURITY
The concept ofMachine-to-Machine security is related to key
storage, encryption, input validation and protection during

machine-to-machine communications. The following mea-
sures must be applied:
• Usage of a server-HSM in the infrastructure to store
long-term service-layer keys;

• Security association between communicating entities
and cryptography algorithms to provide mutual authen-
tication, integrity and confidentiality;

• Use of communication protocols able to detect unautho-
rized repeat of earlier messages;
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TABLE 9. Cybersecurity technical good practices for Industry 4.0 (2/2).

• To protect against cross-site scripting and command
injection, use white list input validation.

4) DATA PROTECTION
Data protection is a very general concept, but in this case,
it is related to the ensuring of data confidentiality on various
levels of an organisation, and data access management. The
following measures must be applied:

• Protection of data at rest (volatile and non-volatile mem-
ory), in transit and in use.

• Categorization of data based on risk analysis, criticality
assessment, and security measures definition.

• Grant access to certain data to third parties with least
privilege, and document this access.

• For high confidentiality data, use encryption, key man-
agement and data loss prevention solutions.
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• Secure and anonymize direct and indirect personal data
processed through access controls, roles and encryption.

5) SOFTWARE/FIRMWARE UPDATES
Like any other device, software updates on IoT solutionsmust
follow a specific methodology, which measures are:
• Ensure tight control over the update (no alteration
between the source and the destination).

• Perform deployment of patches only after testing and
proving that there are no negative consequences.

• For systems which cannot be updated, compensating
measures must be applied.

6) ACCESS CONTROL
IoT devices are critical devices in Industry 4.0, and can be
accessed remotely or physically. That is why the following
access control measures should be applied:
• Minimum level of authentication and authorization for a
certain segment of the system.

• Implementation of multi-factor authentication.
• Apply the least privilege principle.
• Implementation of an account lockout functionality.
• Segregation of remote access.
• Consideration of physical access security.

7) NETWORKS, PROTOCOLS AND ENCRYPTION
Proper protocol implementation, encryption and network seg-
mentation are key elements to build a strong IoT network. The
following measures are related to this objective:
• Use of secure communication channels and encryption
when possible;

• Use proven-in-use protocols based on standards (TLS
1.3), and avoid vulnerable ones (Telnet, SNMP v1/v2);

• Limit the number of protocols within a given environ-
ment, and disable unused services.

• Ensure security capabilities and interoperability between
the protocols.

8) MONITORING AND AUDITING
Several measures are suggested for IoT environment regard-
ing network traffic, availability monitoring and log review:
• Implementation of a passive monitoring solution to cre-
ate an industrial network traffic baseline;

• Analysis of security logs in real-time using SIEM (Secu-
rity Information and Event Management) solutions;

• Periodic review of the logs, the access privileges and the
configurations;

• Monitor availability of IoT devices in real time.

9) CONFIGURATION MANAGEMENT
IoT include a wide range of devices, it is important to keep
a track of changes in configurations, device hardening and
backup methods. The following measures allow that:
• Baseline security configurations tailored to different
types of assets;

• Document any change in configuration according to
change management policy of the organisation;

• Implementation of supporting tools which enable con-
figuration management;

• Creation of a comprehensive backup plan, tailored to
different types of assets.

VII. CONCLUSION
This paper has explored cybersecurity concepts and solutions
within the Industry 4.0 context through the scientific and
normative literature. In the analyzed papers, some aspects
of cybersecurity were not always mentioned, such as the
managerial aspect of cybersecurity or business impacts. For
this reason, our study proposed was structured as a step-by-
step approach to give a complete view of the topic. In addition
to be an introductory review of scientific work regarding
cybersecurity, it can also be used as a guide for presenting
cybersecurity in smart manufacturing environment.

After introducing the Industry 4.0 concept, we showed the
complexity induced by cybersecurity mechanisms to keep
systems safe, due to numerous new technologies involved.
We then proposed a characterization of cybersecurity with
regard to both technical and managerial aspects to show that
every level of an organisation has a role to play. Moreover,
we pointed out that cybersecurity could also be a lever for
value creation. Given that cybersecurity should be considered
according to physical areas, we proposed a division of a fac-
tory into several perimeters, that we characterized based on
their interactions, equipment, and networks.We then reported
the cybersecurity vulnerabilities, threats and risks encoun-
tered in Industry 4.0 factories for each perimeter, while taking
into account business impacts at organisational level.

A state of the art of recent cybersecurity solutions of
the literature has been reported. They can be applied at
physical or virtual levels, and they all try to anticipate the
attacks, contrary to classical approaches where the cyberse-
curity response occured mainly after the attack. It should be
noticed that, in addition to expert system paradigm usually
implemented in cybersecurity solutions, new innovative tech-
nologies, such as machine learning, honeypots and digital
twins, are used in the recent solutions. We completed this
review of scientific solutions by a state of the art of the
guidelines promoted by official organisations such as ISO,
ENISA, ANSSI, NIST, and that can be used as a starting point
to establish a cybersecurity strategy. Through the analysis
conducted in this paper, it is clear that cybersecurity is not
just a technical concern. Any cybersecurity solution needs
support from multiple actors to be included in the compre-
hensive strategy of an Industry 4.0 factory, and all users need
to be trained and made aware of cybersecurity risks.

APPENDIX A
See Table 10.

APPENDIX B
ATTRIBUTION
The icons used in figures come from https://flaticon.com
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TABLE 10. Abbreviations.
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