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ABSTRACT Online behavior recommendation is an attractive research topic related to social media mining.
This topic focuses on suggesting suitable behaviors for users in online platforms, including music listening,
video watching, e-commerce, to name but a few to improve the user experience, an essential factor for the
success of online services. A successful online behavior recommendation system should have the ability
to predict behaviors that users used to performs and also suggest behaviors that users never performed
before. In this paper, we develop a mixture model that contains two components to address this problem.
The first component is the user-specific preference component that represents the habits of users based on
their behavior history. The second component is the latent group preference component based on variational
autoencoder, a deep generative neural network. This component corresponds to the hidden interests of users
and allows us to discover the unseen behavior of users. We conduct experiments on various real-world
datasets with different characteristics to show the performance of our model in different situations. The result
indicates that our proposed model outperforms the previous mixture models for recommendation problem.

INDEX TERMS Online behavior recommendation, mixture model, variational autoencoder.

I. INTRODUCTION
Recommending online user behavior is an essential compo-
nent in many online platforms to improve the user experience.
These platforms aim to predict behaviors such as listening to
a song, watching a video, purchasing a product, that users
are more likely to perform in the future and then suggest
that behaviors to users. We can also understand behavior
recommendation as suggesting consumed items for users.
Thus, in this paper, we may use both term ‘‘behavior’’ and
‘‘item’’ with the same meaning.

With the rapid development of online service platforms,
online behavior recommendation has become more crucial
and attracted many scholars. Many aspects and methods for
this problem have been discussed, including recommend-
ing behaviors that users used to perform (repeat behaviors)
and behaviors that users never perform (new behaviors).
In [1], [2], the authors suggested that repeat behaviors con-
tribute significantly to future behaviors of users. In contrast,
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authors in [3] indicated that suggesting useful new behavior
will decide the success of the recommendation system. In this
paper, we focus on building amodel that can predict well both
repeat and new behaviors for users.

The mixture model [4], a probabilistic model, is an effec-
tive approach to address this problem. In mixture models,
a datapoint is generated from one of multiple sources with
different characteristics. Mixture weights are used to iden-
tify the impact of each source or component on the data.
When applying mixture models to behavior recommenda-
tion, we assume that the behaviors of users are affected
by multiple factors with different impact levels, for exam-
ple, the users’ habits or their interests. Multinomial mixture
model [5], Adaptive mixtures model [6], Hybrid generative
model [7] are some recent works that investigate this problem
by proposing a mixture model consisting of the user’s behav-
ior history, the popularity of behavior or geographic distance
as their components.

We extend this idea to develop a mixture model to predict
future behaviors of users with a better performance. In our
mixture model, one component reflects the habits of users
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based on their behavior history, and the other component rep-
resents the latent preference of users that is obtained through
variational autoencoder. Variational autoencoder (VAE) [8]
is a deep neural network architecture that aims to learn the
lower-dimensional representation of data and generate the
data from this representation. This model was originally
introduced for image processing problems, such as image
denoising, but then was applied to other domains such as
topic modeling, and also behavior recommendation. Since
VAE is a probabilistic model, it is also convenient to integrate
this model into our mixture model. We named our model as
‘‘Variational autoencoder mixture model’’.

Our contributions can be summarized as follows:
• We propose a mixture model for online behavior recom-
mendation based on VAE. The first component in the
model represents the habits of users that are obtained
through their behavior history. We named this compo-
nent as ‘‘user-specific preference’’. The second com-
ponent is ‘‘latent group preference’’, which is obtained
through variational autoencoder.

• We apply some adjustments to VAE and achieve some
promising results compared to recent models.

The remainder of this paper is structured as follows.
In section II, we provide a summary of related works.
Section III introduces our model. Section IV shows the exper-
iments. Section V presents our conclusion.

II. RELATED WORKS
Repeat behaviors, or items, can be understood as the
behaviors that users have performed in the past, while new
behaviors are those that users never perform before. The
importance of predicting repeat and new behaviors for users
has been discussed in many studies [1]–[3], [9], [10]. The
authors in [1], [2], [9] indicated that repeat behaviors account
for a major proportion in the future behaviors of users. Many
studies on the repeat behavior of users have been conducted
to analyze the repeat behavior pattern from various domains,
such as video watching [11], music listening [12], website
re-visitation [13]. In [3], the authors suggested that predict-
ing useful new items for users will lead to the success of
recommendation systems. Predicting new behaviors can be
a more challenging task, compared to predicting the repeat
ones, because the new behaviors are not explicit.

To capture repeat behavior, multinomial distribution is
widely used in previous studies [5], [7]. The multinomial
distribution reflects the probability that a user perform any
behavior and can be used to predict future repeat behaviors.
Another approach is focusing on predicting repeat behav-
ior based on sequential data or temporal features. In this
way, the behaviors of a user are considered as a sequence
of events, where an event is an occurrence that this user
performs a behavior. An event might be associated with a
time point or not. Studies on sequential or temporal data
are usually developed based on Markov model [14]–[17]
or Recurrent neural network [18]–[21]. This is an interesting
approach; however, sequential data and temporal features can

sometimes be unavailable, and models based on these data
usually require a high cost in time and computing for training.

Content-based filtering and collaborative filtering are
two ubiquitous traditional approaches for new behavior
prediction. Content-based filtering methods [22] make rec-
ommendations by considering information about users
and behaviors and finding behaviors whose description is
matched with users’ profiles. Collaborative filtering meth-
ods, such as Matrix factorization [23], Non-negative matrix
factorization [24], Probabilistic matrix factorization [25],
do not require the information about users and behaviors;
instead, these methods consider behaviors of all users to
find users with a similar behavioral pattern. New behav-
iors are suggested to users with an assumption that users
who have similar behavioral patterns may perform similar
behaviors or interact with similar types of items. Content-
based methods maymake recommendations with better accu-
racy than collaborative filteringmethods because information
about users and items are usually accurate; however, this
information can be unavailable in many online platforms.
In this case, collaborative filtering is useful because it only
considers interactions between users and items, such as lis-
tening to a song, purchasing a product, which can be obtained
conveniently.

In real-world online services, people tend to perform both
repeat and new behavior; making the prediction task of both
types a focal point for all platforms. A mixture model [4]
that can combine different factors to predict both repeat and
new behavior can be a simple but effective approach. Mix-
ture models are probabilistic models assuming that data are
generated by multiple components through a random process
related to probabilistic variables. The weights of components
are learned through Expectation-Maximization (EM) algo-
rithm [26].When applyingmixture models to online behavior
prediction, we can assume that the behaviors of users are
affected by many factors. In [5], the authors developed a
multinomial mixture model of history consumption of user
and popularity of items to predict future consumption with
different types of datasets, including location, music, or topic.
The authors in [6] combined the locations history, the popu-
lation pattern, the geographical constraint, and other social
contexts to predict future locations.

We extend this line of work by developing a mixture
model based on variational autoencoder (VAE) [8]. VAE is
an extension of autoencoder [27], a deep neural network
architecture that learns to compress input data into a lower-
dimensional representation and reconstruct the data from
this representation. The main difference between VAEs and
standard autoencoders is that VAEs try to learn probability
distributions representing the data. Thus, VAEs are gener-
ative models that can generate new data from the original
dataset. Originally, VAEs and autoencoders are designed for
image processing tasks such as image denoising [28], but
the studies on these models have spread to various domains,
including document modeling [29], [30] and also behav-
ior recommendation [31], [32]. The application of VAEs in
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recommendation problem is expected because the main idea
of this model is related to lower-dimensional representa-
tion, a technique that have been employed in many rec-
ommendation methods, such as matrix factorization [23],
probabilistic matrix factorization [25], non-negative factor-
ization [24]. When employing lower-dimensional representa-
tion technique, these models consider the data from all users
and learn the hidden relationships in the data. The user is
represented as a vector over some latent dimensions, that can
be understood as user’s latent preference. This approach helps
us to predict potential unseen behaviors for users based on
their latent preference, which can not be done if we only
consider the history of each user independently.

Mult-VAE [31] is one of the earliest work that applies
VAEs to recommendation problem. In general, Mult-VAE is
similar to original VAE, except that Mult-VAE uses a multi-
nomial distribution while the original VAE uses Gaussian dis-
tribution. Thiswork also proposes a procedure for selectingβ,
a parameter that controls the effect of regularization. The
results in this work indicate that VAE outperforms traditional
matrix factorization methods in recommendation task with
remarkable margins. A big advantage of VAEs comparison
over matrix factorization methods is that we can conveniently
make predictions for users by simply feeding history of
users into model thanks to the neural network architecture.
In matrix factorization methods, we usually have to perform
some optimizations when making a prediction for a new user.
VAE is also more effective than matrix factorization methods
in dealing with large-scale datasets. These advantages make
VAEs more useful and attractive in real-world applications.
Some studies [32], [33] extended Mult-VAE and make some
changes, such as new prior, new architecture, new training
procedure, to improve the performance. We also notice that
autoencoders are also applied to recommendation problems,
which can be found in [34]. However, VAEs usually have
better results in prediction compared to autoencoders and can
avoid many issues that autoencoders suffer, such as overfit-
ting or growth of parameters.

Because VAEs are applied in various domains, the number
of studies on VAEs increases remarkably in recent years.
A common problem of VAEs that many researchers try to
tackle is posterior collapse, a problem when the training
procedure falls into the trivial local optimum of the objective
function.When the posterior collapse happens, the generative
model learns to ignore the latent variables, and the latent
representations of the data becomes meaningless. A solu-
tion for this problem is adjusting the regularization term
of the objective function in VAEs, which has been shared
by [31], [35]. Another approach is changing the training
procedure for VAEs, which has been suggested in [32], [36].
Because updating the encoder is usually more complex
and challenging than updating the decoder, it requires
more epochs to achieve a good performance. Therefore,
the encoder (inference network) are updated multiple times
for each update of the decoder (generative network). Since
VAE is a deep neural network, many studies also investigate

the different architectures of this model. Authors in [37]
proposed a new structured inference model that shares the
information between the inference network and the gener-
ative network. Generative Skip Models [38] employed skip
connections to increase the mutual information between the
observations and the latent variable. Another direction is
investigating different distribution priors for VAEs, which
have been studied in [39]–[41]

In this paper, we develop a mixture model that contains a
VAE as a component. The other component is obtained by
transforming the behavior history of users to a multinomial
distribution over behaviors. We also apply an adjustment to
the architecture of VAE, which have not been conducted for
recommendation problems. The detail of our model will be
discussed in the next section.

III. PROPOSED METHODS
Let U be the sets of users and I are the sets of items, then xu
is an I -dimension vector that represents behaviors of user u
and xui reflects the occurrence frequency of behavior taken by
user u on item i. Given the behavior history of each user over
some time periods, wewant to predict the consumption of that
user in a future time period. There are two aspects of predic-
tion that we consider in this study. Firstly, we want to predict
behaviors that users used to perform in the past. We denote
this kind of behavior as ‘‘repeat behavior’’ or ‘‘repeat item’’.
Secondly, we also want to suggest behaviors that users have
not performed before, which can be considered as ‘‘new
behavior’’ or ‘‘new item’’.

To address these two problems, we propose a mixture
model based on VAE named ‘‘Variational Autoencoder
Mixture Model’’ (VAE-MM). We assume that the future
behaviors of the user are influenced by two factors:
(1) ‘‘user-specific preference’’ and (2) ‘‘latent group pref-
erence’’. While the user-specific preference is obtained by
transforming the count data to multinomial distribution over
items, the latent group preference in our proposed model is
obtained through VAE. Figure 1 illustrates the architecture of
our variational autoencoder mixture model.

FIGURE 1. Variational autoencoder mixture model.

An important point of our mixture model is to learn
the mixture weights of user-specific preference component
and latent group preference component for users. We use
EM algorithm to learn the mixture weights of these
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components. We will describe the details of each component
and the EM-algorithm in our model in the next sections.

A. MIXTURE MODEL
We denote the final prediction as 1P, while the prediction
from user-specific preference component is denoted as 1H

and 1T represents for latent group preference component.
1P,1H and1T aremultinomial distributions over behaviors,
indicating the probability that a user will perform a behavior
in comparison with all other behaviors. This approach is more
suitable than only predicting whether a user will perform a
behavior or not because it is unreal for a user to have the same
level of interest for all behaviors. In addition, multinomial
distribution is a straightforward approach to represent the
habits of users based on their behavior history.

Since we have two behavior multinomial distributions1H

and 1T from the two components, we can calculate the final
probability that an user will interact with an item in the future.
In mixture models, each component has a mixture weight
corresponding to the impact of each component. Since our
mixture model have two components: (1) The user-specific
preference component and (2) The latent group preference
component, we can understand that the mixture weights of
two components show the impact of habits and latent interests
in the future behaviors of users.

We denote π as the weight of the user-specific preference
component, then the weight of latent group preference com-
ponent is 1 − π . 1H

u is the probability that a user u selects
any items based on the history (or user-specific preference)
and1T

u is the probability that a user u selects any item based
on latent group preference component. The probability 1P

u
that user u performs any behavior is calculated as:

1P
u = πu1

H
u + (1− πu)1T

u (1)

In our model, the weight πu is specific for each user.
We believe this is more suitable than a global weight over
all user because each user has a different preference of their
choices. Some users may be more affected by their habits,
while others are more likely to choose an item from their
latent interests.

To learn the mixture weights π for each user, we use the
ExpectationMaximization algorithm (EMalgorithm). For the
E-step, we calculate the probability λj of a single behavior j
generated by the user-specific preference component 1H as:

λj =
πup(j|1H

u )
πup(j|1H

u )+ (1− πu)p(j|1T
u )

(2)

The M-step updates the mixing weights after summing the
responsibilities for all points and normalizing the total com-
ponent responsibility to sum to one:

πu =

∑I
j=1 xujλj∑I
j=1 xuj

(3)

We repeat this process until the number of iterations
reaches some limit, or the likelihood of the validation

data xV for the mixture model converge. The likelihood of
the validation data for the mixture model is:

lp(xVu |1
H
u ,1

T
u , πu) =

I∏
j=1

(πup(j|1H
u )+ (1− πu)p(j|1T

u ))
xuj (4)

where1H and1T are obtained by feeding only training data
into the mixture model.

B. USER-SPECIFIC PREFERENCE COMPONENT
The first component in our mixture model is the user-specific
preference, which represents for the habits of users based on
their behavior history. We name this component as ‘‘user-
specific’’ because the habits are specific for each user and
only can be obtained by considering the history of each user.

In our mixture model, we use multinomial distribution to
model the habits of users. We denote the vector that represent
the habit of user u over all items as 1H

u based on their
behavior history. 1H

u is the probability that user u will select
item i based on their habits, which is calculated as:

1H
ui =

xui∑I
i xui

(5)

Themore users interacts with an item in the past, the higher
probability they will chose it in the future. Despite its simplic-
ity, multinomial distribution is well-suited to model the habits
of users based on their behavior history. It has been used to
model the behavior history of users in [5], [31].

C. LATENT GROUP PREFERENCE COMPONENT
In our mixture model, we use VAE as the latent group prefer-
ence component. We name this component as ‘‘latent group
preference’’ because VAE in this component uses the behav-
iors from all users to learn the hidden relationships in the
datasets. Firstly, we give a description ofMult-VAE, a general
VAE for recommendation, then describe the adjustments we
have applied to this model.

1) MULT-VAE
Mult-VAE is one of the earliest work that apply VAE for
recommendation. In Mult-VAE, for each user u, the gen-
erative process starts by sampling a k-dimensional latent
variable zu from a Gaussian distribution with mean µu and
variance σ 2

u . The latent variable zu is transformed through
a non-linear function fθ (.) : Rk → RI . The output of
this transformation is normalized by a softmax function to
produce a probability vector of multinomial distribution. The
behavior history xu of user u is assumed to have been drawn
from this vector:

lzu ∼ N (µu, σ 2
u )

ρu = softmax(fθ (zu)) (6)

xu ∼ Mult(nu, ρu)
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To learn this generative model, we have to estimate the
parameter θ . However, it is intractable to calculate the poste-
rior distribution p(zu|xu) directly.We use variational inference
to address this problem by optimizing the evidence lower
bound (ELBO):

rClLβ (xu; θ, φ) = Eqφ (zu|xu)[logpθ (xu|zu)]
−β.KL(qφ(zu|xu)||pθ (zu)) (7)

This equation resembles the ELBO of original VAE, except
the hyperparameter β that controls the strength of the regu-
larization term.

Figure 2 illustrates the architecture of the original VAE
and Mult-VAE with one hidden layer in both encoder and
decoder. In general, Mult-VAE is similar to original VAE,
which uses Gaussian distribution as prior. The main differ-
ence between Mult-VAE and original VAE is the activation
function used in the output layer. In original VAE, a sigmoid
function is used to produce an output that contains values
of 0 and 1. Sigmoid function is used in the original VAE
because VAE is originally trained to reconstruct image data,
which are represented by vectors of 0 and 1. When applying
VAE to a recommendation problem, the purpose is to predict
the probability that a user will perform any behaviors; thus,
a softmax function that can produce amultinomial probability
distribution over behaviors is a more suitable choice. In this
case, the multinomial distribution output of Mult-VAE is not
exactly the ‘‘reconstruction’’ of the input x since the input x is
usually count data or binary data. For each user u, to obtain the
reconstruction, we simply sample x ′u ∼ Mult(nu, ρu) where
nu is the number of events that users u perform any behavior
and ρu is the multinomial distribution representing user u.

FIGURE 2. A basic architecture of original VAE and Mult-VAE with one
hidden layer in both encoder and decoder. The non-linear transformation
function between layers can be ReLU, tanh or sigmoid.

2) ARCHITECTURE AND ADJUSTMENTS
In this section, we describe how we modified the Mult-VAE.
Figure 3 illustrates the architecture of VAE employed in
our mixture model. We name this VAE as Skip-Multinomial
Variational Autoencoder (SkipMult-VAE).

FIGURE 3. Architecture of Skip-Multinomial Variational Autoencoder
(SkipMult-VAE) employed in VAE-MM.

a: DROPOUT LAYER
Dropout layer [42] is a simple technique that has been applied
widely in neural network models. The idea of dropout layer
is very simple: We add a layer to randomly disable some
neurons in the previous layer in each training iteration. The
number of disabled neurons is determined by the dropout rate,
which is usually smaller than 0.5. The biggest advantage of
the dropout layer is to prevent over-fitting, a common issue
of neural network. By randomly deactivating some neurons,
dropout layer forces the model to learn more accurate func-
tions. In Mult-VAE [31], the authors also use a dropout layer
for the input data. The results indicate that using a dropout
layer helps the model to improve the prediction results. Thus,
we also follow this approach in our proposed model.

b: SKIP CONNECTIONS
Another important change we made in the VAE in our mix-
ture model is the skip connection [38]. Skip connection was
proposed to avoid the posterior collapse, a common prob-
lem in VAE. When we use a VAE with many layers in the
decoder, the model tend to ignore the regularization term
in the objective function but still can reconstruct the data
with high accuracy, leading to a poor latent representation
of the data. The idea of skip connection is adding paths
between latent variable z with different layers in the model,
which allows sharing information and enforcing the strong
link between latent variable z and the observation x. The
experiment in [38] indicates that using skip connection in
VAE allows the model to achieve the same performance but
reduce that collapse and learn a better representation. One
advantage of using skip connection is that we do not have to
change the objective function, which makes it convenient to
implement.
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Denoting the hidden layer l of the decoder as h(l)θ , our
decoder with skip connection can be summarized as below:

h(1)θ = f (0)θ (z)

h(l+1)θ = g(l)(f (l)θ (h(l)θ ), z) for l = 1 . . . L − 1

ρ = g(fθ (hθ ), z) (8)

f (l)θ is the transformation function at the hidden layer l of
the decoder, which is the same as in original VAE. g(l) is
a function to combine hidden layer l − 1 and the latent
variable z. Each layer is the combination of the previous layer
and latent variable z. In this experiment, we use g(l) as a
simple function as below:

g(l)(f (l)θ (h(l)θ ), z) = �(f (l)θ (h(l)θ )+W (l)
z z), (9)

where � is a nonlinear function, such as sigmoid,
ReLU or tanh. At the output layer, � is a softmax function.
W is the learned weight that is used to for the transformation
of hidden variable z.

c: CHOOSING HYPERPARAMETER β
In Mult-VAE [31], the authors proposed a method called
KL annealing to choose the best hyperparameter β. The
hyperparameter β is set to 0 at the begining of training process
and then is increased gradually to 1. The authors recorded the
best value for β. The hyperparameter β decides the effect of
regularization term in the objective function of VAE. When
β = 1, the model is an original VAE.When β = 0, the model
became an autoencoder. Many studies [32], [43] focused on
selecting and changing β during the training process. For
example, the authors in [43] proposed a procedure called
cyclical annealing that increase hyperparameter β from 0 to 1
in a cycle and then immediately drop β to 0 before increasing
again. The authors in [32] chose different β for each user.
Although these studies have some achievements, we decide
to set β to a static value in our experiment. The results in
these studies show that the effect of changing β depends on
the characteristics of the datasets, and it usually requires more
time and effort to compute the value of β. Since our model
focus on a more general mixture model that integrate VAE as
a component, we leave investigating β for future work.

3) PREDICTION
We can simply make predictions by feeding the user’s behav-
ior history xu to the trained VAE. VAE transforms the
input data into a latent representation zu by the encoder qφ
and generates the multinomial distribution output ρ through
decoder pθ . The latent representation zu is constructed by
taking only the mean µ instead of sampling from N (µ, σ 2).
The output ρ of Mult-VAE is also the prediction generated
through the latent group preference component. We denote
this prediction as 1T .

Using VAE in the latent group preference component
brings us a big advantage when making predictions for a new
user. On the other hand, for other recommendation methods,
such as Matrix factorization or Latent Dirichlet Allocation,

we usually have to perform an optimization with the new
user’s data to make predictions. This process requires some
extra efforts to obtain the results, which is not suitable for
industrial applications. Besides, VAE allows simple and effi-
cient prediction. These reasons encourage us to integrate VAE
as a component in our mixture model.

IV. EXPERIMENTS AND RESULTS
A. DATASETS
We conduct experiments using real-world datasets.1 We omit
the details of these datasets, which can be easily found
in [5], [7]:
• Gowalla dataset: Gowalla is a location-based net-
working site where people share places that they have
visited. The items of this dataset are physical loca-
tions. goNYloc and goSFloc are two sub-datasets
which contains only location from New York and San
Francisco, respectively. We filter our all places that have
less than 5 visits and users who visit any location less
than 10 times.

• Twitter dataset: Similar to Gowalla, this dataset is
a location-based dataset that contain places from tweets
of user on Twitter. We extract two sub-datasets from
this datasets: twOCloc, that contains the locations in
Orange County and twNYloc, that contains the loca-
tions in New York. Locations which have less than 3
interactions and users who have tweet less than 5 dif-
ferent days are ignored.

• lastfm: lastfm dataset consists of the music lis-
tening records from lastfm.com. In this dataset, items
are artists whom users listen to. We remove any artists
that have less than 100 songs and is listened by under
50 different users.

• redditS: redditS dataset contains data from
Reddit, a popular social network with approximately
1.5 billion visits per month. Reddit consists of many
subreddits with different topics, where users can fol-
low and give comments. The items in this datasets are
subreddits that users follow to. This dataset only con-
tains subreddits that have more than 1000 subscribers
and users who gave comments more than 1000 times
since 2015.

We split the data in each dataset into three sub-datasets:
training, validation, and test, similar to [5].

Table 1 summarizes the general characteristics of datasets
after preprocessing. The first column contains the name of the
datasets. The second column illustrates the number of users
and items. The third column is the number of non-zero user-
item pairs. The fourth column shows the total value of all
user-item pairs, which we called as the number of events.

The fifth column contains the average repetition rate per
item for each dataset. This value is obtained by calculating
the average number of occurrences of each item in all users
and then calculating the mean value of all items. We only use
non-zero user-item pairs to calculate this value.

1https://archive.ics.uci.edu/ml/datasets/Repeat+Consumption+Matrices
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TABLE 1. General Characteristics of Datasets Matrices: Matrix Size (Total
Users and Items), Number of User-Item Pairs, Total Events and Average
Repetition per Item n.

1) CHARACTERISTICS
Table 2 provides a summary of each dataset. The first column
shows the number of unique items that each user interacts
with. The second column indicates the average chance that
a user will repeat any behavior, which mean that the count
value of non-zero user-item pair is greater than 1.

TABLE 2. Statistics in training data across all datasets: Average unique
items per user and User-item pairs repetition ratio.

lastfm has the highest numbers in both columns. It is
expected when listening to an artist requires much lower
energy than other kinds of activities, such as visiting a
place or writing a comment, and users tend to listen to an
artist more than one time. It is interesting when twOCloc
and twNYloc have a low number of average unique items
while goSFloc and goNYloc have a much higher value,
but the repetition rate is opposite although all these datasets
are location-based. This may due to the characters of each
dataset. While users in twOCloc and twNYloc rarely
explore new places but usually visit their familiar locations,
users in goSFloc and goNYloc like to explore new places
but never come back. In redditS, the average number of
unique items is higher than twOCloc and twNYloc but
lower than goSFloc and goNYloc while the repetition
rate is much higher than all location-based dataset. We can
understand this because the items in redditS relate to some
‘‘topics’’ and users usually interact with topics that they like
more than one times, and commenting in an online platform
costs less energy than visiting a physical locations.

Table 3 summarizes the average number of unique items
per user and the average proportion of new items from each
user in the test dataset. An item in a test dataset is considered

TABLE 3. Statistics in test data across all datasets: Average unique items
per user and New item ratio.

as a new item for a user if it does not appear in the training
set and validation set of that user. If not, that item is a repeat
item.

The ratios of new items in location-based dataset are higher
than other datasets as expected because people aremore likely
to listen to a familiar artist or comment in a familiar topic
than re-visit a place. The high rate of new items makes the
prediction for location-based datasets more challenging than
others. The diversity of these dataset allows us to validate the
performance and the adaptation ability ofmodels with various
real-world scenarios.

B. EVALUATION METHODS
In our experiments, we use different metrics to evaluate the
performance of our model. These metrics are all based on
ranking of items. For each user, we sort the predicted items
with respect to1P

ui. Recall@k is used to evaluate the ability of
model to assign a high rank to items. Recall@k is calculated
as:

Recall@k =
1

Ntest

∑
u

∑
j

xujI((rank(u, j) ≤ k)∑
j′ xuj′

(10)

This metric measures what fraction of items in test dataset
were ranked in the top k by our model for user u. For user u,
given the rank of all items, if the rank rank(u; j) of item j in
the test dataset is in the top k predicted behavior, the accuracy
is 1; otherwise, it is 0. We denote the function for assigning
accuracy by I((rank(u; j) ≤ k). The notation nuj corresponds
to the number of occurrences of user u on item j. We denote
Ntest as the total number of users in the test dataset.
We also use the average rank of all items to evaluate the

model. This metric is computed as below:

AverageRank =
1∑

u
∑

j′ xuj′

∑
u

∑
j

xujrank(u, j) (11)

Average rank gives us an overall view of the prediction
performance. While Recall@k only focuses on high-rank
items, average rank considers every candidate, which is use-
ful if we want to evaluate the predictive performance of novel
items that do not appear in the history of the user. In our
experiments, we set k to 100, which is similar to the metrics
of the previous studies on this problem [5], [7].
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We also use Normalized discounted cumulative gain
(NDCG) to evaluate the model. This metric focuses on the
order of items. To obtain NDCG, we calculate the discounted
cumulative gain (DCG) for predicted items of each user, and
then normalize this value by dividing by the best possible
DCG, or ideal DCG (IDCG) of each user. In our experiments,
NDCG is calculated as below:

DCGu =
I∑
j

xuj
log2(rank(u, j)+ 1)

NDCG =
1

Ntest

∑
u

DCGu
IDCGu

(12)

We also compute the Area Under Curve (AUC) of Receiver
Operating Characteristic (ROC) curve to provide a holis-
tic view. The ROC illustrates the performance of models
with different thresholds and allows us to see the difference
between models conveniently.

C. EXPERIMENT SETUP
In our experiments, we first train the model with training
dataset and evaluate with validation data to learn the best
parameters, and then combine training and validation data
and feed them to the model to make prediction and evaluate
the results with test data.

For VAE in latent group preference component, we set
the dimensions of the latent representation K to 200. In the
encoder, we use 2 hidden layers with dimension of 2000 and
1000. In the decoder, the dimensions of hidden layers are
1000 and 2000 and skip connections are applied. We find
that adding more layers beyond two layers does not achieve
better performance. Tanh nonlinearity is used as the activation
function between each layer. We add a dropout layer after the
input layer with dropout rate 0.5.We train VAE byAdamwith
batch size of 64. We train for 50 epochs on all datasets.

We use two mixture models for behavior recommendation
as the baseline models and keep the same setting as the
original studies:
• Multinomial Mixture Model (MMM) [5]: MMM
is a mixture model that contains two components:
‘‘Individual’’ component reflecting the individual’s past
behaviors, and ‘‘Population’’ component representing
the broader population (popularity) of behaviors.

• Hybrid Generative Model (HGM) [7]: HGM is a
recent mixture model based on Latent Dirichlet Allo-
cation (LDA) [44]. In addition to the two components
representing the user’s history behavior and behavior
popularity as MMM, HGM employs a component to
reflect the hidden preferences of users that are obtained
through LDA.

MMM and HGM are two state-of-the-art mixture models
for behavior recommendation. The experiments in these stud-
ies show that these models outperform the traditional model
in recommending repeat and new behavior for users. Thus,
we only use these models as the baseline. Since two baseline
models and our VAE-MM all employ the behavior history of

users as a component, the other components in each model
will affect the predictive performance between these models.

D. RESULTS
1) OVERALL PERFORMANCE
Table 4 summarizes the results in three different metrics for
all items in the test datasets. Our proposed model consistently
outperforms the baseline models for most datasets in all met-
rics. The only exception is NDCG for lastfm, goSFloc
and goNYloc when we have a slightly smaller value, which
could stem from the characteristic of these datasets.

TABLE 4. Recall@100, average rank, AUC and NDCG across different data
sets. Higher scores are better for Recall@100, AUC and NDCG. Lower
scores are better for average rank. Best-performing methods indicated in
bold font.

We further investigate the results for repeat and new items
separately in the following sections. An item in the test
dataset is considered as a new item for a user if it does not
appear in the training set and the validation set of that user.
Otherwise, that item is a repeat item.

2) REPEAT BEHAVIOR PREDICTION PERFORMANCE
Table 5 displays the values of three metrics for repeat items
in all datasets. Since all three models employ consumption
history of user as a component, there is a slight increase in
the results for repeat items of our model. However, NDCG
of VAE-MM for redditS and lasttm is marginally lower
than MMM and HGM. Because NDCG focuses on the order
of items, the order of items has higher impacts on the results
than other metrics.

The high values for repeat items of all metrics also point
out that models tend to assign a high rank to repeat items.
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TABLE 5. Recall@100, average rank, AUC and NDCG on the repeat items
across different data sets. Higher scores are better for Recall@100, AUC
and NDCG. Lower scores are better for average rank. Best-performing
methods indicated in bold font.

Because repeat behaviors account for a large percentage of
behaviors in the test datasets, the impact of new behavior
prediction on overall result is implicit. Thus, considering only
repeat items is not enough to evaluate models and we need to
investigate the new items prediction.

3) NEW BEHAVIOR PREDICTION PERFORMANCE
Table 6 shows that VAE-MMoutperforms all baseline models
for most datasets in all metrics in new behavior prediction
task. An exception is Recall@100 and NDCG for goNYloc,
where the Recall@100 ofHGMandVAE-MM for this dataset
is equal and NDCG of VAE-MM for goNYloc is slightly
lower than HGM. As we discuss above, the data in goNYloc
is too sparse and too random, making the prediction of new
items more difficult. Another reason is that VAE-MM does
not employ the popularity of items, which may explain the
appearance of some random items. However, average rank
and AUC are improved considerably, showing that VAE-MM
can deal with sparse data better than the baseline models.
For goSFloc, NDCG is also slightly lower but Recall@100,
average rank and AUC improve remarkably. The results from
goSFloc and goNYloc have a similar pattern because
these two are the sub-datasets ofGowalla datasets and share
some characteristics.

The improvements in Recall@100 for twNYloc and
twOCloc are much higher than those in goSFloc and
goNYloc, although all four datasets are from location-
based services. This difference can be explained when

TABLE 6. Recall@100, average rank, AUC and NDCG on the new items
across different data sets. Higher scores are better for Recall@100, AUC
and NDCG. Lower scores are better for average rank. Best-performing
methods indicated in bold font.

considering the characteristics of twNYloc and twOCloc
datasets. These datasets are not as sparse as goSFloc and
goNYloc; thus, VAE-MM can explore more hidden behav-
iors. The improvement in redditS is also remarkable in all
three metrics. Since the items in redditS are sub-reddits,
which are usually related to some semantic topics and have
strong latent relationships, the increase in the performance
of VAE-MM is predictable. The improvements in twNYloc,
twOCloc and redditS show that VAE is more effective
when the hidden relationships exist in data.

Recall@100, average rank, AUC and NDCG for lastfm
improve considerably compared to the baseline models.
We also notice that NDCG of VAE-MM on all items and
repeat items in lastfm is lower than NDCG of other models
but NDCG on new items is higher. According to table 3,
the number and ratio of repeat items in lastfm is by far
the highest over all datasets, and users in lastfm tend
to repeat their behavior several times instead of exploring
the new artists. This leads to a trade-off between exploiting
repeat behaviors and exploring new behaviors in lastfm: if
models suggest only repeat behaviors for high rank, NDCG
on all items will obtain a high value; however, if models
recommend more unseen behaviors, NDCG on new items
increases but that on repeat and all items decreases. This is a
limitation of NDCG when it emphasizes the impact of high-
rank items; thus, average rank andAUC are necessary to show
the comprehensive performance of models.
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FIGURE 4. Recall@k of MMM, HGM and VAE-MM with k varied from 25 to
500 for new items across all datasets. The results for MMM are in blue
(left), the results for HGM are in orange (middle) and the results for
VAE-MM are in green (right).

We illustrate Recall@k for new items across all datasets
with different values of k in figure 4. In general, VAE-MM
outperforms baseline models constantly for all datasets. The
only exception is Recall@k for goSFloc and goNYloc.
When k is small, the performance of VAE-MM is slightly
worse than baseline models. When we set k to higher val-
ues, the performance of VAE-MM is significantly better.

goSFloc and goNYloc are sparse and random; thus,
the integration of the popularity of items, which VAE-MM
lacks, allowsMMM and HGM to achieve some better results.
When k increases, the latent group preference component
in VAE-MM helps this model to outperform the baselines.
We also notice that Recall@k for lastfm is closed to zero
when k is small because of the high number of repeat items
in lastfm.
Figure 5 illustrates the ROC curves of three models for new

item predictions. The gap betweenVAE-MMand the baseline
models is significant, which shows that VAE-MM outper-
forms consistently. We believe this improvement comes from
the integration of the latent group preference component
using VAE in VAE-MM. This component makes the recom-
mendation from the individual’s hidden representation that is
learnt throughVAE. Because the latent representation reflects
the latent interests of users, which is heterogeneous to all user,
VAE can suggest different but suitable unseen items for each
user. In contrast, MMM only uses the popularity of items to
predict new items, leading to a same suggestion of new items
across all users in the datasets. The latent group preference
component, which is missing in MMM, allows VAE-MM
to outperform MMM in new items recommendation task
because it is unrealistic that all users will interact with same
sets of new items in the future. Similar to VAE-MM, HGM
also employs a latent group preference component to model
the hidden interests of users. The latent group preference
component in HGM is based on LDA, instead of VAE which
is used in VAE-MM. The results in our experiments indi-
cate that VAE has a better performance than LDA in new
items recommendation task. A reason for this result could
be that Gaussian distribution used in VAE suits the char-
acteristics of the datasets more than Dirichlet distribution.

FIGURE 5. ROC curves of MMM, HGM and VAE-MM for new items across all datasets.
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The deep neural network architecture of VAE could also ben-
efit VAE-MM because it can learn accurate transformation
functions. It allows us to try different settings and change the
architecture or objective function conveniently to achieve a
better performance.

V. CONCLUSION AND DISCUSSION
In this paper, we proposed a mixture model based on
variational autoencoder (VAE) to address online behavior
recommendation problem. Our Variational autoencoder mix-
ture model (VAE-MM) considers two factors as its main
components: (1) the user-specific preference (2) the latent
group preference generated through VAE. While the user-
specific preference reflects the behavior history of users,
the latent group preference represents the hidden interests.
We improved the predictive performance by applying
adjustments to the VAE, such as dropout layer or skip
connection. We conducted the experiment on various
online behavior datasets across different domains, including
location, music and community. We used Multinomial
mixture model [5] and Hybrid Generative Model [7],
the state-of-the-art mixture models, as the baseline for com-
parison. In our experiments, VAE-MM considerably out-
performed the baseline models. These improvements come
from the integration of VAE as a component in our mixture
model.

For future work, we plan to further investigate the inte-
gration of other deep neural network models into VAE-MM.
Another potential direction is incorporating additional side
information to improve performance. In our experiments,
we also find that some VAE techniques, such as beta anneal-
ing or aggressive training, do not improve the performance
explicitly and are very data-sensitive; thus, it is necessary to
further study VAE techniques for online behavior recommen-
dation problem.
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