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ABSTRACT Nowadays, the importance of achieving and maintaining a high standard of data quality is
widely recognized by both practitioners and researchers. Based on its impact on businesses, the quality
of data is commonly viewed as a valuable asset. The literature comprises various techniques for defining,
assessing, and improving data quality. However, requirements for data and their quality vary between
organizations. Due to this variety, choosing suitable methods that are advantageous for the data quality of
an organization or in a particular context can be challenging. This paper surveys data quality frameworks
in a comparative way regarding the definition, assessment, and improvement of data quality with a focus
on methodologies that are applicable in a wide range of business environments. To aid the decision process
concerning the suitability of these methods, we further provide a decision guide to data quality frameworks.
This guidance aims to help narrow down possible choices for data quality methodologies based on a number
of specified criteria.

INDEX TERMS Data quality assessment, data structures, decision making, information management,
quality management.

I. INTRODUCTION
In many cases, business decisions strongly rely on some
proportions of data that are available for the organiza-
tion. Thus, a high standard of data quality plays an impor-
tant role for most businesses. Also, regulations issued by
supervisory authorities and directed at data management
departments further emphasize the significance of improv-
ing data aggregation capacities within an organization. Low
levels of data quality can have far-reaching consequences
for a business, such as poor decision-making and missed
business opportunities, since the data might not provide
a clear picture of the circumstances [42], [56], [63]. Rely-
ing on manual data collection often causes a threat to the
quality of data [7], [41], [73]. Moreover, increased costs can
occur when data have to be corrected at some point in
the process. A recent Gartner study claims that for busi-
nesses, poor data quality leads to an average loss of around
$15 million [71]. A 2016 IBM research estimates that in
the U. S., the total annual costs resulting from poor data
quality are larger than 3 Trillion US dollars [82]. Apart
from financial costs, low levels of data quality also affect
the decision-making processes within an organization. The
KPMG 2017 Global CEO Outlook has found that 56% of
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CEOs are worried about the integrity of data quality con-
cerning the data that build the basis for their decisions [54].
Especially in a Big Data environment, new challenges, costs
and impacts arise [59], [85], [94] including the value, usabil-
ity and overall quality of the data [13], [18], [92], [84]. Tasks
such as storage, processing of data but also the management
of data quality are critical in these environments [68]. Poor
data quality can also result in a compliance risk, i.e., when the
standard of data quality does not match the expectations from
supervisory authorities [63]. For many years, data quality
has been considered as a multidimensional concept in the
literature [3], [5], [81], [97]. Consequently, its measurement
is regarded as a complex process including a number of
challenges. Moreover, data warehouses have increased in
size and complexity and the number of data sources within
an organization has grown in recent years [11], [90]. Thus,
it is no surprise that a significant increase in data quality
literature can be observed [64], [101]. In addition, data qual-
ity can be described as a multidisciplinary problem con-
cerning, for example, topics in computer science, quality
control, human factors research and statistics [53]. In [102],
data quality research is divided into a number of categories
regarding methods and topics with further categories to be
expected in the future due to the growth of the research
area. The appropriate handling and usage of data within an
organization further requires a form of decision strategy.
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According to [67], this involves steps regarding planning,
obtaining, storing and sharing, maintaining, applying, and
disposing of data (POSMAD). The POSMAD approach sup-
ports the decision-making process regarding data on the
strategic, tactical and operational level while recognizing
the life cycle of data. Also, data strategy is often influ-
enced by IT strategy that focuses mainly on the use of
technology. Reference [26] suggests an approach to dealing
with data quality using a strategic approach to system com-
plexity which underlines their dependencies. Based on the
significance of achieving and maintaining a collection of
high-quality data, it is not surprising that the literature on data
quality management comprises a variety of frameworks and
methodologies regarding the assessment, and improvement
of data quality. Different approaches exist to summarize the
state of research in the area. For example, [11] review a few
well-known and established methodologies for the assess-
ment and improvement of data quality for different types
of data. In the authors’ approach, criteria such as the type
of data and systems, costs, and data quality dimensions are
defined, and the aspects are compared for each of the chosen
methods. A classification of data quality methods regarding
data quality software tools and specific methods has been
performed in [14].

The motivation behind this paper is to provide an overview
of complete data quality frameworks that are widely appli-
cable by summarizing and comparing their main compo-
nents including the data quality definition, assessment, and
improvement processes.

This paper proceeds as follows: In Section II, the methods
used for literature search and selection are briefly described
including an overview of the chosen methodologies as well
as a brief summary of the main components of each frame-
work. In Section III, an overview of data quality definitions
according to the different frameworks is provided. This is fol-
lowed by the survey and comparison of assessment methods
including measurement types and processes in Section IV.
Then, aspects of data quality improvement are considered in
Section V, including the considerations of data quality costs
and decision strategies. Section VI contains a selection guide
for choosing suitable data quality frameworks under given
circumstances. Finally, Section VII concludes this paper with
a few summarizing notes.

II. SCOPE OF THIS SURVEY
Only those frameworks that apply to data in any field were
selected for this survey. Moreover, works that only consider
one or a few specific aspects of data quality management
such as data stewardship, metadata management, or informa-
tion systems were excluded. We aim to provide an overview
of different comprehensive data quality frameworks to the
reader. Thus, one aspect of the selection was that the method
includes aspects for each of the identified main steps: Data
quality definition, data quality assessment, and data qual-
ity improvement. Overall, the chosen frameworks fulfill the

following criteria: The framework is generally applicable
with regard to the

• context of data,
• information system, and
• type of business.

In addition, the framework should provide
• a definition of relevant data quality attributes,
• data quality assessment steps, and
• data quality improvement steps.

TABLE 1. Overview of frameworks.

Twelve different data quality frameworks in the literature
were identified to meet the above criteria, listed in Table 1
and included in this work. Besides these, some frameworks
provide techniques for data quality assessment without spec-
ifying improvement methods. For example, [72] estimates
data quality in databases by adding and calculating qual-
ity specifications for each relation instance. In [77], control
matrices are used while [48] proposes the use of control chart
methods for data quality assessment. Data quality is modeled
utilizing artificial neural networks in [57]. Reference [40]
defines assessment processes for raw data in databases and
information products (IPs) that are used by the consumers.
Moreover, business process modeling is used in [2] and [22],
and prediction markets are proposed by [78] for approaching
data quality. Although these references contain interesting
and valuable approaches to data quality assessment, they
are not considered complete in the context of this survey.
Finally, contributions that propose combinations of existing
techniques (e.g., [100]) are not surveyed hereafter.

A. OVERVIEW OF DATA QUALITY FRAMEWORKS
Table 1 presents the generally applicable frameworks accord-
ing to our aforementioned criteria. The overview contains the
short and extended names of the methodology along with
the year of publication and the main reference used. From
this point onward, the frameworks will be referred to by a
respective acronym.
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TABLE 2. Overview of methods and their components.

Each methodology consists of a number of steps regarding
the definition, assessment and improvement of data quality.
These steps will be examined and compared in greater detail
in Sections III to V. For an initial overview of the contents of
each of the frameworks; Table 2 shows the main components
in the form of steps and phases.

B. SPECIAL PURPOSE FRAMEWORKS
Apart from the generally applicable frameworks, there are a
number of methods that have been developed for a special
purpose. For example, some frameworks are only relevant
for data within a specific field, such as census, healthcare
or financial data (e.g., the ISTAT [38], [46], the CIHI [60]
and theQAFD [28], respectively). Another well-studied point
of interest is the quality of Web data (e.g., the IQM [36]
or the PDQM [21]). Moreover, the DaQuinCIS methodology
(see [86]) focuses only on Cooperative Information Systems
while some frameworks are directed exclusively at qual-
ity within data warehouses (e.g., the proDQM [45] or the
DWQ [47]). These methods are excluded from this survey
based on their lack of generality. The well-known method
of Su and Jin [91] only takes into consideration product data
quality in the context of manufacturing businesses. More-
over, there exist frameworks such as the MAMD by [23] and
the MMPRO [17] that are developed purely based on ISO
standards. Table 3 shows a number of these special purpose

TABLE 3. Overview of special purpose data quality frameworks.

frameworks together with their main focus and application.
The reader who is interested in data quality in the context of
one of these fields of applications may also refer to the works
directly in addition to the generally applicable methods that
are surveyed in this paper. Although Table 3 only shows one
well-known data quality framework representing healthcare
environment, a vast number of further frameworks exist in
this context. Chen et al. [24] provide an extensive review of
this type of frameworks. The management of data quality in
Big Data environments also includes aspects that exceed the
purpose of this survey. For an overview of data quality chal-
lenges with emphasis on Big Data quality, we refer to [49].

III. DATA QUALITY DEFINITION
Data can be defined as real-world objects, with the ability of
storing, retrieving and elaborating through a software process
and communicating via a network [10]. The way data and
data quality are defined in the early development stages of
a methodology is an important aspect that varies across the
literature. This includes the context, nature, and type of data.
Moreover, the data quality attributes or dimensions that are
chosen to be relevant for the chosen data type and context
have significant impacts on the whole methodology. These
aspects are described and compared in this section.

A. TYPES AND NATURE OF DATA
The nature of data or the data type can be defined and
categorized in different ways. In [11] and [89], two different
classifications are mentioned. The first definition is based on
the concept of manufacturing products and categorizes data
into the three types: raw data item, component data item and
information product. Table 4 shows this so-called orthogonal
classification as proposed by [88].

The second way to classify data is the separation into
structured data, semi-structured data, and unstructured data.
This classification as well as methods on how to extract the
information correctly from the different types of data is found
in the literature (e.g., [1], [16], [19]). Table 5 describes and
exemplifies this.

The heterogeneous nature of data depending on the
domain is also recognized in [69], where data structure and
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TABLE 4. Data types.

TABLE 5. Data structure.

type are classified into more specific categories such as
time-continuous data and event based data. In [95], enterprise
data are classified into the three categories: master data, trans-
actional data and historical data. However, the categorization
shown in Table 5 and the depiction of data quality as an
information product seem to be more widely recognized.

The vast majority of methodologies consider mainly struc-
tured data, either by specification in preliminary definitions
or indirectly, by referring to examples of structured data such
as relational tables in their application. Semi-structured data
that contain a degree of flexibility are also either explicitly
or implicitly considered. Exceptions are the DQPA and the
TBDQ, which only consider structured data but whose inven-
tors envision to extend the models by an investigation of data
quality for semi-structured and, in the case of the TBDQ, also
unstructured data for future work. Unstructured data seem
to pose a great challenge since many techniques for assess-
ing structured and semi-structured data cannot be applied
to unstructured data. The HDQM is one of the very few
methodologies that consider structured, semi-structured as
well as unstructured data explicitly. In particular, the HDQM
can be seen as an extension of the CDQ that incorporates het-
erogeneous data. To do so, the model translates the different
types of data resulting from heterogeneous resources into a
common, conceptual representation. Although not explicitly
stated, the measurement techniques used in the AIMQ may
apply to both structured and unstructured data. In the TDQM,
while data are viewed as an information product which relates
to the classification by [88], the structure of data is not
specified.

B. DIMENSIONS AND CLASSIFICATIONS
Data Dimensions are attributes of data quality that can,
when measured correctly, indicate the overall quality level
of data. The identification of relevant quality dimensions

can be seen as a starting point to the subsequent assess-
ment phase and builds the basis for various improvement
activities [76]. Dimensions are highly context dependent and
their relevancy and importance can vary between organiza-
tions and types of data. Depending on their focus, distinct
frameworks recognize different attributes for data quality
within their methodology. This section provides an overview
of the chosen data quality dimensions for each selected work.
Apart from the differences in choosing the attributes, their
definition may also vary. A basis for the definitions of data
quality in this paper is the work of [99]. An extensive survey
on data quality dimensions that takes a look at different def-
initions for the referenced dimensions can be found in [89].
Table 6 shows the data quality dimensions that are explicitly
mentioned in the frameworks. It further shows whether an
extension to further quality aspects is generally supported in
the methodology.

There is a relatively high variation in data quality dimen-
sions considered per framework. Some attributes appear very
frequently, while there exist some data quality dimensions
that are only recognized by one framework. For a better
overview of frequencies, Figure 1 shows the number of occur-
rences of data quality dimensions (if larger than one) based
on the selected frameworks.

The most common dimensions are completeness, timeli-
ness, and accuracy, followed by consistency and accessibility.
The definitions of these dimensions according to [99] are as
follows:

• Completeness: The extent to which data are of sufficient
breadth, depth and scope for the task at hand.

• Accuracy: The extent to which data are correct, reliable
and certified.

• Timeliness: The extent to which the age of the data is
appropriate for the task at hand.

• Consistency: The extent to which data are presented in
the same format and compatible with previous data.

• Accessibility: The extent to which information is avail-
able, or easily and quickly retrievable.

A number of methodologies strongly rely on a study
by [99], in which an extensive survey was performed to iden-
tify those aspects of data quality that are most important
to the data consumer. This includes the TDQM that views
data as an information product based on the methodology
of the TQM [75], a total quality management methodology
for manufacturing products. It is noted that even though
this adaption is useful, there is a limitation to the similar-
ity between manufacturing and information products. In the
TDQM, the information product is defined as the output of
an information manufacturing system. In the first step of the
TDQM cycle, data (here information product) characteristics
are defined. These characteristics are basic units such as client
accounts in a client account database and components of the
database, for example in form of an entity-relationshipmodel.
Moreover, the IP characteristics include functionalities to the
data consumer. Their expectations together with those of sup-
pliers, manufacturers andmanagers are then specified in form
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TABLE 6. Data quality dimensions overview.

of data quality dimensions. The importance of the different
attributes across roles is assessed by a survey tool. The 16 data
quality dimensions are classified into the four categories:
Intrinsic, accessibility, contextual and representational. Sim-
ilarly, the DQA makes use of a survey tool for assessing
data quality dimensions from different perspectives. The
AIMQ also recognizes the data quality dimensions and clas-
sifications that are proposed by [99]. However, the authors
suggest an interesting categorization that differs from the
existing ones. Instead of the previously mentioned categories,
the AIMQ considers the four types: Sound, dependable, use-
ful, and usable information. In particular, the dimensions are
classified into four quadrants as it is shown in Table 7.

FIGURE 1. Number of frameworks using certain data dimensions.

TABLE 7. Data quality dimensions according to the AIMQ.

For example, the accessibility dimension is considered as a
service quality and can be assessed by consumer expectations
while the completeness dimension is a product quality that
can be assessed by specifications. For more information on
this model of data quality dimensions, we refer to [50], [51],
and [58]. According to the authors, this classification is help-
ful later on in the process when deciding which aspects of
data quality require improvement.

In the COLDQ methodology, the dimensions defined
in [81] and [99] are recognized but modified and supple-
mented by further dimensions and categories. The dimen-
sions are classified into the five categories: data model, data
values, information domains, data presentation and informa-
tion policy. This is somewhat different from most categoriza-
tions utilized by other frameworks.

As opposed to many other frameworks, the TIQM clas-
sifies the data quality dimensions into only two categories:
inherent data quality and pragmatic quality. The authors men-
tion a number of attributes such as precision, non-duplication
and validity for inherent data quality or timeliness, usability
or accessibility for pragmatic information quality. In order
to establish relevant data quality dimensions in an organi-
zation, the TIQM suggests a survey of data quality expecta-
tions including expectations of current and prospective data
warehouse consumers as well as knowledge workers on an
operational level.

The data quality definition phase according to the HIQM
is an extensive phase consisting of three separate steps.
It starts with an information environment analysis, in which
knowledge on data sources, processes, and stakeholders is
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gathered. This is followed by the resource management steps,
where resources within the data quality program are defined
according to the management plan. The most crucial part of
the data quality definition based on the HIQM is identifying
the data quality requirements by considering the needs of
enterprise, supplier, as well as user-end consumers. In the
HIQM, this definition is performed using an extensive anal-
ysis to model the different preferences and impacts on the
business formally. The mathematical methods used include a
fuzzy-linguistic approach as well as an analytical hierarchy
process method.

In the TBDQ, only a small number of important dimen-
sions is mentioned. However, the model is flexible and
extensible to further data quality dimensions. Similar to the
TIQM and DQA, it is particularly suggested to identify those
dimensions that are most important for the organization, for
example using questionnaires. Likewise, while the HDQM
only addresses the two dimensions accuracy and currency
explicitly, the adaptability to other dimensions in different
contexts is suggested. In the DQPA, data quality attributes
are based on [29] and are selected by means of expert user
judgments and depend on the type of information system as
well as the relevant data.

In the CDQ, different data quality dimensions are
suggested depending on the structure of the data. The
context-independent dimensions accuracy, completeness, and
currency are mentioned for structured and semi-structured
data [5], [74], [81]. For unstructured data, dimensions such
as condition and originality are mentioned, for example to
assess the relevance of the data [55]. However, the selection
of dimensions based on observed data quality issues in the
organization is recommended.

While the previouslymentioned frameworks are concerned
with both subjective and objective data quality character-
istics, in the DQAF, only objective characteristics of data
are considered. It is noticeable, that the accuracy dimension
is not part of this model, which is unusual in data quality
management. This is explained by the statement that accuracy
is difficult or even impossible to measure in practice and that
it is more useful to try to derive accuracy from the validity
dimension.

Overall, the methodologies all recognize the multidimen-
sionality of data quality while the specifications of attributes
varies. Although these differencesmay be reasonable depend-
ing on the approach of the method, there appears to be a gap
regarding an effective standardization of dimensions [56].

IV. DATA QUALITY ASSESSMENT
The goal of data quality assessment can be defined as
the identification of erroneous data elements and the mea-
surement of the impact of various data-driven business
processes [65]. The data quality assessment is a crucial pro-
cess within the management of data quality often comprising
a number of different steps and involving several peo-
ple groups within the organization. The assessment phase
includes selecting and defining data quality measurement

types that are then applied to the existing data in order to
get an indication of how well each dimension is perform-
ing. Apart from defining various data quality measurements,
the assessment of data quality has to take into account a
number of aspects concerning the data process that have an
influence on data such as data lineage, i.e., the consideration
of the source data, and process by which the data item was
produced [27], as well as data aggregation. Thus, depending
on the organization, data quality assessment is a complex
process. This section provides an overview of the different
data quality assessment methods that were chosen by each
of the selected works. Firstly, the use of data quality mea-
surement types such as questionnaires or quantitative metrics
throughout the frameworks is investigated. In many cases,
these measurements make up the foundation for the subse-
quent assessment process. Secondly, the different phases and
steps according to the chosen methodologies are summarized
and related to each other in a comparative manner to highlight
the differences, similarities and relationships between the
frameworks.

A. DATA QUALITY MEASUREMENT TYPES
Data quality can be measured subjectively, for example by
asking the data consumer to rate the level of quality of the
dimensions. Alternatively, data quality metrics can be defined
consisting of computations that can give an indication of the
data quality level. The metrics are used to measure dimen-
sions of data quality objectively. In many cases, one metric is
not sufficient to accurately measure a data quality dimension,
and the key is to combine different metrics to get a clear
picture of the overall data quality. Many of these metrics
measure the number or percentage of some specified con-
straints that are being violated, or qualitatively measure the
number of erroneous decisions that were made based on the
data [44]. It can be argued that some data quality dimensions
cannot be assessed by objective measures and that for those
dimensions, subjective measures are needed [80]. Depending
on the framework, different measurement types are utilized.
Table 8 shows an overview of the types of measurements
suggested in each of the methodologies.

It can be seen that most methodologies strongly rely on
objective data quality metrics. The DQAF shall be particu-
larly emphasized here, as it provides a comprehensive set of
objective data qualitymetrics that the organization can choose
from. These measurements are classified into different types,
i.e., initial one-time assessment, automated process control,
in-line measurement, and periodic measurement.

The TDQM presents some common metrics to measure a
subset of the identified data quality dimensions. This includes
metrics for accuracy, freeness of error, timeliness, complete-
ness, and consistency. Examples of those metrics are the
percentages of incorrect values, an indicator of when data
was updated, a percentage of non-existent accounts and the
number of records that violate referential integrity. More-
over, the TDQM takes into account that certain business
rules need to be considered when assessing data quality.
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TABLE 8. Types of measurement.

For example, the exposure for clients should be monitored.
The TDQM further briefly discusses metrics that come from
the information manufacturing background, such as security
and credibility measures. In addition, the TDQM mentions
so-called information-manufacturing-oriented data quality
metrics such as measuring unauthorized access to assess the
security dimension.

TABLE 9. Functional forms in the DQA.

In the DQA, the so-called functional forms are pre-
sented for the assessment of objective data quality attributes
(see Table 9). Moreover, for each of the data quality dimen-
sions, an application of these functional forms as metrics are
explained in detail.

In the DQPA, the authors differentiate between metrics for
the assessment of primary data sources and assessment of
derived data. In particular, the proposed framework extends
themetrics proposed by [79] alongwith those presented in [6]
and [72] to metrics that allow the measurement of data quality
at different levels of granularity.

Other frameworks only mention the use of data quality
metrics briefly. For example, the CDQ mentions the two
objective metrics percentage of duplicate objects and that of
matching objects to measure accuracy and currency. In the
HIQM, no specific metrics are defined, but the need for
a measurement algorithm for each data quality dimension
is expressed. Similarly, the OODA DQ methodology refers
to the use of existing data quality metrics and tools for
measurement.

Some frameworks suggest combining objective measures
with the use of subjective assessments such as survey ques-
tionnaires. The COLDQ suggests a number of objective ways
to measure dimensions such as completeness and accuracy
but also strongly recommends to survey the data consumer
directly in order to measure dimensions related to data pre-
sentation. Similarly, the TBDQ performs an initial assess-
ment by means of survey questionnaires followed by the
objective assessment usingmetrics such as a simple ratio. The
TIQM suggests identifying the user’s expectation in order to
decide which objective measures are required.

The AIMQ is the only chosen framework that relies
on subjective measurements only. For the purpose of self-
assessment, the AIMQ includes an ‘‘IQA Instrument’’,
i.e., a questionnaire including several items that help with
measuring data quality.

B. DATA QUALITY ASSESSMENT PROCESS
This section provides an overview of the different steps that
are suggested in different data quality frameworks for the
purpose of assessing the current state of data quality within
an organization.

Some frameworks such as the TDQM do not provide for-
mal steps within the assessment process. Here, the assessment
phase consists of developing the previously mentioned data
quality metrics and implementing them by means of a new
information manufacturing system or add them to an existing
system. Similarly, the DQA suggests that, in order to measure
data quality in practice, the previously developed metrics
should be applied to the data but no formal process is pro-
vided. Alongside thesemeasurements, the DQA also suggests
the use of additional subjective assessments that are then to
be compared with the objective measurements. The results
fall into one of four quadrants: low subjective and objective
assessments, high objective and low subjective assessment,
low objective and high subjective assessment, or high sub-
jective and objective assessments. This builds the basis for
the subsequent analysis and improvement process. While the
OODA DQ methodology does not provide formal steps for
this part of the process either, the assessment phase according
to this methodology for data quality relates to the first phase
of the method’s iterative process, namely, the Observe part.
In this phase, existing data is observed and data quality issues
are identified by means of tools such as regular reports and
dashboards. Moreover, a notification service for potential
data quality issues as well as feedback from external agencies
are suggested.
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During the assessment according to the AIMQ, the val-
ues determined by means of the defined IQA instrument
are aggregated into the four quadrants that were defined in
Section III-B. In particular, themean values of the dimensions
of each quadrants are computed in this step. Similarly, in the
CDQ, problem identification through interviews and quanti-
tative evaluation of quality issues are performed. In particular,
data quality issues are determined by means of user inter-
views including the identification of the precise part of data
and the corresponding processes. The problem identification
is followed by applying data quality metrics to the identified
dimensions.

The HIQM only mentions the evaluation of data quality in
general, based on non-specified metrics. However, the model
provides a unique contribution regarding the data quality
assessment in form of a data quality monitoring and recovery
support method. In particular, the model proposes a warning
phase comprising the components diagnoser, feedback mod-
ules, message generator, a warning log database, a warning
analyzer, a warning/recovery database, as well as a real-time
recovery module.

Rather than providing several steps, the assessment process
according to the DQAF is based on the different measurement
types that were previously defined. This includes the initial
one-time assessment, automated process control and in-line
as well as periodic measurement.

Other methodologies provide more detailed steps and pro-
cesses for the execution of data quality assessment. For
COLDQ, the process starts with a number of preliminary
steps. In particular, data customers are identified, the infor-
mation chain is mapped and dimensions and appropriate rules
are chosen. It follows the measurement of each of the data
quality categories that were defined in the previous section.
The assessment according to the TIQM is described in great
detail and composed of two processes. Firstly, data definitions
and the whole information architecture quality are assessed.
Secondly, the actual assessment of data quality takes place.
Each of the two processes consists of a number of steps that
are summarized in Table 10.

The assessment phase of the HDQM consists of two steps.
Firstly, as opposed to many other methodologies, it starts by
ranking its resources in order to establish feasibility and risk
for the subsequent improvement phase. Secondly, the actual
quantitative measurement of data quality is performed. In
this assessment, the relevant dimensions are measured by
applying appropriate metrics. For the accuracy dimension,
the HDQM model suggests a specific distance ratio. When
dealing with data that are not structured, the authors empha-
size that preliminary steps have to be taken in order to be
able to use the presented metric. In particular, values have
to be related to their domains in semi-structured data sets
and data objects have to be extracted and classified when
dealing with unstructured data (as proposed in [43] and [66],
respectively).

The assessment phase of the TBDQ consists of two steps.
Firstly, the goals and scope of data quality for the business

TABLE 10. Assessment steps of the TIQM.

are defined in the planning phase. This includes specifying
a minimum level of data quality, defining and assigning
weight to the dimensions and identifying those tasks within
the process that can lead to data quality issues. In the subse-
quent evaluation step, weights are assigned to the data quality
problems by using a pair-wise comparison matrix of the
analytical hierarchical process [83]. A questionnaire-based
approach is suggested for subjective assessments, combined
with a simple ratio metric for objective assessments of data
quality. Based on this, the data quality issues receive value.
It is also suggested that subjective and objective assessment
results are compared as a form of validation.

The DQPA provides seven different steps for applying
data quality assessment. In the first step, useful data quality
properties are identified for the assessment. Then, existing
metrics are analyzed about their suitability to provide unbi-
ased, user-independent evaluations of data quality aspects.
In the third step, methods to represent, interpret and assess
data quality indicators are described. The notion of data
lineage is regarded as an important aspect of this model and
crucial to the process. In the fourth step, quality scores of
primary data sources are estimated and stored as metadata.
Then, the derived data is assessed in the fifth step. In step six,
the data quality is analyzed either by selecting the best data
sources before the query execution based on its quality scores
or by comparing data quality aggregated scores that corre-
spond to different query plans for the same business question.
Finally, in the seventh step, data sources are ranked according
to the data quality stores and priorities provided by the user.
The DQPA further makes use of a data lineage algorithm
with a conflict resolution function for tracing back towards
providing more information on the data quality [30]–[32].

The assessment phases are structured differently depend-
ing on the framework. However, many similarities can be
observed regarding the types ofmeasurements.Most methods
rely on objective metrics or a combination of metrics and
subjective measurements. Overall, the steps of assessment
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processes differ significantly, especially in the degree of
detail.

V. DATA QUALITY IMPROVEMENT
After assessing the current data quality, in most situations,
the goal is to take measures in order to improve its standard.
To do so, organizations need to consider different techniques,
and tools while taking into account the resulting costs. When
measures to improve data quality are considered, this process
also involves decision theory. Thus, data quality improvement
is often composed of a number of steps. The improvement
phase according to the data quality methodologies presented
here are summarized and compared in this section.

A. DATA QUALITY IMPROVEMENT PROCESS
As a preliminary step to data quality improvement, some
frameworks start by performing an analysis of root causes
of data quality issues. For example, the TDQM suggests
investigating these issues utilizing methods such as statistical
process control and introducing dummy accounts. A further
method introduced by [25] is proposed in the TDQM for
analyzing the causes of poor data quality assessment results.
The improvement process proceeds with identifying areas
for improvement and allocating resources accordingly. They
refer to the ‘‘Information Manufacturing Analysis Matrix’’
developed by [5] as well as the work of [4] for a methodol-
ogy. Similar to the TDQM, root cause analysis is also part
of the DQA framework. In this methodology, a comparison
of the previously performed objective and subjective mea-
surements where discrepancies are identified is suggested in
combination with a root cause analysis. The findings should
then be processed by taking the necessary measures for
data quality improvement. Similarly, in the analysis phase
of the HIQM, values obtained for the data quality dimen-
sions in the assessment step are compared to the data quality
requirements. This is followed by a both data- and process-
oriented improvement phase that also includes modifications
at a strategic level, which are planned and performed in a
so-called strategy correction step. In the DQAF, comparing
results of data quality assessment against assumptions or
expectations is emphasized. Moreover, the author presents
an overview of possible root causes along with their origin
and possible improvement actions that can be useful for data
quality improvement projects.

Some methods provide more detailed steps and instruc-
tions for the data quality improvement process. According to
the TIQM methodology, the improvement phase consists of
two main processes: Information Product improvement (re-
engineer and cleanse data), and improve information pro-
cess quality (data defect prevention). These two processes
are broken down further into smaller steps that are summa-
rized in Table 11. For each step of the processes, the author
presents a detailed process description including an exem-
plary flowchart of activities. Moreover, the model provides a
list of inputs, outputs as well as techniques and tools that can
be useful in the corresponding part of the improvement phase.

TABLE 11. Improvement steps of the TDQM.

The model also describes a number of best practices in form
of checklists for the categories: Data definition and infor-
mation architecture, business process and application design,
business procedures and data capture and, management and
environment.

The COLDQ also provides detailed instructions for the
data quality improvement. After the current state of the
data quality is assessed, it is suggested to first perform
a requirements assessment in which data quality problems
are prioritized and their scopes are defined. Moreover,
the model gives advice on how to assign responsibilities,
to choose a data quality project and to build the corre-
sponding team of people. A number of tools that can be
helpful for data quality improvement such as data cleans-
ing and a rules definition system are suggested. The next
step is the definition of data quality rules, followed by
data mining techniques such as clustering, decision trees
and link analysis. Moreover, the methodology proposes that
the supplier management process is specified. After these
preliminary steps, the actual improvement phase incorpo-
rates a solution architecture, static cleansing, integrating
and testing rules and rules system as well as building the
non-conformance resolution system that generates workflow
tasks. Another important step that follows is the measurement
of improvement, for example by means of statistical process
control.

In the DQPA, a detailed example for data quality improve-
ment steps can be found. The main components of data
quality improvement according to the DQPA are business
impact determination, data cleansing, and monitoring and
assessment of data quality on a regular basis. For the impact
analysis, among methods such as cost benefit analysis, usage
and anecdotes (told from past events), the prioritization and
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ranking of data sources and business questions were found to
be a crucial aspect. For the subsequent data cleansing process,
metadata usage, data profiling, and data matching are sug-
gested. Finally, in order to enhance data quality successfully,
standardized improvements and continuous assessment and
monitoring are proposed.

The improvement phase of the AIMQ approach focuses
strongly on two different gap analysis methods. Prior to these
methods, the values of each quadrant that were measured
in the assessment step are analyzed and compared to each
other. This directly helps with the decision of which quadrant
requires improvement. Two important techniques that are
mentioned in the model are the bench-marking gap analysis
and the role gap analysis. The first technique contains the
systematic comparison of performance across organizations
in order to evaluate the relative state. In particular, the data
quality of an organization is compared with a ‘‘benchmark’’,
i.e., a best-practice data quality organization. When large
gaps are identified, a possibility for improvement can be
deducted for data quality in that area. The role gap analysis
evaluates assessments of data quality and compares them
across different roles within the organization. This helps
understanding the awareness of data quality problems of
different people groups. If the gap is large, the information
consumers and information systems professionals disagree
about the level of data quality. Thus, in that case, they should
start by discussing these differences and come to an agree-
ment. Overall, the AIMQ focuses on prioritizing areas for
data quality improvement.

As opposed to many other frameworks in which data qual-
ity targets are set in the beginning of the process, the CDQ
methodology suggest to set these targets after the evaluation
of actual data quality values as part of the improvement
process. To do this, process-oriented, as well as cost-oriented
analyses, are performed. For the improvement of data qual-
ity, the HDQM proposes three steps. Similar to the CDQ,
the phase starts with an analysis of data quality requirements
which in this model is performed using a process-oriented
approach [10]. It can be noted that in most frameworks, this
step is located at an earlier stage. It follows a selection of
activities for data quality improvement. This is done by using
both a data-driven and process-driven strategy in order to
produce a ReSource/Improvement Activity matrix. Finally,
an improvement process is chosen and evaluated based on this
matrix. The selected process should incorporate all relevant
dimensions and resources.

Just as the assessment phase, the improvement phase
according to the TBDQ consists of two steps. Firstly, prioriti-
zation of data units is suggested and data improvement tasks
such as data correction or notification designed and proposed
in the evolution step. The decision on a suitable task is based
on an ‘‘award system’’ comparing the different tasks based on
execution costs and level of improvements. In the execution
steps, the tasks and modified process units are performed.
In addition, the execution is analyzed in terms of scope and
achieved amount of improvement.

The OODA DQ methodology proposes a rather different
approach to structuring the data quality improvement process.
This phase of the framework comprises the remaining steps
of its iterative cycle, i.e., Orient, Decide and Act. The Orient
phase includes a root cause analysis that should be performed
by a data governance team as well as the assessment of
the severity of the previously identified data quality issues.
Decisions ranging from data cleansing to modifications in
application systems are the main concern in the Decide phase
of the process. The decisions can be on a tactical as well as
on an operational level and also include decisions regarding
the number of people needed for fixing the issues in an
appropriate manner. Finally, the Act phase is where identified
actions are performed, implemented and validated.

B. DATA QUALITY COST CONSIDERATIONS
Costs can be defined as ‘‘Resources sacrificed or forgone to
achieve a specific objective or the monetary effect of certain
actions or lack thereof.’’ [35]

Naturally, there are a number of different types of costs
that result from a low standard or data quality but also those
that are involved in quality improvement measures. When
considering data quality improvement projects or initiatives,
it is important that they lead to benefits for the organiza-
tion. In the work of [35], low data quality costs such as lost
opportunity costs, higher maintenance costs or process failure
costs as well as data improvement costs such as training
costs and infrastructure improvement costs are reviewed and
classified. This categorization helps with proving feasibility
of new initiatives and with bench-marking, i.e., comparing
data quality costs among organizations to set data quality
goals. Moreover, cost classifications are particularly impor-
tant when it comes to assessing the risk resulting from low
data quality.

TABLE 12. Costs considerations.

Table 12 shows to which extend data quality costs are
incorporated and considered in the frameworks that are sur-
veyed in this paper. This list excludes AIMQ, DQA, HIQM
and OODA DQ, since these do not consider costs explicitly.

A cost-benefit analysis (CBA) often builds the basis for
decision-making processes in an organization. The CBA can
be defined as a process in which benefits and costs of a
project are compared systematically and analytically in order
to assess its value [70].
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Some frameworks propose specified methods to deal with
data quality costs. For example, in the TBDQ, a cost-benefit
analysis is considered from a qualitative perspective. The
model uses an award system in order to choose the improve-
ment tasks. The processes are evaluated on the basis of their
execution costs and the level of improvement. This is done by
means of a Time-Driven Activity-Based Costing (TDABC)
as proposed in [52]. In the TDQM, the problem of allocating
resources appropriately is emphasized. An integer program-
mingmodel [5] is proposed for the purpose ofmaximizing the
improvement under certain budget constraints. Costs play an
important role throughout the steps of the CDQ. Non-quality
costs (potential savings) are examined in detail and compared
to quality costs, i.e., improvement costs. TheHDQMprovides
a novel approach to data quality cost considerations. Apart
from stating quantitative methods to cost-benefit analysis
(e.g., [62]), themodel proposes to qualitatively compare costs
with benefits. First, a ReSource/Activity matrix is used to
identify candidate improvement processes followed by an
evaluation of costs for each of the candidate processes. The
qualitative approach consists of categorizing costs (very low,
low, medium, high, very high) and subsequently, compar-
ing the values along with their effects on dimensions (data
quality dimension/cost ratio) in order to find the appropriate
improvement process. The TIQM provides a detailed clas-
sification of data quality costs. Non-quality costs consist of
process failure costs, information scrap and rework costs,
as well as missed opportunity costs. Assessment costs arise
from the data quality assessment processes, including soft-
ware as well as labor costs. Finally, improvement costs result
from improving and maintaining data quality. The frame-
work provides many cost examples along with measurement
methods. The COLDQ also provides a detailed classification
of data quality costs in which the costs are classified into
impacts on the operational, the tactical and the strategical
level. The operational impacts include various types of costs
such as detection, correction and prevention costs. The tac-
tical and strategical impacts consist of costs regarding lost
opportunities, delays and organizational mistrust. As a basis
for the cost-benefit analysis, the COLDQ suggests the eval-
uation of return on investments (ROI) which directly relates
investments to profit [39]. This is useful when justifying the
implementation of improvement projects or activities.

Other methods recognize the significance of data qual-
ity costs without establishing concrete methods to approach
themwithin the framework. The DQPA underlines the impor-
tance of data quality prevention, correction costs as well as
cost effectiveness. However, the model itself only incorpo-
rates non-quality costs, i.e., impacts on the business. For
future work, an evaluation of data quality costs comprising
prevention and correction costs is planned.

C. IMPROVEMENT DECISION STRATEGIES
It is observed that many frameworks emphasize the sig-
nificance of having a decision strategies in place when it
comes to choosing the objects of improvement. Among other

TABLE 13. Improvement decision strategies.

aspects of the data quality process, the improvement deci-
sions strongly depend on the required costs that were dis-
cussed in Section V-B. Table 13 shows the strategies and
methods explicitly mentioned in the frameworks that support
the improvement decision processes.

VI. DATA QUALITY FRAMEWORK SELECTION
The previous sections have shown that the different data qual-
ity frameworks use different methods during the process of
quality assessment and improvement. This section provides
a decision guide that can help selecting an appropriate data
quality framework for a given situation in a systematic way.

To start, two preliminary questions are presented which
should be considered carefully before following the subse-
quent decision guide, presented in Table 14.

1) What are the user’s general requirements? If the user
is interested in finding a methodology, that supports
the definition, assessment and improvement processes
within an organization in a comprehensive way, the
twelve frameworks presented in this paper constitute
possible options. If the user seeks tools or software to
support aspects of data quality management such as
data profiling or data validation, digging into more spe-
cialized literature on these techniques can be beneficial;
a summary of which reference [14] provides.

2) What is the context of the data? If the data of interest
belong to one of the specialized and well-studied areas
of research mentioned in Table 3, we also refer to
the relevant literature suggested for special purpose
frameworks (see Section II-B). Otherwise, the twelve
frameworks surveyed in this paper are the ones appli-
cable in any chosen context (besides further ones that
are more specialized or tailored to specific applications
and hence excluded from our treatment here).

Table 14 is the decision guide, designed in order to nar-
row down the set of candidates out of the twelve surveyed
data quality frameworks, based on the application at hand.
Table 14 shows the differences between the methodologies
based on a number of identified key criteria (similar to a
decision tree), on which a systematic questionnaire shown
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TABLE 14. Decision guidance. (a) General comparative overview. (b) Decision tree questions.

in Table 14a towards a final selection of a method can be
conducted.

VII. CONCLUSION
In this survey, twelve general-purpose applicable data quality
frameworks that contain data quality definitions, assessment
and improvement processes were systematically surveyed
and compared. As opposed to many other frameworks,
the selected works are generally applicable in most circum-
stances in practice. A variation in data quality definitions

was observed since the frameworks all chose different data
quality dimensions to be relevant. However, most frame-
works recognize that the relevance of the dimensions should
be assessed individually by the organization. Nevertheless,
completeness, timeliness and accuracy appear to be the
most important quality attributes. Most frameworks focus
on structured and semi-structured data, while few works
can also handle unstructured data. Moreover, the assessment
processes vary strongly in methods and complexity. Many
authors suggest the use of objective metrics or a combination
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of metrics and subjective measurements while one frame-
works relies solely on subjective assessment. In this sur-
vey, improvement processes were compared with special
emphasis on costs and decision strategies. While most frame-
works recognize the importance of considering non-quality
as well as improvement costs, the depth of considerations
ranges from simply recognizing budget constraints to detailed
cost-benefit analyses. The majority of frameworks provide
methods that help the improvement decision process. Here,
different approaches were observed.

This paper further provided a decision guide that can help
the reader to identify the most suitable framework(s) among
the presented works. The selection is based on a number of
key aspects that are written as questions and that can, in the
same manner as a decision tree, narrow down the choices to
the suitable frameworks for a given situation.

Possible future research directions include more compre-
hensible prediction of impacts of poor data quality which is
directly related to thementioned non-quality costs.Moreover,
there appears to be a lack in research concerning the impacts
and interactions of data quality dimensions on data quality
and thus, regulatory compliance with a sophisticated, statis-
tical basis.
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