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Abstract—In this work, we investigate the MARC (Multiple
Access Relay Channel) setup, in which two Markov sources
communicate to a single destination, aided by one relay, based
on Joint Source Channel Network (JSCN) LDPC codes. In
addition, the two source nodes compress the information
sequences with an LDPC source code. The compressed symbols
are directly transmitted to both a relay and a destination nodes
in two transportation phases. Indeed, the relay performs the
concatenation of the received compressed sequences to obtain a
recovered sequence, which is encoded with an LDPC channel
code, before being forwarded to the destination. At the receiver,
we propose an iterative joint decoding algorithm that exploits
the correlation between the two sources-relay data and takes
into account the errors occurring in the sources-relay links to
estimate the source data. We show based on simulation results
that the JSCN coding and decoding scheme into a MARC
setup achieves a good performance with a gain of about 5 dB
compared to a conventional LDPC code.

Keywords: Joint Source Channel Network scheme, LDPC
codes, MARC system.

I. INTRODUCTION

In the framework of wireless sensor networks, cooperation
nodes aim to improve the network performance by providing
diversity gains through cooperation. Recently, there has been
a great interest for the cooperative communication structures.
One of these structures is the Multiple Access Relay Channel
(MARC). The MARC consists of two sources (e.g. users) or
more that send data with the help of a single relay to com-
municate with a single destination. In [1], authors expressed
the outer bounds of capacity for the MARC and since, many
practical coding solutions were investigated.

In the literature, several relaying operations, for instance
AF (Amplify and Forward), CF (Compress and Forward),
and DF (Decode and Forward) are proposed and theoretically
investigated for the application to the MARC respectively in
[2]–[4]. Also, the different relaying operations were considered
in many practical coding approaches design [5], [6]. Motivated
by the CoF (compute and forward) operation mode, authors

in [7] proposed a new coding design for the MARC. Also,
in [8], the QF (quantize and Forward) relaying operation was
proposed with multiple number of transmitters.

Nowadays, Low-Density-Parity-Check (LDPC) codes have
attracted much interest for several wireless communication
systems, due to their simple construction and their efficient
decoding process that results in low error rates over Additive
White Gaussian Noise (AWGN) channels that is close to the
Shannon limit [9]. Hence, several contributions considered
LDPC codes for the MARC setup. In [10], L. Liu et al
considered a new distributed superposition coding method for
an asymmetric SW (Slepian-Wolf) MARC system based on
Joint Source Channel (JSC) LDPC codes. Also, LDPC coding
scheme was investigated in [11] for the MARC, where the
information sequences from the two sources are re-encoded
by the relay node separately which then effectuate a network
coding. Furthermore, several channel coding network schemes
are developed over MARC with other channel codes such
as accumulator (ACC) [12], turbo codes [13], and product
codes [14]. In [15], authors proposed the transmission of two
correlated binary and independent sources using the lossy
forward (LF) relaying strategy using ACC. In [16], authors
proposed a MARC setup to transmit a correlated content using
serially concatenated codes. One common feature of all these
contributions mentioned above is that no source compression
scheme is applied. Indeed, according to our knowledge few
contributions were investigating the source compression cod-
ing in the framework of the network coding [17]. In general,
variable length entropy coding techniques for the source
coding are not suitable since they render the compressed
bitstream transfer very sensitive to channel noise. Therefore,
a JSC coding scheme was proposed in [18] based on double
LDPC code, where the source code with a fixed length use an
LDPC code to compress a redundant information sequence,
concatenated with an LDPC code to protect against channel
impairments the corresponding compressed information. The
double LDPC system is modeled by a single Tanner graph
(concatenation between source and channel graphs), which is

	 	 	 	 then decoded with the Belief Propagation (BP) algorithm [19],



Fig. 1. The MARC model. Fig. 2. The MARC system block diagram.

[20].
The main contributions behind this work are: first, a coding

and decoding solution based on Joint Source Channel Network
(JSCN) is proposed into a two sources MARC setup. We intro-
duce the LDPC source code in both the source nodes and the
LDPC channel code into the relay node. We assume that the
relay observes a corrupted data from the two sources. Second,
we propose a joint decoding process, that consists of three
Tanner graphs combined with a BCJR algorithm to exploit
the sources/relay correlations and the residual redundancy to
enhance the MARC system performance.

As following of this paper, we present in Section II the
system model and notations. We describe in Section III the
proposed joint decoder. We outline in Section IV the results of
simulation. Lastly, we give in Section V a general conclusion
of this work.

II. SYSTEM MODEL AND NOTATIONS

We investigate in this paper, the case where two source
nodes want to deliver a correlated content to a receiving node
through cooperation (relay node). Hence, as shown in Fig.
1, the MARC is composed of S1 and S2 sources, a single
relay R, and a single destination D. Moreover, we assume
that no communication between the two sources is associated.
The JSCN LDPC codes are considered for both compression,
error protection and network coding. In the proposed system,
these functions are distributed between the S1 and the S2

nodes, and the R node, respectively. In Fig. 2, we show the
MARC system block diagram for the proposed JSCN. The data
sequences u1 and u2 generated from S1 and S2, respectively
are independent but internally correlated. u1 with n1 symbols
length, u2 is then with n2 symbols length. Each correlated
source is modelled as a Markov source (St), described by
α = Pr(St = 1|St−1 = 0) and β = Pr(St = 0|St−1 = 1),
such as α and β are the corresponding transition probabilities.
We define by H(S) = µ0h(α) + µ1h(β), such as h(x) =
−x log2(x)− (1− x) log2(1− x) the Markov source entropy
rate, where the stationary distribution are given by µ0 = 1 -
µ1 = β

β+α . Also, we consider that the distance between S1

and D is equal to the distance between S2 and D, (dS1D=
dS2D= dSD), thus equivalent SNRs, SNRS1D = SNRS2D =
SNRSD. We define dRD the distance between the nodes R

and D. Furthermore, GRD is the link gain between R and
D, defined by GRD = ( dSD

dRD
)n, where the path-loss exponent

n = 3.52 [21]. We suppose in this work that the position
of the relay is situated closer to the two sources than the
destination D with dRD = ( 3dSD

4 ) and GRD = ( d
3d/4 )

3.52

= 4.4 dB, where SNRRD = SNRSD + 4.4 dB. We have
three communication phases divided into three time slots.

In the first time slot, the first Markov source S1 generates
the sequence u1. Then, this sequence is compressed by an
LDPC source code using (l1 × n1) parity check matrix Hsc1

of the source code as

b1 = Hsc1 × u1 (1)

The sequence b1 is then modulated by BPSK with l1 symbols
length, to have the signal x1. The source S1 node sends the
obtained signal x1 to the relay and the destination. We define
by Rs1 = l1/n1, the compression rate of the source S1. In
the second time slot, the sequence u2 generated by the second
source S2, is compressed by a another LDPC source code with
matrix Hsc2 of (l2 × n2) dimensions as,

b2 = Hsc2 × u2 (2)

Then, the sequence b2 is modulated to have the signal x2 with
l2 bits, which is transmitted to both a relay node and a receiver
node. The compression rate of the source S2 is Rs2 = l2/n2.
The relay node performs the concatenation of the recovered
sequences x̂1 and x̂2 during the last time slot as x̂ = (x̂1,x̂2).
Using the generator matrix GT

cc of the channel LDPC code, the
sequence x̂ is encoded according to the following expression

c = GT
cc × x̂ (3)

The encoded sequence c with m bits length is transmitted
directly to a destination after modulation through the AWGN
channel. We note that Rc = (l1+ l2)/m = l3/m is the system
channel coding rate. Furthermore, for the MARC system, the
overall rate is equal to R = 1/(Rs+1/Rc), where Rs = Rs1=
Rs2 .

The signals y1, y2, and y3 from the first source S1, the
second source S2, and the relay R are received respectively,
the destination D executes the joint decoder to get the original
data sequences estimates û1 and û2. The JSCN decoder is



Fig. 3. The proposed JSC decoder for the JSCN coding scheme applied to the MARC network.

represented in Fig. 3 as three bipartite Tanner graphs, and
will be detailed in the next section.

III. THE JSCN ITERATIVE DECODING SCHEME

The joint decoder based on the message passing BP algo-
rithm for the MARC system is described in this section with
LDPC compression and error correction codes. As shown in
Fig. 3, the joint decoder based on the LDPC codes presented
by three concatenated Tanner graphs. Also, we apply the BCJR
algorithm for each LDPC source decoder at the variable nodes
to exploit the residual sources correlations. We denote that the
iterative decoding involves two types of iteration: JSC LDPC
iterations and BCJR source decoding operation. Every itsc JSC
LDPC iterations, the BCJR is activated. The number of BCJR
iterations is denoted itBCJR which resulting in it= itBCJR ×
itsc overall iterations. Let us consider the decoder at the itth
iteration. First, in the source S1 decoder, the variable nodes
v send the corresponding log-likelihood ratios (LLRs) to the
check nodes c. Therefore, for v = (1, . . . , n1), we have

msc1,(it)
v,c =

∑
c′ 6=c

m
sc1,(it−1)
c′,v + LLR1

B,v (4)

In the same way, the LLRs of the variable nodes v in the S2

Tanner graph are sent to the check nodes for v = (1, . . . , n2)
as

msc2,(it)
v,c =

∑
c′ 6=c

m
sc2,(it−1)
c′,v + LLR2

B,v (5)

We consider symmetric Markov source, hence, the variable
nodes of the source S1 decoder and the source S2 decoder
are initialized by LLR1,2

B,v = 0.00, respectively. After itsc
iterations of the joint decoding process, LLR1,2

B,v equal to
the extrinsic information delivered by the BCJR algorithm.∑
c′ 6=cm

sc1,(it−1)
c′,v are the LLRs passed from c (check nodes)

to v (variable nodes) in the source S1 decoder. While, in the

source S2 decoder, we consider
∑
c′ 6=cm

sc2,(it−1)
c′,v , the LLRs

transfer from c to v.
In the LDPC channel graph, the first v nodes of length l1,

calculate their messages as

mcc,(it)
v,c = Zccv +fc(m

sc1→cc,(it−1)
v , pe1)+

∑
c′ 6=c

m
cc,(it−1)
c′,v (6)

where Zccv = 2rv
σ2
RD

are the LLRs of the channel decoder, which
are used to initialize the variable nodes. We note that σ2

RD

is the R-D channel noise variance and the received vector
expression is rv = (1 − 2cv) + nv . msc1→cc,(it−1)

v are the
messages sent from the source S1 decoder by the c nodes to
the v nodes on the side of the channel graph.

Also, we assume that the wireless S1-R link is noisy,
hence, the sequence x̂1 at the relay node from S1 can be
damaged by errors with a probability of error pe1. In fact, to
estimate the sequence x1, the channel graph decoder applies
the updating function fc using the LLRs of the sequence x̂1

and the corresponding pe1. So, for i = (1, . . . , l1), thus for the
first l1 variable nodes of the LDPC channel code, we apply
the following LLRs update:

LLR(x1i) = log

(
exp(LLR(x̂1i))(1− pe1) + pe1
(1− pe1) + exp(LLR(x̂1i))pe1

)
(7)

= fc(LLR(x̂1i), pe1) (8)

In the same way, we suppose that the S2-R link is noisy for
i = (1, . . . , l2). Therefore, the sequence x̂2 is corrupted at the
relay node with a certain probability of error pe2.

Also, the messages of the channel graph for l2 variable
nodes are

mcc,(it)
v,c = Zccv +fc(m

sc2→cc,(it−1)
v , pe2)+

∑
c′ 6=c

m
cc,(it−1)
c′,v (9)

where msc2→cc,(it−1)
v are the messages passed since the source

S2 graph by the c nodes to v nodes in the LDPC channel graph.



Then, in the channel graph, the messages of the remaining m3

variable nodes are

mcc,(it)
v,c = Zccv +

∑
c′ 6=c

m
cc,(it−1)
c′,v (10)

We note that mcc,(0)
c′,v = 0, msc1,(0)

c′,v = 0, msc2,(0)
c′,v = 0,

m
sc1→cc,(0)
v = 0, and msc2→cc,(0)

v = 0.
For each decoder, the LLRs between the c and the v

nodes are described as follows. First, for c = (1, . . . , l1), the
messages of the S1 decoder are

msc1,(it)
c,v = 2 tanh−1

(
tanh(

Zsc1c

2
)
∏
v′ 6=v

tanh(
m
sc1,(it)
v′,c

2
)

× tanh(
fc(m

cc→sc1,(it)
v , pe1)

2
)

)
(11)

where Zsc1c = 2rc
σ2
S1D

are the LLRs used to initialize the check

nodes. Notice that σ2
S1D

is the S1-D channel noise variance,
and rc = (1− 2x1) + nc is the received sample.

mcc→sc1,(it)
v = Zccv +

∑
c′

m
cc,(it−1)
c′,v (12)

are the messages between the channel graph and the source
S1 graph (from v nodes to c nodes, respectively). While for
c = (1, . . . , l2), in the source S2 decoder, the LLRs send from
c to v nodes are

msc2,(it)
c,v = 2 tanh−1

(
tanh(

Zsc2c

2
)
∏
v′ 6=v

tanh(
m
sc2,(it)
v′,c

2
)

× tanh(
fc(m

cc→sc2,(it)
v , pe2)

2
)

)
(13)

where Zsc2c = 2rc
σ2
S2D

are the LLRs for the check nodes with

rc = (1 − 2x2) + nc and σ2
S2D

is the S2-D channel noise
variance. And

mcc→sc2,(it)
v = Zccv +

∑
c′

m
cc,(it−1)
c′,v (14)

represents the messages passed since the LDPC channel graph
toward the source S2 decoder (from v to c nodes, respectively).
Every c node sends its LLR to v node for c = (1, . . . ,m− l3)
in the channel code Tanner graph, as follows:

mcc,(it)
c,v = 2 tanh−1(

∏
v′ 6=v

tanh(
m
cc,(it)
v′,c

2
)) (15)

After it iterations of the decoding process, the joint decoder
estimate û1 and û2 from the S1 and the S2 respectively.

IV. SIMULATION RESULTS

We analyze in this section, the performance of the proposed
LDPC-based JSCN coding and decoding applied to MARC
system. First, we compare the performance using different
configurations of the JSCN. Second, we treat the case of
errors may occur in the S1-R and the S2-R links, and we
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Fig. 4. The performance in terms of BER for the JSCN encoding solution
applied to MARC setup.

study the obtained results. For the simulation environment,
we consider the simulations Monte-Carlo, using the language
C programming.

A. MARC system performance with different source and chan-
nel coding rates

We study the MARC system performance where the wire-
less links between the two sources-relay are noiseless. The
aim of this study is to display the effect of different channel
coding and source coding rates on the proposed system using
the JSCN LDPC coding. The LDPC codes used in this paper
are regular for the sake of simplicity. The design of the LDPC
code is not target of this paper and can be considered as
the future work. The JSCN decoding process applied the BP
algorithm with a global number of iterations it=100, and after
itsc = 20 iterations, we apply the BCJR algorithm for each
source decoder. We note that the complexity of the proposed
JSCN decoding scheme is almost the same as the complexity
of an LDPC iterative decoder, since similar computational
operations are considered for message calculations.

For symmetric Markov source with the transition probabili-
ties α = β= 0.07, we show a BER performance as a function
of SNRSD in Fig. 4. We propose to study three rate allocation
configurations. The first configuration has rates Rc = 1/4
and Rs1 = Rs2 = 1/2 for the channel, the source S1, and
the source S2 coding, respectively. The overall transmission
rate is equal to R = 0.4. The second configuration has rates
Rc = 1/4 and Rs1 = Rs2= 0.3, hence, an overall rate equal to
R = 0.66. Then, the last one with Rc = 1/2, and Rs1 = Rs2
= 1/2, which means an overall rate of R = 0.66. We observe
that the first configuration protects more the information with
Rc = 1/4 than the two others configurations. Therefore, an
improvement is shown, for instance 5 dB succeed compared to
the last configuration for a BER= 10−4. However, the second
scenario allocates less bits and compresses more with source
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coding rates Rs1 = Rs2= 0.3 than the first one, which induces
an error floor increase from almost 5.10−6 to 5.10−5. The
last code makes less protection than the two other codes with
Rc = 1/2, hence, in the waterfall region, shows a loss in terms
of BER. Using the same source coding rate than the first case,
Rs1 = Rs2 = 1/2 with the third configuration, we keep almost
the same error floor of about 10−6.

We conclude that the source code rate justifies the system
error floor behaviour, and high compression rates makes lower
error floor. While, the waterfall system performance depends
on the channel code rate and using lower channel coding rates
makes more protection, and consequently better performance.

B. JSCN LDPC coding with noisy two sources-relay links

In this section, we assume that the wireless link S1-R is
noisy resulting in an error probability pe1, in the same way, we
assume that the wireless link S2-R is corrupted with an error
probability pe2. Also, we note that SNRS1D = SNRS2D =
SNRSD. The aim behind this simulation is to show the effect
of the noisy links error probabilities on the JSCN system.

In Fig. 5, we show a BER performance as a function of
SNRSD. We can observe that with error probabilities pe1
= pe2 = 0.01, we keep almost the same performance in the
waterfall region as the case of pe1 = pe2 = 0.00. We point out
a slight loss of 0.09 dB for BER= 10−3. Also, we can notify
that the error floor is the same as the error-free case. we can
see that with relatively high error probabilities pe1 = pe2 =
0.15, the performance in the waterfall region for a BER =
10−3, as well as in the error floor region is destructed, hence,
shows a loss of about 1.8 dB. With a high error probabilities
of pe1 = pe2 = 0.5, and pe1 = pe2 = 0.3, the performance is
damaged in terms of BER.

Through the direct transmission from the S1 and from the
S2 to the common destination D, and the updating function
fc applied at the joint decoder to estimate the corrupted

sequences at the relay node R, the JSCN encoding system
persists powerful until a probability of error equal to 0.06,
where just 0.3 dB are lost compared to the error-free case.

On the other hand, we study a comparison between the
JSCN encoding scheme and the standard LDPC channel
encoding with channel coding rate Rc = 1/4. We observe that
the performance of the JSCN system is well than the LDPC
code with different error probabilities in the waterfall region
with an improvement of about 5 dB.

C. BER performance of asymmetric error probabilities for
sources S1 and S2

The idea behind this simulation is to study the performance
of the Markov source S1 and S2 of the proposed system, using
asymmetric error probabilities pe1 and pe2 between S1-R and
S2-R links, respectively. For this aim, we keep the same JSCN
coding/decoding system presented above where the rates Rs1
= Rs2 = 1/2 and Rc= 1/4 for the source S1, the source S2,
and the LDPC channel coding, respectively. Also, we consider
four cases. The first case with symmetric error probabilities,
pe1 = pe2 = 0.00. The second case when the S1-R link is
corrupted with an error probability pe1 = 0.3, and the S2-R
link without error. In the third case, we propose that pe1 =
0.06 and pe2 = 0.15, and in the last one, we propose that pe1
= pe2 = 0.3.

For the source S1, we show a BER performance as a
function of SNRSD in Fig. 6. For the source S2, we plot the
BER with respect to SNRSD in Fig. 7. In Fig. 6, with high
error probability pe1 = 0.3, the performance of the source S1

is worst in waterfall and error floor regions, since the LLRs
of the updating function fc applied at the JSCN decoder are
equal to 0.00, which is not the case for medium-to-low error
probabilities. Therefore, comparing with the BER results of the
S2, the performance is better in the error-free case as shown
in Fig. 7. We loose 1 dB for a BER= 10−3 with respect to the
performance of the proposed system. In fact, the error floor
has increased from almost 5.10−6 to 2.10−5. For pe1 = 0.06
and pe2 = 0.15 of the S1 and the S2, respectively, we can
observe almost the same performance with slight improvement
in the case of pe1 = 0.06 in Fig. 6. Indeed, having lower error
probabilities in the wireless two sources-relay links (pe1 and
pe2, respectively ) is better in terms of BER performance,
than the medium-to-high pe1 and pe2. Also, the good point
is that message passing can help the source having high error
probabilities to improve its performance if the second source
has a fair channel.

V. CONCLUSIONS

In this contribution, we studied the LDPC-based JSCN
scheme applied to MARC setup, which is composed of a
single destination, single relay and two Markov sources.
First, the corresponding system model is presented, where
the source compression and the protection capacity operations
are distributed between both sources S1, S2 nodes, and the
R node respectively. After that, a JSCN decoding scheme
is modeled and we presented the message passing algorithm
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for the proposed JSCN decoder process. Based on simulation
results, we showed the performance of the proposed setup with
different configurations that depend on source/channel code
rates. Then, we studied the performance of the JSCN scheme,
assuming errors in sources-relay links with symmetric and
asymmetric error probabilities pe1 and pe2. We distinguish
that for medium-to-low pe1 and pe2 at the R node, the JSCN
scheme persists powerful ever for an error probability less than
0.15.
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