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Abstract—In recent years, many new radio-based 
connectivity solutions for the Internet of Things (IoT) have been 
proposed. At the same time, development towards the 6G has 
brought on the stage the new business concepts. One of them is 
the concept of a micro-operator and implies the local entities to 
act as the telecom infrastructure owner and provider in their 
premises. In the current paper, we discuss the deployment and 
report the practical performance of a single-cell NB-IoT 
deployed as a part of the 5G Test Network (5GTN) and 
controlled by a smart-campus micro-operator. The practical 
measurements reported in the paper have been carried in the 
University of Oulu within a huge interconnected indoor 
environment with the total floor area of 188 600 m2. Our results 
demonstrate that the NB-IoT technology is a viable connectivity 
solution for various non-critical machine-based applications 
deployed indoors, highlight the practical performance of this 
technology, and reveal some practical specifics and challenges of 
acting as an IoT micro-operator.  

Keywords— NB-IoT, micro-operator, 5GTN, Smart campus, 
Internet-of-Things, MTC, LPWAN, 6GFlagship 

I. INTRODUCTION  
Myriads of the miniature autonomous devices take their 

place around us every single day, making a decisive step 
towards the formation of the long-talked-about Internet-of-
Things (IoT). The concept of IoT has enormous potential to 
change the world we live in, work, and study in the context of 
multiple different verticals. In this paper, we focus primarily 
on one of these verticals, namely the smart campus. 

For many years the campuses of colleges and universities 
have been the centers of innovations, educating the experts 
and driving both the methodology and the technology 
development forth. In this context, the concept of smart 
campus aims at enabling the novel, innovative ecosystem, 
based on the integration of the cutting-edge information and 
communication paradigms [1]. The goal of a smart-campus 
goes well beyond providing the services for the students’ and 
staff’s comfort, or the efficient utilization of the resources. 
Instead, a smart campus is seen to become a living laboratory 
and a playground inspiring the inventiveness and enabling to 
test the new ideas and concepts effectively.  

Aside of the versatile education-focused technologies 
(e.g., teleconference and online-learning), a smart campus 
implies the presence of multiple low-energy devices, such as 
the various sensors and actuators. The state-of-the-art 
approach to enable their connectivity is primarily based on the 
use of the Low Power Wide Area Network (LPWAN) [2] and 
Machine-Type Communications (MTC) [3] technologies. The 

former is typically associated with the technologies operating 
in the unlicensed frequency bands, while the MTC is often 
used as a synonym for the connectivity solutions for IoT 
standardized by the 3rd Generation Partnership Project (3GPP) 
– i.e., the Narrow-Band IoT (NB-IoT) and LTE-M. 

Over the past few years, multiple scholars focused on 
instrumenting and studying real-life large-scale deployments 
based on the LPWAN technologies. The industrial monitoring 
application [4], remote healthcare use cases [5], a smart 
lighting system [6] as well as a smart traffic light for 
congestion monitoring [7], real-time monitoring in power 
distribution grids [8] based on LPWAN have already been 
implemented, and their network performance was 
investigated. Moreover, the real estate monitoring use cases 
inside the university premises, providing the very basis of the 
smart campus, were addressed as well [9].   

Nevertheless, none of these efforts, to the best of our 
knowledge, presents the empirical analysis of the NB-IoT and 
its performance in the context of the smart campus 
applications. With the guaranteed QoS and agreed Service 
Level Agreements (SLAs) featured by NB-IoT [10], IoT can 
now be considered for the use cases, which are more 
demanding for the connectivity performance [11]. Another 
principal difference between our work and the previous 
studies is the novel deployment and business model of the NB-
IoT network under research. The NB-IoT network, which is 
investigated in this paper, is owned and controlled not by a 
traditional telecom operator, but by the university itself. Thus, 
the university plays a role of a micro-operator [12] – a new 
entity that is expected to appear in the post-4G landscape [13]. 
Specifically, by moving the communication infrastructure 
closer to the users one enables higher connectivity 
performance and can fight against the radio channel 
attenuations, which are especially significant indoors. 
However, traditional commercial telecom operators often 
have no will, or no technical or legal capability to deploy their 
equipment indoors. In such a case, their role of connectivity 
providers may be taken by other entities, e.g., the 
land/building owners, tenants, or dedicated service providers. 
These connectivity providers are refereed to as the micro-
operators and are expected to play an important role in the 5G 
and future 6G connectivity provision, and, especially, with 
respect to the smart campus initiative. Importantly, in campus 
environment, the microoperator not only provides the 
connectivity service, but also supports teaching and research. 

In this paper, we assess the feasibility and evaluate the key 
application-level communication performance indicators (i.e., 
the reliability, latency, and throughput) of a smart-campus 



micro-operator-based NB-IoT network. Given the specifics of 
the architecture of the University of Oulu campus, in which all 
the buildings with the total net floor area 188 600 m2 [14] 
represent one single interconnected indoor environment, the 
current study reports the most extensive experimental study of 
the NB-IoT indoors to this day. Aside from this, we report the 
results providing operational insight and empirical analysis of 
the technology with respect to the following aspects:  

• revealing an initial experimental behavior of the NB-IoT 
network in actual operation; 

• addressing the NB-IoT capability to sustain different 
indoor IoT applications and use cases in terms of 
reliability, throughput and latency; 

• discussing the aspects, which limit the performance 
matrices, especially for smart campus use cases. 
The paper is organized as follows. In Section II, we briefly 

discuss the basics of NB-IoT technology. In Section III, we 
present the 5GTN and explain our experimental environment. 
Section IV details the results of our experimental campaign. 
In Section V, we summarize our results, speculate about the 
potential use cases for NB-IoT in smart-campus context and 
discuss some of our experiences while acting as an NB-IoT 
micro-operator. Finally, Section VI provides conclusions and 
briefly discusses further work directions. 

II. TECHNICAL ASPECTS OF NB-IOT 
The initial standard for NB-IoT was released by 3GPP as 

a part of release 13 [15]. The standard defines three 
deployment alternatives for NB-IoT. The first one is the stand-
alone operation mode operating on the radio spectrum, which 
has been previously not used or has been freed by GERAN 
systems [16] taken out of use. The two other deployment 
modes, i.e., the guard-band and in-band, allow NB-IoT to be 
used in parallel with the Long-Term Evolution (LTE) access 
networks. The guard-band mode utilizes the unused resource 
blocks within an LTE carrier’s guard-band, and the in-band 
deployment implies the sharing of time-frequency resources 
between LTE and NB-IoT.   

 The NB-IoT (NB1) network operates on bands 1, 3, 5, 8, 
12, 13, 17, 19, 20, 26, or 28 [16] and the logic of NB-IoT 
device operation is very similar to that of LTE. First, an NB-
IoT device searches for the active cells. The device first has to 
detect the synchronization signals (Narrowband Primary 

Synchronization Signal (NPSS) and Narrowband Secondary 
Synchronization Signal (NSSS)) and then receive the Master 
Information Block (MIB) and a number of System 
Information Blocks (SIBs). MIB and SIBs carry the key 
information about the cell and the network and are sent in the 
Narrowband Physical Broadcast Channel (NPBCH) and 
Narrowband Physical Downlink Shared Channel (NPDSCH), 
respectively.  

In order to establish a link, an NB-IoT device starts by 
sending a random-access preamble in the Narrowband 
Physical Random Access Channel (NPRACH) during the 
specially-allocated random access time window. The timings 
and the number of the preamble repetitions are defined based 
on the device’s Coverage Enhancement (CE) level, which is 
determined from the Reference Signals Received Power 
(RSRP). In the case, if multiple devices attempt to establish a 
connection to the network simultaneously and select the same 
random preamble, some of them can undergo an RA failure.  

If a Base Station (BS) receives and correctly decodes the 
random access preamble, the communication continues using 
the Narrowband Uplink Shared Channel (NPUSCH), 
NPDSCH, and Narrowband Physical Downlink Control 
Channel (NPDCCH), the resources in which are allocated by 
the BS. The NPDCCH is used by the BS to allocate the 
resources for uplink transmission in NPUSCH to a device or 
to signalize a device when downlink data for it is transmitted 
in NPDSCH.  

The NPUSCH is used to convey the uplink traffic and 
provide the acknowledgments. The power allocation for 
NPUSCH transmission relies on the estimated path loss of the 
radio condition for that serving cell. The open-loop uplink 
power control without feedback mechanism reduces the 
complexity and signalling. 

To achieve long communication range the NB-IoT uses 
several mechanisms. The first one is the control over the 
uplink transmit power (which can reach 23 dBm at 
maximum). Next, a cell may support up to two CE levels in 
addition to the default one. If the signal level falls beyond a 
particular threshold, the device may switch to the next CE 
level, thus increasing the number of radio-symbol repetitions.  

The three key mechanisms enabling power savings for 
NB-IoT are:  

 
Fig. 1. The high-level vision of 5GTN IoT infrastructure. 



• The extended Discontinuous Reception (eDRX), which 
enables a device to stop monitoring the control channels 
periodically.  

• The Power Saving Mode (PSM), which enables a device 
in idle state to disable the radio and enter low-power sleep 
while retaining registration in the network. 

• The Release Assistance Indication (RAI), enabling a 
device to signalize that it does not expect further data 
transfers right now and request closing the connection. 

III. 5G TEST NETWORK AND EXPERIMENTAL SETUP 

A. 5G Test Network Background and Capabilities 
The 5G Test Network (5GTN) has been deployed at the 

University of Oulu in order to enable an open access live 
network for the research and development (R&D) activities. 
The network is the principal infrastructure component of the 
6G Flagship [17] program and is controlled and operated by 
the University of Oulu, and the Centre for Wireless 
Communications specifically, acting as the micro-operator for 
the 5GTN. The 5GTN is employed for versatile education, 
research, and development actions by the university itself, and 
the large-scale testing by the industry consortium partners 
affiliated with 5GTN and 6G Flagship.  

Fig. 1 depicts the high-level vision of 5GTN IoT 
infrastructure. The IoT-enabled platform is provided as 
Infrastructure as a Service (IaaS), Network as a Service 
(NaaS), and Platform as a Service (PaaS) for application 
developers, device manufacturers, and university researchers 
[11]. As one can see from Fig. 1, 5GTN supports multiple 
radio access technologies, including, e.g., LTE, LoRaWAN, 
and even 5G. Nonetheless, in this study, we focus specifically 
on the connectivity of IoT-enabled devices through NB-IoT.  

This is worth noting that the focus of 5GTN is not limited 
to only smart campus applications or use cases. By facilitating 
the platform openness, 5GTN intends to support different 
prospects of IoT for Smart Health, Robotics, Wearable 
devices, Smart Education, Smart Green House, etc. 

B. NB-IoT in 5GTN: experimental and measurement setup 
In what follows, we explain our experiment setup starting 

from the level of a device. The end-to-end measurement setup 
is illustrated in Fig. 2. 

The device used for testing is the kDC-5737 NB-IoT 
wireless data terminal from Knowyou Technologies [18]. The 
device is a custom-made multi-band dongle with a Qualcomm 
chipset, supporting bands 1, 2, 4, 5, 7 for LTE as well as band 
28 for NB-IoT. The terminal has a rubber bar antenna with an 
antenna gain of 1.9 dBi. The NemoHandy [19], a handheld 
wireless measurement tool, is used to perform the 
measurements. To ensure mobility during the measurements, 
the NB-IoT terminal (dongle) is coupled with an Android-
based phone with the NemoHandy application running. Both 
the technology (NB-IoT) and the frequency band are locked 
during the experiments. 

The test device is connected to a Radio Access Network 
(RAN), composed of a Nokia Macro BTS delivering an LTE 
(band 7 FDD) and an NB-IoT (band 28 FDD) cells. The BS 
creates two on-air cells, each of which is served by a sectoral 
antenna with 14.5 dBi gain. Note that the NB-IoT 
infrastructure of 5GTN also includes several pico BSs, which 
are deployed around the campus and operate in bands 1 and 7, 
and which have not been used for this measurement campaign. 
The BS’s maximum transmit power is set to 39 dBm and it is 
configured with downlink and uplink EARFCN 9385 (775.50 
MHz) and 27385 (720.50 MHz), respectively. The NB-IoT 
UL/DL channel bandwidth is 0.2 MHz and the expected cell 
span is about 15 km. For our experiments the cells are 
configured with only one CE level with 16 RACH preamble 
repetitions and 160 ms RACH period. The S1 interface from 
the LTE BS towards IP layer connectivity, i.e., the backhaul, 
is terminated locally to a Cloud Core EPC featuring NB-IoT. 

 The measurements were taken indoor inside the University 
of Oulu while connected to a radio cell in which the antenna 
beam is directed towards North of the faculty of ITEE (see 
Fig. 3) and the antenna is mounted at a tower with a height of 
around 24 m. The 23 indoor reference points were selected on 
the 1st floor of the University of Oulu, Linnanmaa campus. 
The individual locations of these points are marked along with 
the respective RSRP values on the campus map in Fig. 3.  

 For measuring the radio-channel related parameters and 
the Round-Trip Time (RTT), at least 50 ping requests, 32-byte 
each, were sent using the NemoHandy software to a test 
server. The server was located within 5GTN at the very edge 
of the network. To measure the throughput, we performed 
iperf test in Nemo outdoor application [19]. For the test, the 
configuration parameters were set as follows: 

Fig. 2. NB-IoT network architecture and interfaces implemented in the 5G test network. 



• UDP buffer size 8 kbytes 

• UDP datagram size 1470 bytes 

• UDP bandwidth 200 kbps 

 After activating the data session for NB-IoT terminal, the 
UDP data were sent to the same server, where the ping 
requests were addressed. The tests were done for 60 seconds 
on each measurement point. The NPUSCH and NPDSCH 
throughputs were recorded, and the maximum values were 
taken for each test point.     

IV. EXPERIMENTAL RESULTS 
 Fig. 3 provides an insight into the coverage of the NB-IoT 
macro BS of 5GTN. The figure illustrates the position of the 
BS and the test-points with average RSRP for each of them, 
which overlay the campus map of the University of Oulu, 
Linnanmaa campus. The NB-IoT macro has a 4-port dual-
polarization antenna with a half-power beamwidth of 65° and 
an adjustable electrical down tilting of 2-16°. As far as the 
horizontal pattern of the antenna is concerned, it has azimuth 
beamwidth of 62 ± 3.6°, the front-to-back ratio for total power 
±30° greater than 24 dB, the cross polar discrimination at 
boresight greater than 21 dB and azimuth beam port-to-port 
tracking less than 2.0 dB.  Furthermore, the vertical beam 
pattern has an elevation beamwidth of 13.2 ± 0.7°, tilt 
accuracy less than 0.6°, first upper side lobe suppression 
greater than 14 dB and an upper sidelobe suppression, 20° 
sector above main beam greater than 14 dB. [11]. In the 
deployed macro cell the directions of the antenna radiation 
beam is 2400 m towards the North and the beam width is 1000 
m from east to west approx. Figs. 4 and 5 detail these results 
further by presenting the RSRP, transmit power, SNR, and the 
estimate of the path loss for each of the test points, sorted by 
their Euclidian distance to the BS.  

 From the presented results, one can see that despite being 
located on the ground floor, all the test points are served by 
the 5GTN. For all the test points, the SNR ranged from 10 to 
20 dB, and the path loss was below 120 dB. For this reason, 
as can be seen from the chart, the transmit power used by the 
NB-IoT terminal was between -25 and 10 dBm. Note that the 
maximum transmit power for the Class NB1 device is 23 

dBm, and the maximum coupling loss for NB-IoT is expected 
to reach 164 dB [16]. Therefore, as one can see, having over 
40 dB “reserve,” the network has substantial extension 
capabilities. Nonetheless, one can see that due to the specifics 
of indoor radio signal propagation (affected, e.g., by the 
blockage, fading, reflection, scattering, etc.), not always the 
short Euclidian distance between a test point and the BS 
resulted in high RSRP. Another reason for this is the 
directivity patterns of the BS’s antennas. 

 Next, we characterized the key application-level 
performance metrics: the UL/DL throughput and the latency. 
These results are presented in Figs. 6 and 7, respectively. The 
markers denote the UL/DL throughput and round-trip latency 
for each test point, sorted based on their Euclidian distance to 
the BS. The trendlines computed based on the moving 
average, are also presented on the figures to reveal the trends. 

 The presented results reveal that during the experiments 
the NPUSCH and NPDSCH throughput ranged from 11.31 
kbps to 17.44 kbps and from 0.71 kbps to 9.52 kbps, 
respectively. One can see that the results for the various test 
points can differ drastically. To give an example, the 
throughput of 15.91 kbps in NPUSCH and 9.52 kbps in 
NPDSCH (i.e., maximum) were observed from a test point 
located in close to line-of-sight featuring RSRP of -78 dBm. 
Meanwhile, for another point with the RSRP of -64 dBm, the 
NPUSCH and NPDSCH throughputs were 16.23 kbps and 
0.80 kbps, respectively. On the other hand, for the test point 
with one of the lowest RSRP of -92 dBm, the uplink 
(maximum) and downlink throughputs were 17.44 kbps and 
0.95 kbps, respectively. These results are rather surprising for 
us, and in the future, we plan to execute additional 
measurements to study this anomaly.  

 The results for RTT and the RACH access delay, which 
denotes the time period from transmitting msg1 to receiving 
msg4 as a part of the contention-based random-access 
procedure, are presented in Fig. 7. As one can see, for the 
majority of the points, the RTT was in the order of 2400 ms, 
and the RACH access delay was 173 ms on average. Note, that 
since the RTT counting is started from msg1, only a single 
coverage extension level is enabled, and all the points are in 
decently good channel conditions, in case if no packets are lost  

   
Fig. 3. The base station and measurement points locations, and the respective average RSRP values overlaying the map of the University 

of Oulu. The primary direction of the NB-IoT cell’s antenna is shown with the black arrow (the clear floor plan is available from [5]). 



and the resources for uplink and downlink transmissions are 
available, the RTT is not be affected significantly from the 
distance between the BS and a test point. However, there were 
two test locations, for which both RTT and RACH access 
delay were substantially higher. The more detailed study of 
the experiment logs showed that when located in these points, 
the test device experiences substantial block losses (the block 
error rate was 33-50%) and often had to transmit preamble 
more than once to access the channel. This, apparently, 
required time. Meanwhile, as this can be seen from Figs. 4 and 
5, the SNR and RSRP in these test locations were quite high 
and did not differ substantially from that in the other test 
points. This can also be seen from the charts that the time for 
RACH composed only about 10% of the total RTT time. The 
maximum time for waiting for the next RACH window was a 
mere 160 ms. Given that the test server was located within 
5GTN, its response time was within several dozens of 
milliseconds. Therefore, we expect that most of the delay is 
caused by resource allocation and communication in 
NPUSCH and NPDSCH. One of the possible reasons for this 
is the in-band deployment of NB-IoT within 5GTN, requiring  

it to share the resources with LTE. The allocation of the 
resources to the conventional LTE may also be one of the 
reasons for the variations of the throughput observed during 
our experiments. 

 Finally, Fig. 8 demonstrates the dynamics of the transmit 
power control of the NB-IoT terminal, along with the 
measured RSRP and RSSI. The transmit power is one of the 
parameters, which contributes to the energy consumption of 
an NB-IoT device, and the mechanisms for controlling which 
differ for NPRACH and NPUSCH (see [20]). As one can see, 
for most of the test locations, the transmit power was below 
than -2 dBm (0.63 mW).  

V. DISCUSSION AND LESSONS LEARNED 
As a micro-operator [21], the 5GTN provides a diverse 

connectivity infrastructure within a limited local area, 
including the university campus and a few other selected 
locations in the city of Oulu. Importantly, today the 
connectivity services are required not only by the people, but 
also by the versatile machines, ranging from tiny sensors to 
drones, and even connected vehicles. The NB-IoT technology 
is expected to play an important role in enabling the mass 
connectivity for low-end machines. Therefore, in this paper, 
we investigated the performance of a single-BS micro-
operator NB-IoT deployment. The key measurement results 
are as follows: 

• NB-IoT demonstrates quite good coverage indoors, even 
for very extensive indoor environments. 

• The application-layer latency observed in our 
measurements was in the order of seconds. The uplink 
throughput for most of the points was in the order of 15 
kbps, but the downlink varied a lot – from hundreds of 
bps to ten kbps. 

Fig. 4. RSRP, initial transmit power, estimated path loss for 
different test points.  

   
Fig. 5. Signal-to-noise level for different test points. 

Fig. 6. Measured maximum UL/DL throughput for different test 
points. 

Fig. 7. Measured round trip time and RACH access time for 
different test points. 

Fig. 8. Initial and NPUSCH transmit power and corresponding 
RSRP and RSSI values for different test points. 



• In most cases, the transmit power of NB-IoT devices was 
below 0 dBm. 

 Importantly, all these have been achieved with a single BS. 
Given these results, we expect that NB-IoT may play an 
important role in enabling delay-tolerant applications for 
devices with low traffic. These include, e.g., the various non-
critical metering and actuating, as well as tracking 
applications. In the context of a smart campus, there are a 
plethora of use cases, which fit these. To name just a few: the 
measuring of lecture rooms/laboratories/restaurants/parking 
lots occupancy; the tracking of measurement tools and other 
properties; the remote control of lights and other non-critical 
infrastructure (e.g., the displays). In this context, the micro-
operator approach, when the university owns and manages the 
infrastructure providing it also as a service to other service 
providers, is very attractive. 

 Meanwhile, the key challenges, which we have faced 
implementing this concept, are related to (i) negotiating and 
obtaining the needed licenses and (ii) managing and 
configuring the network. The former is mostly a political 
issue, which requires goodwill and partnership from both the 
telecom operators and the governmental authorities. The latter 
originates from the complex nature of the NB-IoT technology 
and a great number of parameters, affecting its operation. To 
give an example, we observed that the application-level 
performance for latency and energy consumption is strongly 
affected by the number of coverage extension levels and their 
configurations (i.e., the RSRP thresholds, RACH periods, 
number of repetitions). Another parameter, which affects the 
energy consumption and throughput/latency is the inactivity 
timeout, which determines the time period after which a 
device gets disconnected from an NB-IoT network if no 
communication goes on. Decreasing this timeout enables 
energy savings, but, as we have observed, may prevent a 
device from connecting to the network if the time for 
connection authorization will exceed the timeout. When this 
comes to the technical aspects, we found the NB-IoT 
technology and the hardware/software used to be mature 
enough not to feature any major technical issues. 

VI. CONCLUSIONS  
In this paper, we discussed the deployment and reported 

the practical performance of a single-cell NB-IoT micro-
operator deployment as a part of the 5GTN. Our results 
demonstrate that NB-IoT technology is a viable connectivity 
solution for various non-critical machine-based applications 
deployed indoors. To the best of our knowledge, this paper 
presents one of the first attempts to extensively investigate the 
NB-IoT performance indoors. Therefore, the presented results 
may be interesting for various stakeholders. Also, in the paper, 
we highlighted some practical lessons learned during the 
deployment and management of an NB-IoT campus network 
acting as an IoT micro-operator.  

In future, the 5GTN network will be substantially 
extended by adding the new connectivity solutions, as well as 
by bringing into it more applications. Also, we intend to 
continue the research activities using the network, focusing on 
the effect of the different network parameters on the 
performance, investigating the detected anomalies further, and 
addressing the aspects, which we have not considered in this 
work – e.g., the energy efficiency and the scalability. 
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