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ABSTRACT
Living labs are environments for acquiring user feedback on new 
products and services. Virtual environments can complement living 
labs by providing dynamic immersive setup for depicting change.

This paper describes implementation of Virtual and Augmented 
Reality clients as an extension to a user involvement tool for an 
existing living lab. We conducted a user experience study with 14 
participants to compare the clients. According to our study, the 
virtual reality client was experienced as innovative, easy to use, 
entertaining and fun. Whereas the augmented reality client was 
perceived playful and empowering.

Keywords: living lab, user involvement, user experience, virtual 
reality, augmented reality. 

Index Terms: H.5.1 [Information Interfaces and Presentation] 
Multimedia Information Systems—Artificial, augmented, and 
virtual realities 

1 INTRODUCTION

The living lab approach has become a popular way of involving 
users into innovation and evaluation processes of products and 
services. Unlike mere field trials or user testing, a living lab 
approach involves users in all stages of the product development 
lifecycle [5, 7]. The approach is relevant especially when studying 
user experience (UX) before, during and after the use of products 
or services. Current Web applications can support innovation 
creation activities in living labs, as these applications are inherently 
social. They facilitate user participation, content creation and 
sharing, conversation, cooperation and collaboration. For example, 
a social media-based living lab approach can integrate technologies 
of social networks with the living labs concept [4]. Virtual 
environments have successfully been utilized in participatory 
studies involving visualizations of change [5, 8, 7]. Both virtual 
reality (VR) and augmented reality (AR) offer even more 
immersive mechanisms for using VEs in visualization. These 
technologies are at the forefront or technological advancements and 
have also recently made their way into consumer products.
Utilizing VR in living labs has potential to largely benefit current 
user communities.

2 WEBVR AND AR IN USER INVOLVEMENT PROCESS

As described by McNeese [5] and Pierson and Lieven [7], exposure 
to graspable simulations and reconfigurable prototypes i.e. test 
worlds are key elements of living labs. Through VR, users can 
navigate and observe a VE in a similar way they would in a real 
world. In VR, the user can inhabit or embody a test world, that then 
demands a higher presence than mere images.  When VR is made 
available through Web, it can also inherit the benefits of Web 
applications. While WebVR is already being used for professional 
visualization and entertainment, applications involving user 
participation are currently scarce [2]. Like VR, or WebVR, AR can 
be utilized as a visualization tool that leverages the social aspects 
of Web. While less immersive than VR, mobile AR can provide 
free exploration of joined realities. The users can simultaneously 
experience both the digital and the physical environments which 
can be beneficial when gathering feedback from, for example, 
planned changes in the physical environment [1, 3]. In addition, AR 
technology is more easily available, as most smart phones and 
tablets support AR content [1].

3 PROTOTYPE SYSTEM
Our prototype system allows the generation of questionnaires for 
multiple platforms, i.e. Web, mobile, VR and AR. This is managed
through a single administrative web tool (the Admin Tool). Besides
regular web-based questionnaires, the author of a questionnaire can 
utilize the Admin Tool to generate location-based questionnaires, 
as well as questionnaires utilizing 3D scenes and 3D assets in VR 
or AR. With the mobile client, users who have registered in the 
living lab environment can answer traditional surveys or enlist in 
activities. Moreover, users can launch the AR client from the 
mobile client.  The AR client is integrated into the mobile client for
providing location-based AR functions for the mobile user [6]. This 
solution provides users an opportunity to participate in the 
development of products and services by giving location-based 
comments and feedback. The VR client allows users to experience
accurate 3D representations of target areas. It provides a method 
for collecting UX and feedback from users who are immersed in 
VR and observing 3D content. The feedback can be collected while 
users explore various types of VEs e.g. learning environments, in 
both indoor and outdoor, realistic or fantastic even abstract 
environments. Users can communicate their experience by
answering survey questions while exploring. The current tool 
supports VR questionnaires that are based on downtown area of 
Oulu, Finland, as well as campus of the University of Oulu that are 
modelled as mirror 3DVEs.

4 STUDY SETUP
The focus of our study was to investigate, how participants 
experienced the VR and AR clients as well as how important they
perceive it that they can answer to questions while experiencing a
3D environment. They answered questionnaires embedded in VR 
and AR clients. The use case for our evaluation was topical for the 
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local community: the digitalization of the contents of a local 
zoological museum exhibition that has been recently closed.

Figure 1: A study participant (left) and what she sees (right).

We had 14 participants in our study. Before attending the test 
session, participants filled a short background questionnaire online.
Half of the participants used the VR client first (Figure 1) and AR 
client second, half vice versa. The users were recruited from the 
living lab’s own user community. None of the participants had 
previous experience with either client. Participants’ ages were 
between 26-59 years, with the average age of 36. Six participants 
were female. Duration of each test was approximately one hour. 
Users were interviewed and observed during the sessions. All 
sessions were also video recorded. In addition to interviews and 
observation, we collected material with a questionnaire on five-
point Likert scale and with adjective cards selection method [9].

Figure 2: Adjectives for the VR method and for comparison AR. 
Each participant selected 4/42 adjectives from a shuffled selection 
of 21 positives and 21 negatives.

5 RESULTS
According to results, participants’ experiences towards VR method 
were mainly positive (Figure 2). The most selected adjectives were 
Fun (5) and Innovative (5). Selected negative adjectives suggest 
usability issues or lack in visual quality. The visual quality of the 
virtual environment was reasonable, but not very detailed since 
performance issues in Web VR had to be considered. The most 
prominent adjectives selected to describe the AR experience were 
empowering (7), and playful (7). The fate of the zoological museum 
collection was an acute topic for participants. They did not perceive 
VR as a game, but an honest attempt to utilize digitalized contents
of the zoological museum in VR. Also, participants commented 
that it was interesting for them that they were in the same place 
physically and virtually. The perception of AR was related to the 
playful nature of the experience; the users hoped for wider 
exploration of the physical campus for finding more hidden 
content.

6 CONCLUSIONS
Living labs can benefit from using AR and VR technologies. Both
can provide comprehensive ways of visualizing change. VR 
provides users an interactive immersive environment, where user 
feedback can be collected by responding to surveys while 
experiencing accurate 3D representations of the target areas
(whether existing or historical/imaginary). Similarly, AR 
technologies can project change directly on top of existing 
locations.

According to our findings, both VR and AR clients were 
experienced positively, while they do provide different kinds of 
UX. This is important to acknowledge when combining 
technologies or aiming to design a system for collecting user 
feedback. VR was perceived as innovative, easy to use, entertaining 
and fun. Participants considered important that they can experience 
the environment related to the survey while answering the survey.
In comparison, the AR client was experienced empowering and 
playful. Our users envisioned AR more suitable for creating playful 
contents for exploration in the physical world, whereas VR was 
perceived more suitable for providing serious, pleasant and 
entertaining experiences.
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