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Abstract— Synthetic aperture radar (SAR) target recognition
faces the challenge that there are very little labeled data.
Although few-shot learning methods are developed to extract
more information from a small amount of labeled data to avoid
overfitting problems, recent few-shot or limited-data SAR target
recognition algorithms overlook the unique SAR imaging mech-
anism. Domain knowledge-powered two-stream deep network
(DKTS-N) is proposed in this study, which incorporates SAR
domain knowledge related to the azimuth angle, the amplitude,
and the phase data of vehicles, making it a pioneering work in
few-shot SAR vehicle recognition. The two-stream deep network,
extracting the features of the entire image and image patches,
is proposed for more effective use of the SAR domain knowledge.
To measure the structural information distance between the
global and local features of vehicles, the deep Earth mover’s
distance is improved to cope with the features from a two-stream
deep network. Considering the sensitivity of the azimuth angle in
SAR vehicle recognition, the nearest neighbor classifier replaces
the structured fully connected layer for K -shot classification.
All experiments are conducted under the configuration that the
SARSIM and the Moving and Stationary Target Acquisition
and Recognition (MSTAR) dataset work as a source and target
task, respectively. Our proposed DKTS-N achieved 49.26% and
96.15% under ten-way one-shot and ten-way 25-shot, whose
labeled samples are randomly selected from the training set.
In standard operating condition (SOC) as well as three extended
operating conditions (EOCs), DKTS-N demonstrated overwhelm-
ing advantages in accuracy and time consumption compared with
other few-shot learning methods in K -shot recognition tasks.

Index Terms— Complex value information, feature extrac-
tion, few-shot learning, image classification, synthetic aperture
radar (SAR) target recognition.

I. INTRODUCTION

SYNTHETIC aperture radar (SAR) automatic target recog-
nition (ATR) has applicability in military and civilian
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fields [1]. The situation that more and more scholars lay
emphasis on the SAR ATR is of long-standing [2]–[8]. Great
promotion to RGB imagery, brought about by deep learn-
ing [9], is enabled by the availability of massive amounts
of RGB data. For instance, there are hundreds of millions
of training images in ImageNet [10]. Although this ensures
a promising future for SAR ATR, the application of deep
learning in SAR ATR is not as smooth as it is in other
problems in the field of computer vision [11]. The main reason
for this is that deep learning requires a very large amount of
data; otherwise, the classifier will be trapped into overfitting.
Due to the flight track of carriers and the side view of radar,
the vehicle’s image will change sharply with the transforma-
tion of the depression angle and azimuth angle. As a result,
SAR can only capture several samples at a restricted angle
for the noncooperative vehicles, which are the enemy vehicles
and cannot be put in the ideal positions or poses to get the
SAR images. This situation leads to a few-shot environment
for SAR vehicle recognition. Lack of training data limits the
use of large-scale deep convolution neural networks (DCNNs)
with powerful representation learning ability.

In recent years, some state-of-the-art networks, such as
A-ConvNet [7] and data augmentation means [12]–[14], have
been applied to SAR ATR. DCNNs are able to reduce the
effect of speckle noise in SAR images [1] as well as avoid
the trouble of manual notation of domain knowledge [7].
When there are a sufficient number of labeled samples, these
methods are able to achieve significant recognition accuracy.
However, when the number of training samples drops sharply,
the performance of existing algorithms also becomes unsatis-
factory, making it difficult to meet the requirements for real-
world applications. In contrast, human vision systems can
learn a visual concept quickly from very few samples [15].
Therefore, it is important for algorithms to be able to achieve
this ability so that the cost of data labeling can be reduced.
The use of few-shot learning purpose is growing in the fields
of computer vision and pattern recognition. However, only
a few methods [16]–[20], including transfer learning [21]
and metric or loss based improvement, are used in SAR
image interpretation. Unfortunately, these methods emphasize
the improvements of models and networks but overlook the
mechanism, which contains SAR domain knowledge, in SAR
targets. SAR images are totally different from optical images
in terms of imaging modalities, as shown in Fig. 1. Few-
shot learning algorithms tend to extract more information from
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Fig. 1. First row: RGB images of BTR60, T72, ZIL131, and ZSU234, which
are all armored vehicle categories from the MSTAR database. Second row:
SAR images in the depression angle of 17◦ and azimuth angle of 122◦ in
these four categories. Third row: BTR60 in an optical image and three SAR
images in the depression angle of 17◦ and azimuth angle of 137◦ , 142◦ , 147◦ .

labeled samples, including expert knowledge, image features,
and metric distances.

In this study, information about the phase data, and the
azimuth angle, is used as SAR domain knowledge to overcome
the problem of a lack of labeled data. In essence, the ampli-
tude and phase information forms the complex images of
SAR because of the coherence of microwave imaging. Most
CNN approaches designed for SAR image target classifi-
cation only take the amplitude information into considera-
tion and discard the phase information. However, the phase
information is believed to offer complementary information
in high-resolution single-channel SAR imagery [22]. This
study adopts a data augmentation method on generating
in-phase and quadrature the amplitude data within the cos
phase data and sin phase data [13]. Then, a single-channel
grayscale SAR image can be extended to a three-channel
RGB image so that both amplitude information and phase
information are considered, as shown in Fig. 2. In addition,
azimuth angles describe the different backscattering informa-
tion of vehicles in such a position, so many algorithms make
use of azimuth angles in data enrichment or feature joint
learning [12], [14], [23]–[26]. In this study, the azimuth angle
of each vehicle is rotated in a counterclockwise direction,
called azimuth angle normalization, to ensure that the image
area of different vehicles in SAR image is a one-to-one match
to each other, which can be considered as target-level image
registration. Introducing complex data allows the enhancement
of local information to a single vehicle, and azimuth angle
normalization helps to achieve the image patches in a fixed
location, which corresponds to the same part of the vehicles.
These enhanced local representations supply discriminative
and transferable information across categories, which are
important for SAR vehicle recognition in few-shot situations.

In this study, a two-stream deep network, as shown in Fig. 4,
is proposed to extract the global features from the entire
vehicle image and the local features, which owns the index
and order of positions, from image patches. Sharing the

same structure, network, and parameters, the two-stream deep
network has two different inputs and outputs to each stream.
To measure the distance of local and global features among
different images, deep Earth mover’s distance (EMD) [27],
[28] is adopted and improved for SAR vehicle targets. The
positions where the interest targets appear in the optical
image are random in the image, but vehicles can be easily
located at the center of the SAR image. Thus, given a group
of local and global features extracted by two SAR images,
the inherent structural similarity of these two SAR images
can be computed by EMD [29]. In SAR images, the positions
of shadows and bright spots of SAR targets with different
azimuth angles are different. If K -shot SAR images in one
category are represented by one prototype, the global and
local features are not as intuitive as a single image. This
will influence the calculation of EMD and the prototype after
structured fully connected (SFC) layers will be hard to distin-
guish with other categories. Hence, in this study, we design
nearest neighbor (NN) classifiers to replace the SFC layer in
K -shot settings in SAR vehicle target recognition, which fully
considers the sensitivity of azimuth angle. In particular, when
the number of training images increases, shadows of vehicle
targets are in more and more different directions in the images,
leading to the fuzzy features to such category. In addition,
the update of SFC in [28] is more time-consuming and less
accurate in K -shot SAR vehicle target recognition, compared
to the NN classifier.

According to the baseline in few-shot learning, categories
in source tasks will not appear in the target tasks. The
number of labeled samples in the source tasks is sufficient,
whereas the labeled samples in the target tasks are few-
shot. To ensure the effectiveness of our domain knowledge
powered two-stream deep network (DKTS-N), target tasks are
sampled from the Moving and Stationary Target Acquisition
and Recognition (MSTAR) dataset with standard operating
condition (SOC) and three extended operating conditions
(EOCs) [30], EOC1 (LARGE DEPRESSION VARIATION),
EOC2/C (CONFIGURATION VARIATION), and EOC2/V
(VERSION VARIATION), whereas source tasks are from the
SARSIM dataset [31], which consists of the simulated data
with the same imaging mode and parameters as the MSTAR.
Our goal is that the few-shot algorithms can learn the transfer
information from the simulated dataset and generalize it to
the MSTAR dataset. Extensive experiments were conducted
to demonstrate the effectiveness of our algorithm. The three
main contributions of our study can be summarized as follows.

1) We explore the framework of SAR image data based
on electromagnetic simulation to support few-shot SAR
vehicle recognition. A baseline is also proposed to
use the public SARSIM dataset as source tasks and
the public MSTAR dataset as target tasks in few-shot
SAR target recognition. This configuration is the most
challenging in the current research of SAR target small
sample recognition and it can be easily generalized to
other SAR dataset in the future as well.

2) A two-stream deep network is proposed to utilize the
SAR domain knowledge. One stream in the deep net-
work aims to extract the global features of the entire
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image and the other stream extracts the local features
of the vehicles’ SAR image patches. In addition, EMD
is used to calculate the structural information between
global and local representations. The optimal flow of
different representations is restricted by the proposed
coefficient matrix. The NN classifier replaces the SFC
layers in K -shot scenery.

3) Domain knowledge about the phase data and the
azimuth angle normalization is adopted and enhanced
the few-shot labeled data. With the augmented SAR
data, our proposed DKTS-N algorithm achieves 49.26%
and 96.15% under ten-way one-shot and ten-way 25-shot
in the MSTAR SOC. A plenty of contrast experiments
and ablation experiments show that our DKTS-N is
superior to other few-shot algorithms in recognition rate
and the augmentation methods for few-shot SAR vehicle
recognition are effective.

The remainder of this article is composed of five sections.
In Section II, the related work about few-shot SAR target
recognition is introduced, SAR data augmentation and EMD.
In Section III-A, the effect of azimuth angle normalization is
described. The use of complex information to generate RGB
SAR images is presented in Section III-B. Then, the problem
settings of few-shot SAR vehicle target recognition and the
details of DKTS-N are introduced in IV, including one-shot
and K -shot situations. Experimental results and implementa-
tion details are summarized and presented in Section V. In the
end, Section VI concludes this article and designs the future
work.

II. RELATED WORK

A. Few-Shot SAR Target Recognition

1) Few-Shot Learning: Few-shot learning is studying from
limited supervised information to get the hang of the task.
It has shown promise for learning and adapting from a
few samples in source tasks and avoiding overfitting in
the target tasks. There are essentially two ways to solve
few-shot learning problems: optimization-based and metric-
based. Optimization-based algorithms construct novel opti-
mization functions or better initialization of training models
to improve the rapid adaptability to new tasks is also a
common solution in few-shot learning methods. For instance,
MAML [32] have shown impressive results on the few-shot
learning datasets MiniImageNet [33] and Ominiglot [34] at
the early time of the development in few-shot learning based
on CNNs [35]. The metric learning method does not focus
on fine-tuning the support set (few labeled samples) but
classifies by judging the distance between the query set image
and the support set image, such as matching networks [36],
prototypical networks [37], and deep nearest neighbor neural
network (DN4) [38]. In addition, DN4 has been improved to
D2N4 to cope with the few-shot recognition mission in space
targets [39].

2) Few-Shot SAR Target Recognition: SAR target recog-
nition is increasingly used in both civil and military arenas.
Of the many methods proposed [2], [5]–[8], [25], DCNNs have
achieved 99.13% [7] in the MSTAR public dataset. However,

for data collection of noncooperative targets, it is common to
face the challenge of limited labeled SAR data. Some scholars
have focused on solving the problem of few-shot SAR target
recognition [16]–[19], [40]–[42]. Siamese neural network,
whose target category was outputted by the classifier [18]
and not by the similarity discriminator [43], was improved
to solve the challenges of few-shot SAR target recognition.
Instead of cross-entropy loss, the triple loss was introduced to
the deep learning framework for SAR image recognition with
the experiment configuration about only one few-shot class
and nine classes with sufficient data [16]. A meta-learning
framework named MSAR [41], consisting of a meta-learner
and a base learner, can learn a good initialization as well as a
proper update strategy. A hybrid inference network (HIN) [42]
adopts the inductive inference and the transductive inference
to classify the samples in the embedding space. These two
methods divide the MSTAR dataset into query set and support
set and the performance mentioned in [41] and [42] cannot
be reflected on the whole MSTAR dataset. These algorithms
are simply improved from the few-shot learning algorithm in
optical images without considering the characteristics of SAR
targets.

B. SAR Data Augmentation

1) Complex SAR Target Classification: In coherent
microwave imaging, each pixel in an SAR image contains
not only the grayscale information reflecting the surface
microwave reflection intensity but also the phase data. As we
know, complex data are widely used in polarimetric SAR
(polSAR) [44], [45]. A complex-valued convolutional neural
network (CV-CNN) [45] had higher classification accuracy
than the real neural network with the same network structure
and parameter settings. When it comes to the single-channel
SAR images, the methods [13], [46] are designed for the
MSTAR dataset and significantly improve the classification
accuracy. What is more, Leng et al. [47] proposed a new ship
detection method based on complex signal kurtosis (CSK) in
single-channel SAR imagery. In this study, SAR targets’ phase
data were used to generate romantic SAR RGB images as one
method of augmentation.

2) SAR Target Recognition Based on Azimuth Angle: In [14]
and [23]–[26], azimuth angle has been used as a sequence of
information to improve the effect of deep learning. The vehicle
target at a specific azimuth can show the electromagnetic
scattering characteristics of the vehicle body structure and
details of components at this azimuth angle [48]. Targets with
similar azimuth angles are put into a group for learning. Hence,
algorithms are expected to find the common features of the
vehicle targets in the azimuth angle sequence group. There
are also several data expansion techniques involving azimuth
angles [12]. However, in the real world, there are few labeled
samples in random azimuth angles, and thus, it is difficult to
use the above-mentioned approaches. In this study, through
azimuth angle normalization, these targets are in the same
direction and location in SAR images, making it easier to
extract and compare local representations from the two-stream
deep network.
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Fig. 2. RGB images and SAR images in different processing of the armored vehicles. From the first row to the fourth row, the images describe the vehicles in
different categories, T62, ZSU234, BRDM2, and BTR60. The azimuth angle of each SAR target is shown in the bottom-right corner of the image. In addition,
the three symbols of tick or cross from top to bottom, on the right of images, denote whether the SAR image is under conducted the image processing of
azimuth angle normalization, image adjustment, and phase angle augmentation.

C. Earth Mover’s Distance

The EMD metric is able to evaluate the dissimilarity
between two multidimensional distributions in some feature
space. It is also used to find the optimal matching flows to
the transportation problem from linear optimization. In 2000,
it was used to measure the distance between color and texture
in image retrieval [29]. Since then, EMD has been applied
in many fields, such as multiobject tracking [49], document
classification [50], and visual tracking [51]. In [52], EMD
was used to determine the similarity of two graphs, which are
represented as a set of vectors corresponding to the vertices in
gesture recognition. Li [53] used a tensor-SIFT-based EMD
with kernel density for distribution modeling to tackle the
problem of contour tracking in adverse conditions. EMD is
also used in SAR image segmentation [54] and farmland
detection [55] by some scholars. In 2020, it was used to solve
recognition problems in few-shot scenery [27], [28], applying
the implicit function theorem [56], [57] to form the Jacobian
matrix. Inspired by the cross-reference mechanism in [28],
parameter weights were adjusted from a proposed coefficient
matrix to avoid the flow match between global and local
representation.

III. SAR DOMAIN KNOWLEDGE

In this section, two data augmentation methods for SAR
vehicle images are discussed. Both methods are designed
for extracting more useful features from SAR data through
the two-stream deep network. Azimuth angle normalization
is mainly for target-level image registration, through which
the location of local representations can be fixed, so that the
learning processing is more specific. Transforming grayscale
SAR images to RGB images with phase data enhances the
details of local presentations. These two methods also enrich
the experience of training data to solve the problem of
few-shot recognition.

A. Azimuth Angle Normalization

In the background of SAR imaging to interested targets,
such as the MSTAR dataset, airborne SAR sends and receives

radar signals through a side view with a depression angle and
a height. Because targets remain on the ground with different
azimuth angles, it is obvious that, in the original SAR image,
shadows in every image are on one side of the vehicles. Due
to the side-looking imaging mode of SAR, some areas of
targets and their background lose their echo signal because
it may be blocked by the turret and the targets themselves.
Furthermore, attributed scattering centers [58]–[60], which
reflect the structure of targets, also change as the azimuth
angles change. Moreover, shadows of SAR targets also show
the height, length, and width attributes of the vehicle. For
example, in certain azimuth angles, the main gun of the tanks
(T62 and T72) appears in the shadow, and the contour of
the tractor operator cabin can be observed in the shadows as
well, as shown in the top row in Fig. 2. Hence, the local
representations of targets are significant enough to distinguish
their labels from other categories. This expert knowledge helps
to avoid overfitting and increases the recognition rate in the
few-shot scenery.

To directly compare the structure of global and local repre-
sentations of targets, azimuth angle normalization is proposed
in this study as one method of SAR data augmentation. Rotate
the image by the target’s azimuth angle in the counterclock-
wise direction and then reduce the image size the same as
the initial image in the center. Next, the front and rear of the
vehicles toward the right and left, individually, which like the
images with the click in azimuth angle normalization in Fig. 2.
This data augmentation method adds prior knowledge to the
data without more consumption of network structure or model
capacity and it can also be used in the situation where only
one-shot sample is given in each category.

B. Phase Data Augmentation

Most current single-channel SAR target recognition meth-
ods based on deep learning use only the amplitude information
of the SAR image but ignore the phase information. The reason
why these methods discard the phase information is that for
low-resolution SAR sensor, the wavelength is much less than



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

ZHANG et al.: DKTS-N FOR FEW-SHOT SAR VEHICLE RECOGNITION 5

resolution. However, in a statistical sense, the phase informa-
tion in images from high-resolution SAR sensor is no longer
completely random. For high-resolution single-channel SAR
images, the phase information contains additional information,
which is able to improve the recognition rate [22].

The complex-valued SAR image is available as follows:
Z(u, v) = Re{z(u, v)} + j Im{z(u, v)} (1)

where Re{z(u, v)} is the real part, Im{z(u, v)} is the imaginary
part of the complex-valued SAR image, and j is the imaginary
unit that j 2 = −1. Note that (u, v) represents the complex-
valued plane. Most approaches for SAR target recognition only
use the amplitude data, i.e.,

|z(u, v)| =
�

Re2{z(u, v)} + Im2{z(u, v)}. (2)

In this study, our proposed augmented RGB SAR
image consists of three-channel grayscale image |z(u, v)|,
Re{z(u, v)}, and Im{z(u, v)} as follows:

Z(u, v) = �
Im{z(u, v)} Re{z(u, v)} |z(u, v)|�. (3)

If the three channels of RGB swap with each other in
locations, the RGB image will be in a different style. However,
it appears the same to the feature extractor network even if it
is in various colors, as shown in the bottom row in Fig. 2.

In Fig. 3, the first and the second columns are RGB and
SAR images of T72, in different parameter ranges of contrast
stretch, while the others are D7. With respect to the SAR
images, the first and third rows correspond to Re{z(u, v)}
and Im{z(u, v)}, respectively. It is obvious that the Z(u, v)
and |z(u, v)| images differ only in the color of scattering
points. In addition, the real part Re{z(u, v)} and imaginary part
Im{z(u, v)} of complex data are the downsample of |z(u, v)|
in the second and fourth rows. In the data from high-resolution
SAR sensors, such as the MSTAR dataset, the phase data
have certain extra information in a statistical sense. Thus,
the bright pixels, which are high energy points, in the real part
and imaginary part are different. The results of the ablation
experiments demonstrate that the recognition of complex RGB
SAR images is higher than that of regular SAR images.

IV. STRUCTURE OF THE DKTS-N

To solve the problem of few-shot SAR vehicle target recog-
nition using the aforementioned data augmentation methods,
the DKTS-N framework, composed of SAR domain knowl-
edge augmentation, the two-stream deep network, and the
EMD module, is proposed. As shown in Fig. 4, the proposed
approach takes one support image and one query image and
inserts them into the DKTS-N. First, the global and local
features are obtained through a deep embedding module. Sub-
sequently, the structure distance of these features is measured
by the EMD, and eventually, the distance value is output.
In this section, improvements and the reasons behind these
improvements reason are introduced. Although the optimiza-
tion process and end-to-end training have been shown in [27]
and [28], they will not be further discussed here.

Fig. 3. Two examples of the complex data in SAR vehicle images
(T72 and D7).

A. Problem Setting

Before discussing our algorithm in detail, the terminol-
ogy used in few-shot SAR target recognition should be
defined. N and K are the number of few-shot categories and
the number of labeled data in each category, respectively.
N-way K -shot is the basic set in few-shot learning and K
is usually 1 or 5. Define N × K = s. Then, assume that there
is a large labeled dataset, which in this study is the SARSIM
dataset, from which it is feasible to sample the support set
Ssou = �

(Fm(x, y), lm)|m = 1, 2, . . . , s, lm ∈ Csou
�

and query
set Qsou = �

(Fn(x, y), ln)|n = s + 1, . . . , p, ln ∈ Csou
�

.
Fm(x, y) indicates the image in the support set and Fn(x, y)
indicates the image in the query set. p indicates the sum
number of samples in the SARSIM datasets. Csou is the
category set of the labeled dataset. l is the corresponding
label of the sample F(x, y). Our goal is to use the sim-
ulated data as source tasks and test the model in target
tasks, which can also be defined as the support set Star =�
(F∗

m(x, y), l∗m)|m = 1, . . . , s, l∗m ∈ Ctar
�

and query set Qtar =�
(F∗

n (x, y), l∗n)|n = s + 1, . . . , q, l∗n ∈ Ctar
�

. Csou ∩ Ctar = Ø.
q indicates the sum number of samples in the MSTAR
SOC or EOCs datasets. At training time, all the data are
sampled from the SARSIM dataset, and learning supervision
is provided by the ground truth label of samples in the query
sets. At inference time, tasks are sampled from the MSTAR
dataset for evaluation, and their mean accuracy and variance
are recorded. In our few-shot classification experiments, ten-
way K -shot (K = 1, 2, 5, 10, 20, and 25) is set in the MSTAR
SOC, and four-way K -shot (K = 1, 2, 5, 10, and 25) settings
are selected in the MSTAR EOC1 (LARGE DEPRESSION
VARIATION), EOC2/C (CONFIGURATION VARIATION),
and EOC2/V (VERSION VARIATION).
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Fig. 4. DKTS-N includes the augmentation with SAR domain knowledge and the EMD based on global and local features of one-shot SAR vehicle target
recognition. When a pair of SAR vehicle images are given, the CNNs, sharing the same weights, are used to extract global and local feature vectors of both
images. After that, the weights of each vector are generated from the above-mentioned feature vectors based on a cross-reference mechanism. Subsequently,
EMD is utilized to evaluate the cost of transporting the features of the support image to the features of the query image. Finally, the distance of two images
for classification is calculated according to the optimal matching flows and costs.

B. Two-Stream Deep Network

The two-stream deep network aims to extract discrimi-
native global and local features by four fully convolutional
blocks [61], which are similar to the four conventional blocks
in DeepEMD [28]. Each conventional block contains a 3 ×
3 convolution with different numbers of filters, 2 × 2 max-
pooling layers, a batch normalization layer, and a leaky RELU
(0.5) nonlinearity layer. The difference is that the number of
filters in each block is changed to fit the mission in few-shot
SAR vehicle targets recognition but not the optical images in
the experiments of [28].

The image is cut into six patches, and each patch is
put into the embedding module to generate six local rep-
resentations [local1, . . . , local6], locali ∈ R

d by one stream,
which is shown in dark yellow, light yellow, dark green,
light green, dark blue and light blue in Fig. 4. The
image is also sent to achieve eight global representations
[global1, . . . , global8, globalj ∈ R

d ] by the other stream,
in the gradient red colors show in Fig. 4. However, this image
is completely different from the form of the feature map

in DeepEMD [28]. The support image and query image are
transmitted into the network, which shares the same weight for
extracting the global and local representations. Hence, these
two sets of representations are able to measure the optimal
matching cost of the dissimilarity of two images. It is worth
noting that armored vehicles are put in the center of SAR
images, so the six image patches are located so as to cover the
target. In addition, the structure of vehicles is symmetric about
its centerline, which indicates that the local representations in
dark color and light color in Fig. 4 may share a close distance.
Due to the azimuth angle normalization, it is convenient to
measure the structural distance of representations with EMD.
Because the shadow of the target may occur in a certain
direction according to the azimuth angle, both the global and
local representations should be considered for classification.
In [28], feature maps contain too many representations, which
will prove highly time-consuming in calculating the weight
matrix of vectors and the optimal flow cost matrix. Our
DKTS-N extracts further information in SAR vehicle targets
with fewer representations with shorter dimensions and is less
time-consuming than DeepEMD.
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C. EMD for Classification

The EMD was first proposed for image retrieval by
Rubner et al. [29]. It is based on a solution to the transporta-
tion problem [62] from linear optimization. In essence, this
distance is to measure the structural information of representa-
tions from two sets. In 2020, its use was proposed in few-shot
learning [28], with the name DeepEMD. In addition, in [27],
DeepEMD-FCN, DeepEMD-Grid, and DeepEMD-Sampling
were proposed for slightly higher recognition accuracy in
optical few-shot datasets, but the novel structure of DeepEMD
requires much more video memory and more calculation time.

In the background of few-shot SAR vehicle target recog-
nition, suppose that the representations of support image and
query image are [local1, . . . , local6, global1, . . . , global8] and
[local∗1, . . . , local∗6, global∗1, . . . , global∗8] individually. For the
sake of simplicity, S = �

si|1 ≤ i ≤ 14
�

indicates the global
and local representations of the support image and Q =�

s∗
j |1 ≤ j ≤ 14

�
indicates the global and local representations

of the query image. Each representation owns its weight wi

for the support image or w∗
j for the query image. The cost

per unit transported from wi to w∗
j is defined by ci j , and the

number of units transported is denoted by ti j . It is required that
we find the optimal flow T = �

ti j |1 ≤ i ≤ 14, 1 ≤ j ≤ 14
�

at the least cost from transporting wi to w∗
j

min
ti j

14�
i=1

14�
j=1

αi j ci j ti j

s.t.

⎧⎪⎨
⎪⎩

�14
i=1 ti j = wi , 1 ≤ i ≤ 14�14
j=1 ti j = w∗

j , 1 ≤ j ≤ 14

ti j ≥0, 1 ≤ i, j ≤ 14

(4)

αi j =


1, 1 ≤ i, j ≤ 6, 7 ≤ i, j ≤ 14

10, others.
(5)

To ensure that the weights of global representations in
support image would better be transported to the weights of
global representations in the query image and to ensure that the
weights of local representations in the support image would
be better transported to the weights of local representations in
the query image, αi j is defined as an attention mechanism to
limit the transport from weights of local representations in the
support image to weights of global representations in the query
image. This improvement is a good fit for the SAR vehicle
target situation because the structures of these targets have a
connection to each other and are not like the randomness of
interested targets in optical images. ci j , which indicates the
cost per unit transported from wi to w∗

j , is defined by the
representations si and s∗

j of the support image and the query
image

ci j = 1 − sT
i s∗

j

�sT
i �

∥
∥
∥s∗

j

∥
∥
∥
. (6)

The weights of representations are also important to the
EMD distance. In few-shot SAR vehicle target classification
tasks, representations for recognition often contain high-level
semantic information, so it is not unusual to find that there are
shadows or strong scattering centers in the background regions

of target objects. Sometimes, it is hard to decide whether
the shadow or the component parts of the vehicle determine
the final category of the targets. In the similar situation of
an optical image in the generation of weights, we adopt the
regular rules of the cross-reference mechanism that uses the
dot product between a node representation and the average
representation in the other structure to generate the weights
wi and w∗

j , which is proposed in [27]

ŵi = max
�

sT
i ·

∑14
j=1 s∗

j

14 , 0
�

· 14
∑14

j=1 s j
(7)

ŵ∗
j = max

�
s∗

j
T ·

∑14
j=1 si

14 , 0
�

· 14∑14
i=1 s∗

i
. (8)

After considering all the variables in the optimal matching
flows, the similarity scores between images can be computed
as follows:

Score(s, s∗) =
14�

i=1

14�
j=1

αi j · (1 − ci j) · ti j . (9)

D. NN for K -Shot Classification

In [27] and [28], an SFC layer is proposed to learn a proto-
type feature map generated by a dummy image for each class
after several updates. This layer is effective in optical images
according to the analysis and results in [27] and [28]. However,
when it comes to SAR vehicle target recognition, this layer
is not as effective as in optical images, and it will perform
even worse when the number of shots added is 10 or 20. Due
to the sensitivity of SAR vehicle images to azimuth angles,
it is ill-suited to use the prototype representations to describe
a category. To be specific, if there are only two samples with
the 90◦ and 180◦ value of azimuth angles, the prototypical
representations of these two samples will be weakened because
the shadow and scattering points in these two samples are
completely different. Based on the properties in SAR vehicle
images, the NN classifier is proposed as a substitute for SFC.
The structural information of global and local representations
will be closer if the changed azimuth angle or depression
angle is small among one category. Therefore, to calculate
the NN easily, every K -shot image from the support set in
one category is first compared to a query image to find the
minimal cost in that category. Next, the representations of the
nearest samples based on DKTS-N distance in each category
are measured again with the query image to determine its final
label. With this adjustment, much time is saved in few-shot
SAR vehicle target recognition for leaving out the updates in
SFC. The accuracy rate soars with this improvement, which
takes the azimuth angle into consideration.

V. EXPERIMENTS

To verify the effectiveness of DKTS-N for SAR vehicle
targets, experiments were extensively conducted in few-shot
(k ≤ 5) and limited-labeled (k ≥ 5) situations. In terms of
SAR vehicle target recognition, the public simulated SARSIM
dataset was recognized as source tasks, and the public MSTAR
dataset was recognized as target tasks. Contrast experiments
with state-of-the-art few-shot learning approaches were con-
ducted. In addition, ablation experiments with different para-
meters or experiment settings are also involved in our work.
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All experiments were run on a PC with an Intel single-core
i9 CPU, four Nvidia GTX-2080 Ti GPUs (12 GB VRAM
each), and 128-GB RAM. The PC operating system was
Ubuntu 20.04. All experiments were conducted using the
Python language on the PyTorch deep learning framework and
CUDA 10.2 toolkit.

A. DataSets

1) SARSIM: The SARSIM dataset consists of simulated
SAR images of vehicles. They are simulated in the same
imaging conditions as MSTAR, according to the descrip-
tion in [31]. This dataset contains seven different vehicles
with two different objects in each category (truck 2107 and
2096, car Toyota and Peugeot607, motorbike 3651_Suzuki
and 3972, bus 30726 and 55473, tank 65047 and 86347,
bulldozer 13013 and 8020, and humvee 3663 and 9657). The
simulated data can be downloaded from the Web. Each target
is simulated for every 2◦ azimuth angle object rotation at seven
different depression angles (15◦, 17◦, 25◦, 30◦, 35◦, 40◦, and
45◦). Each object has been simulated with three statistically
generated background clutter types, grass, roads, and medium,
which is the mean value of the grass and roads. Because
there are actually 14 categories in the SARSIM dataset, it is
feasible to sample ten-way classification as SOC and four-way
classification as EOCs in the MSTAR dataset. This is an ideal
way to confirm the effectiveness of few-shot learning methods
in SAR target recognition. The details of the SARSIM dataset
are shown in Table I.

2) MSTAR: In recent years, many algorithms were created
and compared on the SAR images in the MSTAR dataset [63].
The X-band imaging radar works in the HH polarization mode,
and the obtained image size is 128 × 128 pixels with a
resolution of 0.3 m × 0.3 m. The published MSTAR dataset,
which was supported by the Defense Advanced Research
Projects Agency (DARPA) and the Air Force Research Lab-
oratory (AFRL), contains ten types of Soviet military vehicle
targets (T-72 and T-62, tanks; BTR-60, BTR-70, BMP-2,
and BRDM-2, armored vehicles; ZIL-131, Military truck;
ZSU-234, Self-propelled artillery; 2S1, Self-propelled how-
itzer; and D7, Bulldozer). The specific training and testing
samples are shown in Table II. SOC, samples in a depression
angle of 17◦ were for training and 15◦ were for testing, was
recognized as the standard dataset for our ablation experi-
ments. Few-shot settings of ten-way K -shot were conducted
in SOC. To verify the satisfactory generalization performance
and robustness of DKTS-N, experiments in EOC1, EOC2/C,
and EOC2/V were conducted in four-way K -shot settings.

The EOC1 experiment involved four targets (2S1, BRDM-2,
T-72, and ZSU-234). The depression angles of the support set
and query set were 17◦ and 30◦, respectively, which reflects
a more obvious change than the 17◦ and 15◦ in SOC. The
settings of the samples are shown in Table II. The EOC2/C
experiment was about the configuration variation, where the
targets in the support set and query set were different in
components such as reactive armor and auxiliary fuel barrel.
The support set contained four targets (BMP-2, BRDM-2,
BTR-70, and T-72), whereas the query set contained only the
T-72 target with five configuration variations. The EOC2/V

TABLE I

SARSIM DATASET WITH DIFFERENT BACKGROUND
GRASS\MEDIUM\ROADS

TABLE II

SUPPORT SET AND QUERY SET FROM MSTAR SOC

corresponds to the target version variation, which means
that after some armored vehicles are finalized, they will be
upgraded, such as adding the state-of-the-art reactive armor or
replacing the main gun with a larger caliber. Similarly, they
will also be downgraded or weakened for export trade, which
is the variation of weapon version. The EOC2/V and EOC2/C
experiments share the exact same support set, but the query set
of EOC2/V includes five versions of T-72 and two versions of
BMP-2. The settings of all three EOCs are shown in Table III.

The target tasks in the experiment settings of N-way K -shot
were sampled from MSTAR SOC or EOCs. N-way indicates
all ten categories in SOC or four categories in EOCs, with K
labeled samples in each category. These labeled images are
sampled from the support sets shown in Tables II and III.
Samples in the query sets shown in Tables II and III are
for evaluation. During the process of the few-shot learning
in source tasks, all the labels of samples in the SARSIM
dataset are known and are divided into support set and query
set, which is similar to the target tasks. Due to the lack of
phase data in the SARSIM dataset, only grayscale images were
obtained in the few-shot training process.

B. Experimental Results

In order to make the samples in the SARSIM dataset and
the MSTAR dataset go through the same preprocessing steps,
the samples in the SARSIM database are also experienced
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TABLE III

SUPPORT SET AND QUERY SET FROM MSTAR EOCs

TABLE IV

RESULTS OF SOC AMONG ALGORITHMS IN LIMITED DATA

azimuth angle normalization and image adjustment before
training. However, lack of phase data in the SARSIM dataset,
the greyscale images are prepared for source task training.
When it comes to the SOC dataset, the few-shot settings of
ten-way K -shot were selected, and in the EOCs, four-way
K -shot classification tasks were performed. The targets were
128 × 128 with all the data augmentation in this study in both
the support set and the query set. The phase data information
and azimuth angles are known at first. The numbers of filters
in the four convolution blocks are 32, 64, 96, and 128, and
in the ablation experiments, other numbers were displayed to
show that the selected numbers are suitable for few-shot SAR
vehicle recognition.

1) Experiments in SOC: In Table IV, other algorithms [7],
[64]–[68] are compared to DKTS-N. Ten-way K -shot involved
in the experiments were randomly selected with a 17◦ depres-
sion angle from the SOC dataset. After conducting 1000 exper-
iments, the average recognition rate was recorded. It is obvious
that as the number of training samples increases, the recog-
nition rate rises dramatically. The recognition rate of ten-way
30-shot is nearly twice as much as that of ten-way ten-shot,
which also confirms that these approaches perform poorly
when the number of training samples is limited. Siamese
Net+ [68] and the fast inference network [18] method are
higher than the above-mentioned methods, and their results are

over 90% in ten-way 30-shot. Our DKTS-N achieved 84.6%
in ten-way ten-shot, which demonstrates that it can achieve
excellent performance even when the number of training
samples is limited. When the number of training samples
increases to 30-shot per category, DKTS-N obtains over 97%
in the recognition task.

Other few-shot learning methods are compared in Table V,
with the experiment settings of ten-way one-shot, ten-way
two-shot, ten-way five-shot, ten-way ten-shot, and ten-way
25-shot. In the situation of SOC, there are ten categories,
while there are four categories in three EOC situations. The
average recognition rate and variance are shown in Table V.
In the situation of SOC, the results of DeepEMD [28] and
DeepEMD grid and DeepEMD sample in [27] are presented
and it can be deduced that the initial DeepEMD methods
are not suitable for SAR vehicle target recognition. Similarly,
the improvement in randomly sampling and grid choosing
based on DeepEMD cannot achieve a high recognition rate
in few-shot SAR vehicle recognition, and they perform even
worse than the initial DeepEMD without improvements. Even
when the number of training samples climbs to 10 or even
25, there is no corresponding increase in the recognition rate.
In ten-way 25-shot, the recognition rate is almost equal to ten-
way ten-shot. This is mainly because the updated prototype
representation in the SFC layer of DeepEMD cannot indicate
the prototype of SAR vehicles in this category. Thus, when
there is more labeled data because the number of training
samples reaches 25 per class, only the variance decreases; the
recognition rate does not increase.

2) Experiments in EOCs: This phenomenon also appears
in the experiments in EOC1, EOC2/C, and EOC2/V. This
approach uses the CNN to extract features and a relation
network to measure the distance. However, the cascade rep-
resentations of support images and query images cannot suit-
ably reflect the distance between different categories of SAR
vehicles, due to the sensitivity of azimuth angle. Therefore,
the accuracy of relation networks in few-shot SAR vehicle
recognition is poor in SOC and EOCs conditions. DN4 [38]
and prototypical networks [37] show better performance than
other approaches, except for DKTS-N. The recognition rate
rises when the amount of labeled training data increases. This
is because the DN4 used the NN classification module in the
algorithm, which is suitable for SAR vehicles. Meanwhile,
as the algorithm of prototypical networks, the mean of sam-
ples’ feature works as the prototype to the category. Although
the prototypical networks are more suitable than the SFC in
DeepEMD, it is evident that when the number of training
samples increases, the rise in accuracy is not as great as in our
DKTS-N. From the results, it can be seen that even though
there are only four categories of EOCs, they achieve a lower
recognition rate than SOC.

After comparing the results from SOC and EOCs, it is
obvious that the few-shot recognition tasks in EOCs are
much more complicated than in SOC. This demonstrates that
the changes in depression angle and configurations create
differences in SAR images. Different configurations and ver-
sions in equipment contribute to the differences in component
structure, which influences the scattering properties in SAR



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

10 IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING

TABLE V

RESULTS OF SOC AND EOCs AMONG FEW-SHOT LEARNING ALGORITHMS

images. Because of this, recognition in few-shot situations is
often problematic. Due to the randomly sampled images in
the support set, the final results are influenced by the quality,
the azimuth angle, and the shadow of images. As previously
discussed, classification for four classes is more manageable
than for ten classes, but our DKTS-N algorithm still experi-
ences a nearly 20% drop from SOC to EOCs in 25-shot.

C. Ablation Experiments

In the ablation experiments, objective conditions were mod-
ified to control variables to show the effectiveness of our
improvements in data augmentation and algorithm design.
To make a fair comparison of the different improvements,
most of the ablation experiments were conducted under SOC
situations, except for researching the influence of depression
angle (EOC1). Meanwhile, most of the experiments were
ten-way one-shot, except for the comparison of SFC and
the NN in time consumption and accuracy. The comparison
involved a transformation from optical dataset or simulated
SAR dataset, with and without phase data, with and without
image stretching, the feature dimension, the improvement in
measuring structural information in global and local features,
and N-shot classification mode. Traditional classifiers are also

compared with our DKTS-N with the fixed features from the
same CNNs. In addition, the estimated error of azimuth angle
is considered in the ablation experiments.

1) Comparison Between Configurations and Source Tasks:
Table VI shows that DKTS-N learns transfer information for
SAR vehicle recognition much better in the SARSIM dataset
than in the Mini-ImageNet dataset [33], which is a noted
optical image dataset and sampled from ImageNet [10]. This
also proves that the simulated SARSIM dataset is closer to
MSTAR than Mini-ImageNet, meaning that SARSIM is a
relatively ideal dataset for sampling source tasks to few-shot
SAR vehicle recognition. Furthermore, SAR RGB images,
which take the phase data into consideration, achieved a higher
recognition rate than regular grayscale images in all the exper-
iments. Generally, data augmentation with image stretching
can increase the recognition rate between 1% and 4% than
without image stretching. After trial and error, the settings
of feature dimensions, 32–64–96–128, indicating the output
filters of the convolutional block modules, provide relatively
better results than others. In fact, SAR targets do not require
very high dimensions as optical images due to their simpler
image structure. Few-shot recognition methods for optical
images tend to extract context information from the interested
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Fig. 5. Comparison of SFC and NN among different depression angles.

TABLE VI

INFLUENCE OF SOURCE TASKS AMONG SOC IN TEN-WAY ONE-SHOT

targets, while DKTS-N aims to learn the structural information
of global and local features in SAR targets.

2) Effectiveness of NN in Accuracy and Time Consumption:
Table VII shows the different effects between SFC and NN,
as well as time consumption. The multishot SAR vehicle
recognition results of DKTS-N are also listed. First of all,
the results prove that the recognition results of RGB SAR
images, which contain both amplitude data and phase data, are
better than grayscale SAR images. The bottom rows show the

results of DKTS-N in terms of accuracy and time consumption,
based on stretched and RGB images. The two-, five-, and
ten-shot recognition examples show that SFC takes more time
and has lower recognition accuracy. The ten-shot recognition
rates of the four settings are even lower than the five-shot
ones in the SFC classifier. This means that the SFC classifier
with updates is not suitable for SAR vehicle recognition.
At the same time, the apparent increase can be seen in the
NN classifier as the number of training samples increases.
When it comes to ten-way ten-shot, the DKTS-N only needs
6.21 s per iteration (s/it), which means that each training or
evaluation iteration takes 6.21 s, but for DeepEMD with SFC
and NN, it takes 43.2 and 8.21 s/it, respectively. Due to our
design in global and local features, the feature dimension is
decreased, meaning that the calculation of EMD is simplified,
and less time is needed. Overall, DKTS-N performs better in
both accuracy and time consumption than DeepEMD.

3) Influence of Depression Angle: Although azimuth angles
influence the few-shot recognition of SAR targets, depression
angles have a greater effect. To measure the difference, four
categories of 2S1, BRDM2, T72, and ZSU234 were fixed in
the experiments. All the experiments shown in Fig. 5 are
four-way with different shots. All the support images were
sampled from sets at a 17◦ depression angle, whereas query
images were selected from the rest of the images at a 17◦
depression angle, a 15◦ depression angle (SOC), and a 30◦
depression angle (EOC1). In Fig. 5, these are recorded as
17–17, 17-15, and 17–30. SFC and NN indicate the classifier
module in DKTS-N. From the results, it can be seen that after
the amount of training data increases to 15, it is difficult for
SFC to increase the recognition rate as the number of training
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TABLE VII

COMPARISON OF DKTS-N AND EMD AMONG SOC IN TEN-WAY N -SHOT

TABLE VIII

COMPARISON EXPERIMENT OF CLASSICAL CLASSIFIERS

images increases. Because in the one-shot classification, there
is no difference between NN and SFC, the results are close
to each other. On the whole, the query images sampled from
17 (for the sake of simplicity, recorded as 17–17) come the
closest to the support images in the depression angle, and
thus, the recognition rate is the highest in all the experiments.
When it comes to the 17–15, the depression angle changes a
little, and thus, small variations will occur in the SAR images.
This contributes to the small decrease in the recognition rate,
as the dotted lines (17–17) are a bit higher than the solid lines
(17–15) in both SFC and NN. However, when the depression
angle changes only slightly, from 15◦ to 30◦, the scattering
structures and positions change in the SAR images. This can
be a critical obstacle in few-shot SAR vehicle recognition.
As shown in Fig. 5, the results of 17–30 are much lower
than 17–17 and 17–15, which also proves that the few-shot
SAR vehicle recognition is highly sensitive to the depression
angles.

4) Comparison With Classical Classifiers: The proposed
DKTS-N algorithm aims to solve the few-shot problem in
SAR vehicle target recognition. Comparative experiments
with support vector machine (SVM) [70], logistic regression
(LR) [71], decision tree (DT) [72], gradient boosting classifier
(GBC) [73], and random forest (RF) [74] algorithms were
conducted under the premise that only the classifiers are

Fig. 6. Line chart of different azimuth angle errors to the recognition rate.

changed and the extracted features are the same as DKTS-N.
In Table VIII, all the compared algorithms are lower in
performance than DKTS-N. The running times of some of
these classical algorithms are slightly influenced by the shot
numbers, but they are acutely affected by the dimension of
features. The running times of LR and GBC are all about ten
times longer than that of DKTS-N, while SVM consumes half
time of DKTS-N and has relatively good performance among
traditional classifiers as well.

5) Estimated Errors of Azimuth Angle: The results of
experiments under the different azimuth angle errors are
shown in Fig. 6. For the five groups of experiments, all the
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configurations were the same except for the range of random
azimuth angle error. ±5 indicates that the estimation error
of rotation angle is from −5◦ to 5◦. It is easy to see that
when the estimation error is less than ±5◦, the recognition
rates experience a nearly 1% decrease compared to the ideal
situation. When the angle error reaches ±20◦, the recognition
rates drop about 10%. The baseline in the figure means that
the azimuth angle estimation error is nearly zero.

VI. CONCLUSION

In this study, the DKTS-N algorithm is proposed as an
effective solution to the problem of few-shot SAR vehi-
cle recognition. SAR domain knowledge, based on complex
information and azimuth angle, is taken into consideration
in the data augmentation process. The augmentation frame-
work extends grayscale SAR images to three-channel RGB
data and rotates them through the method of azimuth angle
normalization, which is an effective and pioneering work in
few-shot SAR vehicle recognition. Furthermore, a two-stream
deep network is used to extract the global and local features
of SAR vehicle targets. To measure the structural information
for the above-mentioned features, EMD is improved to fit
the situation in this study. After performing a number of
experiments, designed to verify the potential of DKTS-N in
K -shot target classification, the NN classifier was confirmed
to perform better than the SFC classifier in SAR vehicle
recognition. Experiments used the simulated dataset SARSIM
as the source of source tasks and the MSTAR dataset (SOC,
EOC1, EOC2/C, and EOC2/V) as the source of target tasks,
which approximated the real-world applications and was easily
repeatable. Comparative experiments proved that DKTS-N
performed better than the DeepEMD and other few-shot or
regular classification methods.

One of the problems related to few-shot SAR vehicle
recognition is that algorithms are still sensitive to the azimuth
angle and depression angle, which is confirmed by the results
of experiments. Our proposed method is more suitable for
vehicles than ships and planes. SAR planes are more sensitive
to the azimuth angle than vehicles, and the global and local
features of planes with different azimuth angles have little
information in common. Furthermore, SAR ship targets and
plane targets have a wide range in target size. As a result, it is
difficult to compare all this information through the proposed
method in this study. In future work, we will try to find
other useful features of SAR vehicles, such as the imaging
time sequences and scattering characteristics of equipment in
these vehicles, in order to further improve the performance of
algorithms.
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