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Abstract—Landslide is one of the most dangerous disasters,
especially for countries with large mountainous terrain. It causes
a great damage to lives, infrastructure and environments, such
as traffic congestion and high accidents. Therefore, automated
landslide detection is an important task for warning and reducing
its consequences such as blocked traffic or traffic accidents. For
instance, people approaching the disaster area can adjust their
routes to avoid blocked roads, or dangerous traffic signs can be
positioned in time to warn the traffic participants to avoid the
interrupted road ahead. This paper proposes a method to detect
blocked roads caused by landslide by utilizing images captured
from Unmanned Aerial Vehicles (UAV). The proposed method
comprises of three components: road segmentation, blocked road
candidate extraction, and blocked road classification, which is
leveraged by a multi-stage convolutional neural network model.
Our experiments demonstrate that the proposed method can
surpass over several state-of-the art methods on our self-collected
dataset of 400 images captured with an UAV.

Index Terms—Convolutional neural network, UAV, Landslide
detection.

I. INTRODUCTION

The monsoon climate countries, characterized by high tem-
perature and humidity, can inherit a diversity of organisms,
fertile soil, which brings many advantages for agriculture.
However, they also suffer from many natural disasters such
as heavy rains, storms, and floods every year as the other
side of the problem. These natural factors combine with
anthropogenic processes such as deforestation, especially at
the upstream areas, can cause grave hazards, for example
landslide. When it happens, roads are blocked, which causes
hurdles not only in the traffic flow but generate various traffic
problems in the form of congestion [1]. Sometimes this kind

of disaster can lead to the risk of human life because there are
people who got stuck between damaged roads.

For tropical countries, every year there are dozens of floods
in the high mountain. The main cause of the flooding is heavy
rainfall on steep hill areas. In addition, the low coverage of
vegetation leads to rainwater accumulated quickly and flash
floods happening in downstream areas. Floods occur very
quickly, with high intensity after heavy rains. They often
occur without clearly signs, causing the collapse of soil and
trees. The people will not be able to deal with the abnormal
happening in the flood.

The devastating pace of floods is enormous, which can wash
away everything in its path. Among the damages caused by the
flood, one of the most terrible is that roads will be destroyed at
various locations, which is unable to predict accurately before
it happens. This makes the travel of resident is suspended.

Therefore, it is necessary to have suitable method to de-
tect landslides and draw a map of damaged road positions
in mountainous areas to give timely information to local
government and local residents. We are interested in using
data captured by Unmanned Aerial Vehicles (UAV) to detect
blocked road caused by landslide. In this paper, we propose
a method that bases on two CNN models and one abnormal
object extraction module at the middle to analyse the landslide
image. The proposed method can be lightweight and deployed
to embedded boards on UAV.

The remainder of this paper is structured as follows. Section
2 discusses relevant previous studies. Section 3 presents our
method. The experimental evaluation is presented in Section
4, and finally, some concluding remarks and a brief discussion
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are provided in Section 5.

II. RELATED WORKS

Road segmentation plays a pivotal role in many computer
vision-based traffic surveillance applications [2][3][4][5]. In
this paper, it is one of the most important steps to detect the
region of interest (ROI) for the classification stage afterward.
In the literature, many algorithms have been proposed to
improve segmentation performance. For example, Liu et al.
[6] has introduced a super-pixel segmentation that is based on
color and space distance, especially apply to aerial images.
The features collected from super-pixel-based has gained an
outperformance, compared to other local-features algorithms
with 95.1% in scene recognition accuracy. In particular,
Austria, Denmark, Rumania, and other European countries
have put many concerns and effort into high crash road
segment detection. So far, by pointing out the deficiencies
of previous proposes in identifying high crash roads with
fixed and floating segments, the dynamic segmentation in [7]
has improved the percentage of counted accidents based on
the wavelet theory [8]. Regarding the computational heavy
of segmentation caused by pixel-wise operation, Martha et
al. [9] have proposed a method that support to optimize
the segmentation technique. The success of this paper can
be applied in multiscale landslides, thus, easily allow for
differently sized features to be identified. However, the maxi-
mum value for recognition accuracy can be reached is 77.7%,
which is not feasible to apply in real-time detection. Besides,
the different threshold-based methods (K-means clustering
[10] or knowledge-based)can also affect the efficiency of the
segmentation model.

With the rapid development of deep learning methods in
the computer vision domain, most studies have now agreed
on the fact that convolutional neural networks (CNNs) can
be an optimal solution for powerful image classification and
object recognition [11] [12]. While working with landslide
detection, we are processing images acquired from flying
objects such as a drone. Relating to landform recognition task,
object-based approach has been used widely in drone’s images
[9, 13] and different characteristic of images such as colour
of shadow [14] can also be used. Besides, splitting the image
into grids and predicting on each tile, [15] has formulated the
multi-labelling classification within a conditional random field
(CRF) framework to exploit simultaneously spatial contextual
information and cross-correlation between labels. To improve
the accuracy of the model working with UAV images, [16]
has been proposed to increase the depth of the network,
which is on the other hand negatively affects the computing.
Silva et al. [17] also combined the Mask R-CNN [18] and
transfer learning with ResNet [19] 50 and 101 to improve
the landslide detection performance. This work has ended up
with promising evaluation results with 100% of precision.
However, the combination of Mask R-CNN for segmentation
and ResNet101 for classification will bring a huge delay
while running the system in the real-time domain. To deal
with this problem, we utilize the MobileNet [20] for our

classification model because of its compactness. Since with
less computation power and fewer parameters to run, the
MobileNet still maintains a competitive accuracy compared
to other state-of-the-art models in classification. The use of
it as a backbone ensures a solid lightweight decision-making
system operating in real-time. In particular, MobileNetV3 [21]
was used in our study to reduce the latency and optimize
computational time with piece-wise linear analogue (RELU6)
instead of sigmoid.

For the specific case of image-related data, [22] has pro-
posed an excellent work under the combination of bag-of-
visual-word (BoVW), probabilistic latent semantic analysis
(pLSA), and k-nearest neighbors classifier (k-NN). The basic
principle is to divide the image into sub-grids, apply CSIFT
(color SIFT) on each patch to find out the local features, and
quantize it into words to BoVW representation. The sub-image
is then classified by the pLSA model and k-NN classifier as
landslide or non-landslide. The success of the work has created
a simple and computationally efficient but still robust detection
system.

Finally, as the growing need in using more deep convolu-
tional networks to solve practical applications, many studies
have been carried out on landslide detection over the past
decade. According to that, a detailed comparison between
different machine learning and deep learning methods for
landslide detection has been given out in [23].

III. METHODOLOGY

Our proposed method is shown in Fig. 1, which consists of
three main steps: road segmentation, blocked road candidate
extraction, and classification. The first step aims to segment
the road pixel from the input image. Then, the segmented road
image will be the input of the next step, where we extract
blocked road candidates by using edge detection and heuristic
rules. Finally, the blocked road candidates are classified into
real blocked roads or not.

A. Segmentation

In the segmentation step, we use SD-Unet [24] to distinguish
the road pixel from the background pixel. SD-Unet is a petite
version of Unet, which achieves higher performance while
requiring 8x fewer computations, leading to faster inference.
In the proposed work, except the first layer, Gadosey et
al. has replaced all the standard convolutional layers in U-
net with depth-wise separable layers. By doing this, the
number of parameters and required computations in the U-
Net model is much reduced. However, the use of depth-wise
layer can lead to achieving lower performance compared to
standard convolution layers. Therefore, different normalization
and standardization method are also applied to recovered the
accuracy loss.

According to the experimental result from [24], we hereby
also change the core of the UNet model with depth-wise
separable convolutional layers instead of the normal ones and
add the group normalization after each ReLU activation. The



Fig. 1. Flowchart of our proposed method

elements in one SD-UNet block include 2 depth-wise separa-
ble convolution, 2 activation layers, and 1 group normalization.

Since the original SD-Unet was well trained and tested
on the BRATs dataset, in this study, we trained the network
with mapillary dataset [25] and fine-tuned it to fit with our
customization. The model was evaluated on our self-collected
dataset, which consists of 400 images. The dataset is man-
ually annotated by LabelBox. The landslide image data was
collected with an UAV (drone) at the time of heavy rains and
the catastrophic floods happened.

The segmentation model has been trained to predict on
every pixel of the image to determine if it is a background
or foreground. Therefore, the output image of the network
will be a binary array, in which, each pixel is binarized into 1
or 0 and displayed as black (0) or white (255) as the intensity
value.

By doing the road segmentation as a pre-stage in the clas-
sification process, we can improve our classifier performance
in detecting the landslide. This can be explained in [26] [27]
and discussed further in the section IV.

B. Blocked road candidate extraction (Region of Interest -
ROI)

The purpose of this stage is to narrow down the area of
interest. In particular, we only focus on the region, which
contains the unconnected parts of the road. By focusing on
just a small area instead of a whole image, the redundant
information is reduced. Therefore, the next step classifier can

Fig. 2. Blocked road candidate extraction procedure

achieve better accuracy. In addition, we can minimize the time
computational cost for our real-time detection system.

To detect ROI, the segmented road image from the first
step will go through the Canny algorithm to detect the edges
of the segmented road. As we can see from the illustration
(Fig. 2c), the detected line is quite thin and blurred. However,
the performance of the classifier is strongly dependent on the
quality of the input image. Therefore, we enhanced the image
quality by applying the dilation operation on the edge to make
it bolder and clear.

The next step is to form the middle line of the road (Fig.
2e). This process requires all the middle points, which are
calculated from edges to concatenate them afterward. In order
to locate the disrupted area, we need to have at least 2 points
on 2 different road parts. In particular, the points must be ones
of the middle points we found from the previous step. With
the coordinates, we can easily decide the unique rectangle
to display the ROI. This can be referred to Fig. 2f. Finally,
the original image is cropped with the same position as the
interested region before getting the final input of the classifier
(Fig. 2h).

C. Classification

At this stage, the ROI given from the previous stage
becomes the input for the classifier to determine the final
output. Suspicious regions can occur in the input image, in
which the segmented road is discontinued due to big truck,
tree shadow and other image degradation. The suspicious
region occurrence reduces the accuracy of the method if we
consider all blocked road candidates as real blocked roads. For
practical application, we aim to design a small and precise
system, which acts as an early incident detector and reduces
the number of false alarm cases.

At this stage, the ROI given from the previous stage
becomes the input for the classifier to determine the final
output. The suspicious region can occur in the input image, in
which the segmented road is discontinued due to big truck,
tree shadow, and other image degradation. The suspicious
region occurrence reduces the accuracy of the method if we
consider all blocked road candidates as real blocked roads. For
practical application, we aim to design a small and precise



Fig. 3. The change in the last layer from MobileNet V3 to our proposed model

system, which acts as an early incident detector and reduces
the number of false alarm cases. In the viewpoint of real-world
application, our system has to operate in the context where
computational power is limited, therefore, we implemented
MobileNet network [20] to do classification. The MobileNet
still maintains a competitive accuracy compared to other state-
of-the-art models while ensuring real-time performance. In
particular, MobileNet V3 [21] was used in our study to reduce
the latency and optimize computational time.

By using hard swish (h-swish) at the second half of the
model, coupling with the squeeze-and-excitation (SE) block,
MobileNetV3 has gained significant improvements in per-
formance compared to the previous version at almost no
computational cost. In detail, the new non-linearity activation:
h-swish has fixed some weakness of its base by replacing
the computationally expensive sigmoid with a piecewise linear
analogue (RELU6):

swish(x) = x · σ(x) (1)

h− swish(x) = x
RELU6(x+ 3)

6
(2)

In order to train the model, we first split the data into
2 separated folders: normal and abnormal. By utilizing the
Mobilenet V3 Large, we discarded the last 1000 neurons layer
then added up 4 fully connected layers so that the model
can learn more sophisticated functions and give more accurate
results (Fig. 3). The last dense layer contains 2 nodes which are
corresponding to 2 labels. We also did augmentation with the
data to prevent the model from overfitting. The transformation
includes rotation, zooming, shifting, and flipping.

IV. EXPERIMENTAL RESULTS

In this section, we will show and discuss the results of
all experiments in our work. For more specification, we
compared the performance amongst models in 3 schemes such
as segmentation, classification, and whole method. In order to
get a fair comparison between all methods, we have set up

the same hardware configuration (CPU: Intel Core i7; RAM:
8GB; GPU: RTX 2070 Super) and dataset (our collected one).

In the first step of road segmentation, we compare our
modified SD-Unet model with other SOTA (state of the arts)
methods. We utilize two metrics for the comparison which are
Intersection over Union (IoU) and dice coefficient. In partic-
ular, IoU reflects the similarity between 2 boxes or 2 areas
by calculating the percentage of overlap, hereby, the region is
between the ground truth (GT) and the predicted segmentation
outputs (PO). This metric is formatted in equation 3. The dice
coefficient (equation 4) on the other hand also measures the
percentage of overlap, however, it reckons one more time at
the overlap region between the ground truth and the prediction.

IoU(GT,PO) =
|GT ∩ PO|
|GT ∪ PO|

=
TP

TP + FP + FN
(3)

Dice(GT,PO) =
2|GT ∩ PO|
|GT ∪ PO|

=
2TP

2TP + FP + FN
(4)

As can be seen from Table I, our modified SD-UNet achieved
the best performance with the highest dice-coefficient 69%
at the inference time of 13ms. Regarding the effectiveness
confront, Attention Unet [28] shows its robustness of 69% in
IoU and 92% in dice-coefficient. However, the structure com-
plexity leads to their huge computational time of 67 ms. With
an IoU value under the average, only achieved 47%, UNet has
registered as the worst model for road segmentation. There is
also a paradox in this experiment is that the LedNet[29] on
the other hand outperformed UNet with 52% in IoU and 85%
in dice-coefficient, concurrently it required a longer time to
compute an instance (60ms ) while it has been proposed as
the lightweight version of UNet.

From Table II, we have proved our right choice in model
selection with the experiments to compare the MobileNetV3
between different variants of EfficientNet [30] from B0 to
B7. The EfficientNet was chosen for comparison because it
has been proposed as an enhanced version of MobileNet by



TABLE I
DIFFERENT SEGMENTATION METHOD IN COMPARISON

Model IoU Dice Coefficient Inference time (ms)
UNet 0.47 0.82 54
LedNet [29] 0.52 0.85 60
Attention Unet [28] 0.69 0.92 67
SD-UNet 0.65 0.93 13

fusing with ResNet, EfficietnNet. In addition, its variants have
achieved better performance compared to original MobileNet
models. At the same time, this also leads to an extra latency
in inference time, approximately 2-6 times slower. We choose
MobileNet V3 Large with a proper balance between F1-score
and inference time.

TABLE II
CLASSIFICATION MODELS COMPARISON AMONG MOBILENET V2,

MOBILENET V3 AND EFFICIENTNET VARIANTS

Model F1-score Inference time (ms)
MobileNet V2 0.9138 89.1968

MobileNet V3 Small 0.9483 65.0501
MobileNet V3 Large 0.9655 89.0919

EfficientNet B0 0.9483 117.4593
EfficientNet B1 0.9828 144.8111
EfficientNet B2 0.9828 151.6269
EfficientNet B3 0.9655 186.2684
EfficientNet B4 0.9655 230.3987
EfficientNet B5 0.9655 299.4162
EfficientNet B6 0.9655 377.5594
EfficientNet B7 0.9828 517.8696

The most interesting comparison is made to prove the
effectiveness and feasibility of our proposed method. We
compare our method with several scenarios where only a single
stage is used such as classification, detection, or segmentation.
For example, a CNN model for image recognition can be used
to identify whether an image contains a blocked road or not.
Alternatively, object detection models can also be utilized to
detect the occurrence of blocked roads in the input image.
Finally, segmentation models with heuristic rules are also
able to detect the occurrence of blocked roads in the image.

TABLE III
ACCURACY COMPARISON BETWEEN SOTA METHODS

Method F1 Score

MobileNet 0.822

ResNet 0.852

VGGNet 0.841

YOLO 0.92

Faster RCNN 0.91

SSD 0.893

UNet + rules 0.814

SDNet + rules 0.823

FCN + rules 0.807

Our proposed method 96.2

In the three kinds of methods mentioned above, the image
classification-based method gives a low accuracy because the
blocked road is only a small part of the image, therefore
the important information used to distinguish is not focused.
While object detection-based methods give high accuracy.
However, this kind of method comes with a high false alarm
rate. A false alarm occurs when multiple non-blocked road
objects are detected in the input image. Segmentation-based
methods give low efficiency when the data is highly diverse.
Table III shows the detailed results of the methods. Our
proposed method can achieve the highest F1 score of 96.2%,
which is 4.2% higher than the runner-up method (YOLO).
The worst performance is from the FCN segmentation with
heuristic rules at F1 score of 0.807. These results have proven
that our combination approach is necessary to achieve high
performance in detecting blocked roads in the input image.

V. CONCLUSION

We have presented a multistage convoluttional neural archi-
tecture for the detection of blocked roads caused by landslide.
The network can detect blocked roads with three main steps:
road segmentation, blocked road candidate extraction, and
blocked road candidate classification. In order to evaluate
the effectiveness of the proposed architecture, we collected
a dataset of 400 images captured using a UAV. The experi-
ments with several state-of-the art models including MobleNet,
ResNet, VGG, YOLO, SSD, Faster RCNN, UNet + rules,
SDNet + rules, and FCN + rules show that our proposed
method can achieve up to 96% F1-score, which is better than
other methods. These results indicate the promising of the
proposed method.
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