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Online Non-Cooperative Radar Emitter
Classification From Evolving and

Imbalanced Pulse Streams
Jinping Sui , Zhen Liu , Li Liu, Bo Peng , Tianpeng Liu , and Xiang Li

Abstract—Recent research treats radar emitter classifi-
cation (REC) problems as typical closed-set classification
problems, i.e., assuming all radar emitters are cooperative
and their pulses can be pre-obtained for training the classi-
fiers. However, such overly ideal assumptions have made it
difficult to fit real-world REC problems into such restricted
models. In this paper, to achieve online REC in a more
realistic way, we convert the online REC problem into dynam-
ically performing subspace clustering on pulse streams.
Meanwhile, the pulse streams have evolving and imbal-
anced properties which are mainly caused by the existence
of the non-cooperative emitters. Specifically, a novel data
stream clustering (DSC) algorithm, called dynamic improved
exemplar-based subspace clustering (DI-ESC), is proposed, which consists of two phases, i.e., initialization and online
clustering. First, to achieve subspace clustering on subspace-imbalanced data, a static clustering approach called the
improved ESC algorithm (I-ESC) is proposed. Second, based on the subspace clustering results obtained, DI-ESC can
process the pulse stream in real-time and can further detect the emitter evolution by the proposed evolution detection
strategy. The typically dynamic behavior of emitters such as appearing, disappearing and recurring can be detected and
adapted by the DI-ESC. Extinct experiments on real-world emitter data show the sensitivity, effectiveness, and superiority
of the proposed I-ESC and DI-ESC algorithms.

Index Terms— Radar emitter classification, data stream clustering, imbalanced data stream, subspace clustering.

I. INTRODUCTION

RADAR emitter classification (REC) based on the
passively received radar pulse streams is of great impor-

tance in both military and civil systems, especially in elec-
tronic support measurement (ESM) systems [1]. The received
radar pulse streams usually consist of sequences of pulses
emitted from multiple radar transmitters [2]. Nowadays,
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the REC is becoming much more challenging than ever before
as the electromagnetic environment gets unprecedentedly
congested [3].

A conventional but currently ineffective method for REC
is classifying the pulses according to their pulse descrip-
tion words (PDWs) which consist of pulse parameters like
angle-of-arrival (AOA), carrier frequency etc [4]. However,
with the wide application of complex modulation radars, tra-
ditional PDWs are not sufficient to describe modern complex
radar pulses. Such PDW-based methods can no longer meet the
requirements of modern REC tasks. Currently, the researchers
focus on solving the REC problem through supervised learning
approaches. Namely, they assume that the pulse samples of all
radar emitters can be pre-obtained and used to train delicate
classifiers for REC purposes. As a result, recent published
REC work mainly focuses on two aspects, feature extrac-
tion and classifier selection. For feature extraction, various
time-frequency (T-F) transform approaches, like short-time
Fourier transform (STFT) [5], wavelet [6], quadratic T-F [7],
Zhang et al. [8] and variational mode decomposition (VMD)
[9] are adopted to extract more distinguishable intra-pulse
features including intentional or even unintentional modulation
features [9], [10]. Currently, with the introduction of more
complex modulation techniques, the dimensions of feature
vectors continue to increase. The ever-increasing dimensions
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of feature vectors lead to more and more classifiers, such as
support vector machine (SVM) [1], [7], [8], [11], relevance
vector machine (RVM) [12], neural networks [1], [13], and
even deep learning networks (e.g., convolutional neural net-
works (CNN) [14] and recurrent neural networks (RNN) [4])
are introduced to classify the pulses based on the features.

A. Motivations
Despite that the recent work has promoted the research

of REC to some extent, they have been found unrealistic in
many real-world REC scenarios where vast non-cooperative
emitters exist. Essentially, these recent REC works treats the
REC problem as a typical closed-set classification problem,
i.e., the classes of the training and testing sets are identical,
while ignoring three unique challenges existing in real-world
REC tasks. First, as the pulse streams are continuously
received, the REC tasks are expected to be addressed in
real-time manners. However, the existing REC work costs con-
siderable time and resources in samples labeling and classifiers
training. Second, the pulse samples from non-cooperative radar
emitters are scarce or even impossible to pre-obtain, causing
the training set to be highly imbalanced. Thus, the classi-
fiers trained based on such training sets will inevitably fail
to achieve REC goals. Third, the behavior of radar emit-
ters, especially the non-cooperative ones, is generally highly
dynamic leading to the REC tasks cannot fit into the closed-
set classification model. For example, there will be various
non-cooperative emitters that emit pulses from a certain time,
and the samples of these emitters are not in the training
set at all. Additionally, some emitters only work within a
certain period of time or some non-adjacent time periods. Such
dynamic behavior usually contains significant information
indicating the change underlying the working context and
should be extracted timely by the REC algorithms to provide
a deeper perception of the electromagnetic environment. Con-
sequently, it is obviously unwise to continue using closed-set
classification models to address real-life REC tasks.

B. Contributions
In essence, the radar pulse stream is a kind of data

stream which has the following unique properties compared
to general data streams, i.e., unlabelled, high-dimensional,
evolving and imbalanced. As discussed before, the evolving
property is mainly caused by the dynamic behavior of the
emitters and the imbalanced property is due to the pulses
of the non-cooperative emitters are much more scarce.
Despite the pulses are high-dimensional, it has been found
that the radar pulses from the same emitters actually lie
on or near low-dimensional subspaces [15], [16]. From this
sense, the REC task can be deemed to perform an online and
incremental subspace clustering on the pulse stream whose
goal is to group the pulses from the same emitters together and
separate the pulses from the different emitters. Such an online
and incremental subspace clustering task can be achieved by
the data stream subspace clustering technique which is a vital
sub-topic of data stream clustering (DSC) research. However,
performing data stream subspace clustering algorithms on
evolving and/or imbalanced data streams has not been well

addressed. Recently, an algorithm called exemplar-based
subspace clustering (ESC) [17] is proposed to address the
subspace-imbalanced problem, i.e., the distribution of the data
in each subspace is imbalanced. However, the ESC suffers
from severe performance instability and is limited to dealing
with static data sets instead of data streams.

In this paper, a data stream subspace clustering algorithm,
called dynamic improved ESC (DI-ESC) algorithm, is pro-
posed to achieve online REC on pulse streams, where the
pulses from the same radar emitters are assumed being
located in the same subspace. To the best of the author’s
knowledge, we are among the first researchers to consider
subspace-imbalanced and evolving problems into designing
DSC algorithms and to solve the REC problem in the DSC
framework. In specific, we first propose the improved ESC
(I-ESC) algorithm to overcome the performance instability of
the original ESC algorithm. Different from the ESC algo-
rithm randomly selecting partial point as the first exemplar,
the proposed I-ESC algorithm ensures its stable and good
performance by selecting the point with the smallest sum of
similarities with all the other points as the initial exemplar.
Based on the I-ESC algorithm, the DI-ESC is then proposed.
DI-ESC consists of two phases, i.e., initialization and online
clustering. First, the proposed I-ESC algorithm is adopted in
the first phase to obtain an initial clustering result. Then, based
on the self-expressiveness property, the arriving data point
in the second phase can be assigned in an online manner.
A subspace evolution detection strategy is also be proposed to
ensure the evolving behavior of subspaces, such as emerging,
disappearing, and recurring can be detected and adapted.
Compared with the state-of-the-art DSC algorithms, DI-ESC
can perform DSC task towards imbalanced and evolving data
streams. Experiments on real-world data streams collected
in multi-emitter scenario prove the validity and superiority
of DI-ESC compared with state-of-the-art DSC algorithms
including scalable sparse subspace clustering (SSSC) [18],
scalable low-rank representation (SLRR) [18], scalable least
squares regression (SLSR) [18], clustering of evolving data
streams into arbitrary shapes (CEDAS) [19] and stream affinity
propagation (STRAP) [20].

C. Organizations
The remainder of this paper is organized as follows.

Section II formulates the REC problem with the emitter-
evolving and emitter-imbalanced property, and briefly intro-
duce the original ESC algorithm. Section III presents the
principles and methodology of the proposed algorithms.
In Section IV, we verify and analyze the performance of the
proposed algorithms by comparing with the state-of-the-art
algorithms. Finally, the study is concluded in Section V.

II. PROBLEM FORMULATION AND PRELIMINARIES

A. The Online REC Problem Formulation
Consider a typical REC scenario where lt radar emitters

(we call them emitters for brevity) work at timestamp t
simultaneously. We denote each emitter as E , and at t , the lt

emitters can be denoted as Et ={E t
l }l

t

l=1. Then, for a receiver
working in the same scenario, it would receive the pulse
stream consisting of pulses continuously produced by the
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emitters [9], [21]. Assume at each timestamp t , it receive
one pulse pt which is a D-dimensional vector, pt ∈ RD×1.
Thus, the received pulse stream can be denoted as P={ pt }Nt=1
(N → ∞). For ease of discussion, we use a matrix Pt to
denote the pulses which we have received up to t , that is,
Pt = [ p1 . . . pt ]D×t . Note that we assume that there is no
overlap among the pulses.

As discussed before, the pulse stream typically has the
following unique properties: unlabelled, high-dimensional,
emitter-evolving and emitter-imbalanced. The first two prop-
erties can be easily understood. Now we focus on further
formulating the rest properties aforementioned.

1) The Emitter-Evolving Property: It refers to the dynamic
behavior of emitters for different functions or in different
working time, i.e., switching from power on/off to off/on.

Specifically, we mainly consider three types of emitter-
evolving, i.e., emitter emergence, emitter disappearance and
emitter recurrence, which can be formulated as follows:
• Emitter emergence. It refers to the occurrence of a new

emitter at t . In particular, an emitter E emerges at
timestamp t if E /∈ E1 ∪ E2 ∪ · · · ∪ Et−1 and E ∈ Et .

• Emitter disappearance. It is defined as a previously
existed emitter that is not working during the recent
period. Formally, an emitter E disappears if E ∈ E

t0 ∩
Et0+1 ∩ · · · ∩ Et−1 and E /∈ Et , where 1 ≤ t0 < t .

• Emitter recurrence. It means the situation where a previ-
ously disappeared emitter recurs at t . Formally, an emitter
E recurs at t if E ∈ Et1 ∩ Et1+1 ∩ · · · ∩ Et2−1, E /∈ Et2 ∪
Et2+1 ∪ · · · ∪ Et−1, and E ∈ Et , where 1 ≤ t1 < t2 < t .

2) The Emitter-Imbalanced Property: Various emitters differ
greatly in operating time and pulse emission frequency, result-
ing in an imbalanced distribution of the numbers of pulses
received from each emitter.

Assume during the period from t1 to t2 (t2 > t1), there exists
l(t1,t2) emitters which emit ni (i = 1, 2, . . . , l(t1,t2)) pulses,
respectively. Relatively, those emitters with large (small)
numbers of pulses are referred to as over-represented
(under-represented) emitters. Furthermore, We denote the
emitters with the maximum and minimum numbers of pulses
as Emax and Emin , respectively. To quantify the degree of
imbalance, we define the imbalance ratio as

k = nmax

nmin
, (1)

where nmax and nmin denote the numbers of pulses emitted
by the Emax and Emin , respectively. Currently, most of existing
works concentrate on imbalance ratios larger than 4 [22].

The online REC problem can be formulated as follows:
3) Online REC Problem: Given the pulse stream Pt , the goal

of online REC is to determine emitters Et = {E t
l }l

t

l=1 at each
timestamp t and associate each received pulse pt with an
emitter El (l ∈ [1, lt ]).

Essentially, the pulse stream is a unique kind of data
stream with evolving and imbalanced properties. As discussed
before, the pulses emitted by the same emitter are located
on one subspace and the pulses emitted by the different
emitters are on different subspaces. Therefore, the task of
online REC can be converted into performing online subspace

clustering on the data stream with subspace-evolving and
subspace-imbalanced properties. Currently, in the field of
subspace clustering, the self-expressiveness property of data
is widely adopted by most of the state-of-the-art algorithms
[17], [18], [23].

4) Self-Expressiveness Property: Assume there are N data
points Y = [ y1, . . . , yN ] which are located in a union of
subspaces. Each data point yi is a D-dimensional vector. For
each data point yi , there exists a linear combination of other
points which can fulfill

yi = Y r i , (2)

where r i = [ri1, . . . , ri N ]� and rii = 0 to avoid the trivial
solution of yi = yi . The r i is referred to as the representative
coefficients. Note that Eq. (2) has infinite solutions. However,
it has been observed that if we restrict r i to be sparse,
we will obtain the r∗i which has subspace-preserving property,
that is, the ri j ( j ∈ {1, 2, . . . , N}) is nonzero only if yi
and y j are from the same subspace [17], [24], [25]. Such
a subspace-preserving r∗i can be obtained by the following
sparse optimization problem

min
ri∈RN


r i
1 +λ
2

yi −

∑
i �= j

ri j y j
22, (3)

where λ > 0 is an input parameter, 
 · 
1 and 
 · 
2 denote
to the �1-norm and �2-norm, respectively.

B. Exemplar-Based Subspace Clustering (ESC)
Algorithm

In reality, such a subspace-preserving r i can be obtained
usually when Y is subspace-balanced, i.e., the numbers of
data points from each subspace are relatively balanced in Y .
However, when Y is subspace-imbalanced, it can be observed
the representative coefficients of points from under-represented
subspaces are more likely to have nonzero entries correspond-
ing to data points in over-represented subspaces, i.e, the points
from under-represented subspaces are easily swallowed by the
over-represented subspaces. Thus, it is difficult to find those
under-represented subspaces in this case. Interestingly, this
phenomenon has also been found in [17]. The authors propose
the ESC algorithm to address this problem in performing
subspace clustering on imbalanced data sets.

To address the subspace-imbalanced problem, ESC reduces
the degree of imbalance by finding a subset Y∗0 ⊆ Y . Specifi-
cally, Y∗0 is obtained by minimizing a self-representation cost
function Fλ(Y0), i.e.,

Y∗0 = arg min
|Y0|≤N0

Fλ(Y0), (4)

where

Fλ(Y0) = sup
yi∈Y

fλ(yi ,Y0), (5)

and

fλ(yi ,Y0) = min
r i∈RN


ri
1 +λ2 
 yi −
∑

j :y j ∈Y0

ri j y j
22 . (6)

The points in Y∗0 are called exemplars and Y∗0 is referred
to as exemplar set. N0 is the number of the exemplars in
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the exemplar set and needs to be specified as a prior by the
users. Note that Eq. (6) is NP-hard in general and it can
be approximately addressed by the farthest first search (FFS)
algorithm proposed in [17]. Once Y∗0 is obtained, the r i of each
data point yi in Y could also be obtained by Eq. (4) - Eq. (6).
The r i could be employed to build an affinity graph and the
clustering result is obtained after applying spectral clustering
to the affinity graph. However, ESC still suffers from two
severe limitations: i) The performance of ESC is extremely
unstable due to the introduction of a random selection in the
FFS algorithm (more details will be given in Section III).
ii) ESC can only process static data sets instead of data
streams so far. The limitations mentioned above result in
that ESC is not capable of processing data streams with
subspace-imbalanced and subspace-evolving properties.

III. IMPROVED ESC ALGORITHM AND DYNAMIC

IMPROVED ESC ALGORITHM

The emitter-evolving and emitter-imbalanced properties of
pulse streams pose great challenges for online REC achiev-
ing. In this section, we convert the online REC problem
into an online subspace clustering problem on data streams
with subspace-evolving and subspace-imbalanced properties,
where each emitter is considered as a subspace. Specifi-
cally, we first propose a static subspace clustering algorithm,
called improved ESC (I-ESC). Compared with original ESC,
the proposed I-ESC achieves more robust subspace clustering
performance on subspace-imbalanced data sets. Then, based
on the proposed I-ESC, the dynamic I-ESC (DI-ESC) algo-
rithm is further proposed for processing data streams with
subspace-evolving and subspace-imbalanced properties.

Note that in addition to the online REC problem, DI-ESC
can address similar data stream online subspace clustering
problems in other fields. Therefore, in the following, we no
longer emphasize the REC background to make DI-ESC a
universal model that can be used in other fields. The pulse
stream and the emitter are abstracted as a data stream and a
subspace, respectively.

A. Improved ESC Algorithm
Essentially, ESC significantly reduces the imbalance degree

of the original data set Y by identifying the exemplar set
(i.e., Y∗0 ) using Eq. (4) - Eq. (6). According to [17], the approx-
imate solution of Eq. (4) can be obtained by the FFS algorithm.
Concretely, FFS randomly selects a point from the data set Y
as the first exemplar, denoted as Y(10 ), and then progressively
identifies other exemplars to form the exemplar set based
on the Y(10 ). However, such a random selection of the first
exemplar causes the ESC algorithm to be extremely sensitive
to Y(10 ) and thus the performance of ESC is unstable. Obvi-
ously, the selection of the first exemplars is quite important
for the determination of Y∗0 and it should not be selected
randomly.

Fλ(Y0) can be minimized when Y0 contains more data
points which cannot be represented by the remaining points
with small errors [17]. Namely, those points which are not
similar to the rest tend to be selected as exemplars under the
constraints of the optimization function in Eq. (4) - Eq. (6).

Algorithm 1 The Improved ESC Algorithm

Input: Data Y = [ y1, . . . , yN ] ⊆ RD×N , parameters λ >
1, η, p.

Output: The subspace clustering result of Y .
1: Identify the exemplar set Y∗0 by Eq. (4) - Eq. (9).
2: Compute the sparse representative coefficients {r i }Ni=1 by

Eq. (10);
3: Normalize the {r i }Ni=1 by r̂ i = r i/
 r i 
2;
4: Build the affinity matrix W = A + A�, where Ai j = 1 if

r̂ j is a p-nearest neighbor of r̂ i and 0 otherwise;
5: Apply a spectral clustering [26], [27] algorithm to W

aiming at obtaining the subspace clustering result on Y .

Here, we propose a direction to identify the first exemplar, i.e.,

Y(1)∗0 = min
yi∈Y

[ ∑
y j∈Y
j �=i

S(yi , y j )

]
(7)

where S(·) is a similarity function. For example, S(·) can
be defined as the opposite of Euclidean distance, correlation
or any function that can measure the similarity of two data
points. Considering the limitation of Euclidean distance in
high-dimensional space, we define S(·) as the correlation
function in this paper, that is,

S(yi , y j ) =
Cov(yi , y j )√

yi
√y j

= E(yi − E(yi ))E(y j − E(y j ))√
yi
√y j

(8)

where E(·) is the expectation function.
Based on the Y(1)∗0 selected by Eq. (7), the FFS can

progressively identify the exemplars using the following
function.

Y(i+1)∗
0 = Y(i)∗0 ∪ arg max

y∈Y
fλ(y,Y(i)0 ) (9)

Different from ESC, I-ESC introduces a new parameter η to
control the size of the exemplar set Y0 instead of requiring the
user to input a specific size N0 directly. That is, N0 = �N ∗η�
where �·� represents an integer that is the closest to and greater
than N ∗ η. After Y0 being identified, the subspace clustering
could be then obtained based on Y∗0 . Specifically, for each
yi ∈ Y (i = 1, 2, . . . , N), we obtain its sparse representative
coefficients r i , under the exemplar subset Y∗0 , that is,

min
yi∈RD


yi
1 +
λ

2

yi −

∑
j :y j∈Y∗0

r j i y j
22 (10)

After obtaining the sparse representative coefficients for each
point in Y , that is {r i }Ni=1, the nearest neighbor approach
is utilized to achieve the subspace clustering on Y (See
Algorithm 1).

B. Online REC by Dynamic Improved
ESC (DI-ESC) Algorithm

Compared with ESC, I-ESC achieves subspace clustering on
subspace-imbalanced data sets with more robust performance.
However, the application of I-ESC is still restricted to sta-
tic data sets processing instead of data streams processing.
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Therefore, in this section, we aim at extending I-ESC to
an online algorithm, called dynamic I-ESC (DI-ESC), which
can perform online subspace clustering on data streams with
subspace-evolving and subspace-imbalanced properties. Three
main difficulties exist when extending I-ESC to DI-ESC.
i) DSC tasks have stricter limits on computing speed and
storage space, which results in that DI-ESC cannot save
all the data points. Therefore, DI-ESC is expected to only
save the general information of the data streams instead of all
the original data points. ii) The processing manner of I-ESC
should be changed properly from batch processing to online
processing. iii) The subspace-evolving property of data streams
needs to be detected and adapted efficiently. Accordingly, in
Section III-B1, a data structure, named DI-ESC data structure,
is proposed to record the statistic summaries of the data
streams. Then, in Section III-B2, we explained how DI-ESC
achieves online subspace clustering on data streams based
on the DI-ESC data structure. Lastly, a detection strategy is
proposed in Section III-B3 to ensure DI-ESC is competent to
adapt to the subspace-evolving property.

1) The DI-ESC Data Structure: The evolving property of data
streams requires DI-ESC to accordingly provide dynamic sub-
space clustering results. Therefore, the DI-ESC data structure,
denoted as S

t , is proposed to ensure DI-ESC being facile
to reflect the current patterns of the data streams. To avoid
saving disappeared subspace in St , at each timestamp, the state
of each found subspace is evaluated, i.e., being active or
inactive. Here, ‘inactive’ means the corresponding subspaces
are expired, i.e., there are data points being assigned into
these subspaces during the recent time period. The active state
and the inactive state can convert to each other over time.
It should be noted that only the information of active subspaces
is reserved in St . The information of the inactive subspaces
is reserved into inactive subspaces reservoir, denoted as Dt .
Assume that at t , there are lt active subspaces and ht inactive
subspaces. Then S

t = {S t
i }l

t

i=1 and D
t = {Dt

i }h
t

i=1, where
S t

i and Dt
i denote to the information of active and inactive

subspaces, respectively. We refer to S t
i or Dt

i as the subspace
summaries. Precisely, S t

i = {nt
i ,Rt

i , ψi , pt
i , qt } and Dt

i =[̃nt
i , R̃t

i , ψ̃i , p̃ t
i , q̃ t ], where

• nt
i (respectively, ñt

i ) is the total number of data points
assigned to active (resp. inactive) subspace i up to t ;

• Rt
i (R̃t

i ) is called the reserved data matrix of active (inac-
tive) subspace i which saves exemplars from subspace i
up to t ;

• ψi (ψ̃i ) is the last timestamp when a point is assigned to
subspace i ;

• pt
i ( p̃t

i ) is a scalar whose initial value is set as 0;
• qt (̃q t ) is the total number of outliers found in the data

stream up to t . It should be noted that for all active and
inactive subspaces, qt = q̃ t .

2) The Initialization and Online Clustering: The DI-ESC
algorithm can be divided into two phases, i.e., initialization
and online clustering. In the first phase, the I-ESC algorithm
(i.e., Algorithm 1) is adopted to process the first batch of
T0 arriving data points, i.e., PT0 , and the clustering results
are summarized and stored in the DI-ESC data structure,

i.e., S
T0 . Assume that P0 is the exemplar set selected from

PT0 by I-ESC algorithm, then RT0
i is a matrix consisting of the

points belonging to subspace i in P0. nT0
i is initialized by the

number of points assigned into subspace i in PT0 . Therefore,
for the subspace i found in the initialization phase, its subspace
summary is ST0

i ={nT0
i ,RT0

i , T0, 0, 0}. It is noted that DT0 = ∅
in the first phase.

In the second phase, DI-ESC then progressively processes
each arriving data point pt (t ≥ T0) in an online manner. For
each pt , it can be either from a subspace (active subspace or
inactive subspace) that has been found or an upcoming new
subspace that needs to be found. Accordingly, the data points
from the found subspaces are called normal points. Otherwise,
they are called outliers. The proposed DI-ESC algorithm needs
to identify that pt is an outlier or not firstly. Here, we define
a matrix Zt =[Rt

1 · · ·Rt
lt R̃t

1 · · · R̃t
ht ] consisting of all reserved

data matrix of active and inactive subspaces at t . Each reserved
data matrix in Zt is actually a sub-block of Zt .

Similar to Eq. (2), the representative coefficients r∗t of
each data point pt , can be obtained by Eq. (3). For normal
points, r∗t has the subspace-preserving property. That is,
non-zero elements of r∗t are concentrated in a certain sub-
block (this sub-block corresponds to the reserved matrix of its
own subspace). While for outliers, the non-zero coefficients of
r∗t do not have such property. Here we introduce the sparsity
concentration index (SCI)1 [28], [29] to quantitatively measure
the concentration of non-zero coefficients of r∗t .

According to [28], SCI(r∗t ) ∈ [0, 1] and a higher SCI(r∗t )
means the coefficients of r∗t are more likely to concentrate
in a single subspace. We further introduce a threshold τ and
accept pt as a normal point if

SCI(r∗t ) � τ, (11)

and otherwise identify pt as an outlier. The outliers will be
stored in an outlier reservoir, denoted as Ot . Note that qt is
the number of outliers in Ot and qt = q̃ t . For the normal
data point, we further calculate the residual when assigning
pt to the j sub-block ( j = 1, 2, . . . , lt−1 + ht−1). Then,
the optimal sub-block to assign p t can be obtained by the
following optimization function,

min
j∗

s j ( p t ) =
 p t − Zt−1δ j (r∗t ) 
2 . (12)

where δ j (·) : Rn → Rn is a function that selects the
coefficients associated with the j th ( j ∈ [1, lt−1 + ht−1])
subpart in r∗t and keeps its elements which correspond to
other subsparts in r∗t as zero.

After obtaining the subspace j∗ to assign p t , the subspace
summary of subspace j∗ is accordingly updated. Concretely,
for the active (inactive, respectively) subspace, nt

i = nt−1
i + 1

(̃nt
i = ñt−1

i + 1), ψi = t (ψ̃i = t), and pt
i = pt−1

i + 1 ( p̃t
i =

p̃t−1
i + 1).

1For a coefficient vector x ∈ R
N , SCI(x)= (m · maxi (
 δi (x) 
1 / 
 x t 
1

)−1)/(m−1), where m is the number of the sub-blocks of x, δi : RN→R
N

is the characteristic function that selects the coefficients associated with the
ith sub-block.
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Algorithm 2 DI-ESC Algorithm
Input: Data stream P; Initial batch size T0;

Thresholds τ, α, β, γ , D← ∅, O← ∅
Output: The online clustering result of the data stream.
1: Apply I-ESC algorithm (Algorithm 1) to initialize DI-ESC

data structure.
2: For each arriving point pt (t > T0), compute SCI(r∗t ).
3: Determine if pt is a normal or outlier via Eq. (11). For

the normal point, compute Eq. (12) and then update S or
D accordingly. For the outlier, update O.

4: Emergence detection: apply I-ESC algorithm
(Algorithm 1) to O if qt � α.

5: Disappearance detection: for each active subspace, compute
�i . Remove the Si from S to D if �i < 0.5.

6: Recurrence detection: for each active subspace, compare
p̃ t

i with γ . If p̃ t
i � γ , then remove the Di from D to S.

3) Subspace Evolution Detection: The proposed DI-ESC
algorithm can detect three typical types of subspace evolution
i.e., subspace emergence, disappearance and recurrence. When
new subspaces start emerging, their data points actually will
be identified as outliers by the proposed DI-ESC because there
are no existing subspaces to assign these data points. Hence,
at each timestamp, DI-ESC checks if qt exceeds an emergence
detection threshold α. If qt � α, the I-ESC (Algorithm 1)
will be applied to the data matrix consisting of all points in
Ot to find new subspaces and their subspace summaries. The
subspace summaries of the new emerging subspaces will be
added to the DI-ESC data structure.

It is possible for some active subspaces to gradually become
inactive when fewer and fewer data points are assigned.
We propose a decay function to quantitatively measure the
active degree of active subspace i (i ∈ [1, lt ]) at each
timestamp, denoted as �i , i.e.,

�i = 1− 1

1+ e−(t−ψi−β) . (13)

where β is the maximum tolerant duration of the DI-ESC
algorithm for the active subspaces that are not accessed by
the points. The active subspace continues to be accepted as an
active subspace only if its corresponding �i ≥ 0.5. Namely,
if there is no point being assigned into the subspace i during
the recent β timestamps, the subspace i will be accepted as
an inactive subspace rather an active subspace.

Additionally, some inactive subspaces are possible to
become active again. For each inactive subspace, p̃ t

i will be
compared with a threshold γ at each timestamp. An inactive
subspace will be accepted as an active subspace if p̃ t

i � γ .

IV. NUMERICAL EXPERIMENTS

In this section, we set up experiments to investigate the
performance of the proposed I-ESC and DI-ESC algorithms in
dealing with static subspace-imbalanced data sets and dynamic
subspace-imbalanced data streams, respectively. The data sets
and data streams are collected from the real-world REC
scenario. Specifically, we first verify the I-ESC algorithm by
comparing its performance with that of ESC algorithm on a

Fig. 1. The illustration of the operative scenario.

real-world data set under different parameter settings. Second,
the DI-ESC algorithm, as well as other baseline algorithms, are
all applied to several imbalanced and evolving real-world data
streams. Then, their performance is compared and analyzed.
The sensitivity of I-ESC and DI-ESC is analyzed after their
validation.

A. Data Sets, Baseline Algorithms
and Evaluation Metrics

1) Data Sets: The data we collected is from the secondary
surveillance radar(SSR) system. The SSR system has a wide
range of applications, such as distinguishing fighters from ours
in the military field, or air control in the civil aviation field.
The SSR system mainly includes an interrogator equipped on
the ground and a transponder equipped on the aircraft. It has
been found that, due to aging, temperature, frequency stabil-
ity drift, etc., the transponder inevitably introduces UMOP
(Unintentional Modulation of Pulses). Generally, it is assumed
that UMOP caused by the same transponder is stable and
consistent. Therefore, the pulses from the same transponder
can be grouped together according to UMOP. Our data is
the pulse emitted by different transponders (8 transponders
in total, notated as R1 to R8). Fig. 1 illustrates the operative
scenario. The data is collected at about 15km from eight dif-
ferent civil aircraft during their takeoff (separately collected).
By analyzing the data, the signal to noise ratio (SNR) of the
operative scenario is approximately 15dB (measured from the
overall data). Precisely, the data collected from every single
transponder is regarded as one subspace. Each data point is
represented by a 400-dimension vector. The static datasets
and dynamic data streams are further generated based on the
real-world data.

2) Subspace-Imbalanced Datasets: Several static data sets
with different imbalance ratios, i.e., k, ranging from 4 to
10 are generated to study the superiority of the I-ESC algo-
rithm compared to the ESC algorithm. The first four emitters
(e.g., R1-R4) are set as under-represented emitters and the rest
(e.g., R5-R8) are regarded as over-represented ones.

3) Subspace-Imbalanced and Evolving Data Streams:
Beyond the validation of the proposed I-ESC algorithm,
several subspace-imbalanced data streams (denoted as
DS1 - DS4) with different evolving properties are addi-
tionally generated to test the effectiveness of the DI-ESC
algorithm. The basic information of these tested data streams
is summarized in Table I.
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TABLE I
THE BASIC INFORMATION OF IMBALANCED DATA STREAMS

TESTED IN THE EXPERIMENTS

4) Baseline Algorithms: For the first experiment, we com-
pare the I-ESC only with ESC [17] because the purpose
of this experiment is to demonstrate the effectiveness and
superiority of the I-ESC in handling with imbalanced data
sets. In the second experiment, we compare DI-ESC algorithm
with D-ESC and other five state-of-the-art DSC algorithms,
CEDAS [19], STRAP [20], SSSC [18], SLSR [18], and
SLRR [18]. Note that the D-ESC algorithm is proposed here
which is based on ESC algorithm. By comparing DI-ESC
and D-ESC, we can further investigate the superiority of the
I-ESC algorithm compared with ESC algorithm. CEDAS and
STRAP are typical density-based and distance-based DSC
methods, respectively. SSSC, SLSR, and SLRR are three
representation-based subspace learning methods which are
capable of handling high-dimensional data streams.

5) Evaluation Metrics: In this paper, the clustering quality
of all algorithms is measured using accuracy and normalized
mutual information (NMI) between the results given by the
algorithms and the ground truth. The values of accuracy and
NMI are real numbers between 0 and 1. Particularly, larger
values mean the given result matches the ground truth more.
In our experiments, the accuracy and NMI are the average
values obtained by running each algorithm 50 times on each
data set or data stream. We carried out all the experiments on
a computer with 2.3GHz CPU and 4Gb memory.

B. The Validation of I-ESC
The I-ESC and ESC algorithms are applied on the imbal-

anced static data sets where the imbalance ratios range from
4 to 10. The corresponding results are depicted in Fig. 2, from
which the following could be observed.

• I-ESC can effectively handle subspace-imbalanced data
sets and its performance is significantly better than the
ESC algorithm. Besides, the performance of I-ESC is very
stable with variance closing to zero during 50 replicate
experiments. Instead, the performance of ESC algorithm
fluctuates relatively greater. This is mainly due to that
ESC randomly selects a certain point as its initial exem-
plar and thus makes it difficult to maintain good and
stable performance.

• The imbalance ratio of the data set has an impact on the
performance of the I-ESC and ESC algorithms. Overall,
as the imbalance ratio increases, the performance of the
I-ESC and ESC algorithms will decrease accordingly. For
example, when k = 4, the accuracy and NMI of I-ESC
are 0.7390 and 0.7684 (for ESC, the corresponding results
are 0.7210 and 0.7550). While when k = 10, the accuracy
and NMI of I-ESC reduce to 0.6300 and 0.5336 (for ESC,
the corresponding results are 0.5736 and 0.5081).

Fig. 2. The clustering quality, (a) accuracy and (b) NMI, of the I-ESC
and ESC on imbalanced data sets with different imbalance ratios ranging
from 4 to 10 (η = 0.3).

Fig. 3. The influence of paprameter η on the clustering quality,
(a) accuracy and (b) NMI, of I-ESC and ESC.

In addition, to study the influence of the size of exemplar
set which is controlled by the parameter η, we further perform
experiments by setting different η on the imbalance data
set whose k = 4. Fig. 3 reports the accuracy and NMI of
the results. The experimental results are in line with our
expectation. It can be observed that the performance of I-ESC,
as well as ESC, shows downward trend with the increase of η
in general, although there is slight fluctuation. This is mainly
because as η increases, the imbalance of the exemplar set Y∗0
also begins to increase. When η is large enough, the Y∗0 is
close to the original set Y which is quite imbalanced. However,
it does not mean that η should be set extremely small because
insufficient exemplars are not enough to represent the entire
subspaces.

C. The Validation of DI-ESC
In the following experiments, we evaluate the performance

of the DI-ESC method as well as the baseline algorithms on
processing imbalanced data streams with different evolving
properties.

1) The Data Streams With Emerging Property: We carry
out experiments on three emerging data streams (DS1-DS3).
The evolving properties of data streams are depicted in
Fig. 4(a) - Fig. 4(c), respectively. In Fig. 4, the x-axis is the
timestamp of the corresponding stream and the y-axis is the
different subspaces from 1 to 8. It can be observed that these
data streams are imbalanced as a result of the data points are
not equally distributed among the subspaces. Meanwhile, these
data streams have different emerging properties. For instance,
DS1 has 4 subspaces at the initial stage and 4 new emerging
subspaces at the second stage, while DS3 only has 2 subspaces
at the first stage but 6 new emerging subspaces in the following
stage.
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TABLE II
PERFORMANCE COMPARISON DIFFERENT ALGORITHMS OVER THREE EMERGING DATA STREAMS (DS1-DS3)

Fig. 4. The evolving properties of (a) DS1. (b) DS2. (c) DS3. (d) DS4.

Table II reports the processing results of DI-ESC and other
baseline algorithms for these data streams, from which we
have the following observations.
• DI-ESC and D-ESC are both effective in handling with

data streams with emerging and imbalanced properties
and they outperforms other algorithms in accuracy and
NMI by a considerable performance margin. For instance,
for DS1, the performance of the best algorithm (SLSR)
except DI-ESC and D-ESC is 0.5903 in accuracy and
0.4386 in NMI. While DI-ESC and D-ESC achieve
0.7714 as well as 0.6760 in accuracy and 0.8362 as well
as 0.7593 in NMI. The reason behind this is that the
SSSC, SLRR, and SLSR are not capable of detecting
evolving property of the data streams and they just
assume that the subspace structures are stationary. As for
CEDAS and STRAP, they find the subspaces based on
the Euclidean distance which is not effective in high-
dimensional feature space.

• Except for the SLSR algorithm, the rest of the algorithms
are not as efficient as DI-ESC and D-ESC algorithms due
to more computational time required. Generally, SSSC
consumes the longest time because it requires initializa-
tion using the SSC [24] algorithm which is inefficient.

Although DI-ESC and D-ESC also adopt I-ESC and ESC
to initialize the models respectively, they select some
exemplars to participate in the initial subspace finding
and greatly save the computational time.

• It can be observed that DI-ESC outperforms D-ESC in
accuracy and NMI, which can be attributed to the fact
that I-ESC achieves a better performance than ESC.
DI-ESC consumes slightly more time than D-ESC
because of the introduction of Eq. (7) and Eq. (8)
in I-ESC.

2) The Data Streams With Disappearing and Recurring
Properties: In this section, we further investigate the per-
formance of the proposed DI-ESC on the disappearing and
recurring imbalanced data stream, i.e., DS4. The evolving
property of DS4 has been depicted in Fig. 4(d). It can be
observed from Fig. 4(d) that the distribution of the points
among the 8 subspaces is imbalanced. Additionally, some
subspaces are not visited by the arriving points during the
period approximately from t = 500 to t = 1400. Namely,
these subspaces are disappeared during this period. However,
at the end of the data stream, the disappeared subspaces
become active again (subspace recurrence).

We carry out experiments on DS4 to show the effectiveness
and superiority of the proposed method on detecting the
disappearing and recurring subspaces by comparing with the
baseline algorithms. Fig. 5 shows the corresponding results.
As can be observed in Fig. 5(a), DI-ESC successfully detects
the evolving subspace structure underlying DS4. Particularly,
DI-ESC tracks the disappearance of 4 subspaces firstly
and then detects the recurrence of these disappeared sub-
spaces. SSSC, SLRR, SLSR (see Fig. 5(b)) and STRAP
(see Fig. 5(d)) can not detect any subspace disappearance and
recurrence. This is because that these models are based on the
assumption that the subspace structures of the data streams
keep stationary. Even though CEDAS can track the subspace
evolution in theory, its performance on high-dimensional data
streams, as shown in Fig. 5(c), cannot be ensured due to
relying on traditional distance-based similarity measurement.

D. The Sensitivity Analysis of DI-ESC
The key parameters η, τ and α have great impacts on

the performance of DI-ESC. In particular, the η parameter
indirectly affects the performance of the DI-ESC algorithm
by affecting I-ESC, which has been discussed in Section IV-B.
In this section, we focus on analyzing the effects of τ and α.
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Fig. 5. The real-time number of the subspace recovered by algorithms
on data stream 4. (a) DI-ESC, (b) SSSC/SLSR/SLRR, (c) CEDAS,
(d) STRAP.

Fig. 6. The parameter sensitivity of DI-ESC on parameters. (a) Influence
of τ . (b) Influence of α.

τ and α control the sensitivity of the model to the outliers and
emergence of new subspaces, respectively.

To study the influences of the τ and α, we perform
experiments on the DS1 by setting different parameters. The
corresponding results are illustrated in Fig. 6, from which the
following observations can be obtained.
• Fig. 6(a) depicts the clustering quality of DI-ESC under

different τ settings varying from 0.5 to 0.95 (α = 300).
When τ is relatively small, the clustering quality is low
because outliers are more likely to be wrongly identified
as normal points. This leads to a negative impact on
the following process. However, it does not mean that τ
should be set very large because a larger τ causes more
normal points to be identified as outliers. For example,
as illustrated in Fig. 6(a), when τ > 0.8, the clustering
quality starts decreasing.

• The influence of α on clustering quality is shown in
Fig. 6(b), from which we can observe that the clustering
quality is much lower when α is relatively small or large.
Essentially, α determines the sensitivity of the DI-ESC
model to the emergence of new subspaces, which affects
the stability of the model. A small α will cause the
emergence detection to be easily triggered, resulting in
instability of the model. A large α is likely to cause the

model to be insensitive to new subspaces, which seriously
affects the clustering quality.

V. CONCLUSION

In this paper, we convert REC problems into performing
subspace clustering on pulse streams which have subspace-
evolving and subspace-imbalanced properties. In specific,
we propose two clustering algorithms, called I-ESC and
DI-ESC, which can deal with the subspace-imbalanced data
sets as well as subspace-imbalanced and evolving data streams,
respectively. Compared with ESC algorithm, I-ESC achieves
more stable performance by using a more resonable method,
i.e., Eq. (7), to select the first exemplar instead of randomly
selecting it like ESC. We prove that I-ESC is more capable
of handing with subspace-imbalanced datasets than ESC. For
subspace-imbalanced data streams, we further propose the
DI-ESC algorithm which can perform subspace clustering in
an online clustering manner. In addition, we also design a
framework for DI-ESC to detect possible evolution in the
data streams, making DI-ESC more capable of processing
data streams with subspace emergence, disappearance, and
recurrence. We verify the proposed algorithms on real-world
data collected from different radar emitters.
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