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Abstract—Semantic segmentation directly from the images of
landfills can be utilized in the earth movers to segregate the
garbage autonomously. Generally, Various segregation methods
are available for garbage segregation such as IOT based waste
segregation, Conveyor belt segregation in which none of them
are directly from landfills. Semantic segmentation is one of the
important tasks that maps the path towards the complete scene
understanding. The aim of this paper is to present a smart
segregation method for garbage by using semantic segmentation
with DeepLab V3+ Model using the framework(Backbone model)
of Xception-65 with the mean accuracy of 75.01%. This paper
features the segmentation with the GarbotV1 dataset which has
major classifications such as Plastic, Cart-board, Wood, Metal,
Sponge. The paper also contributes a method for reconstructing
the segmented images to build a 3D map and this exploits the use
of earth moving vehicles to navigate autonomously by localizing
the segmented objects.

Index Terms—Semantic segmentation, 3D reconstruction,
Landfills, garbage segregation

I. INTRODUCTION

Waste segregation is one of the most salient projects for

helping the environment. The segregation of waste still doesn’t

have a proper solution because the segregation method is not

so widely present. We dump a massive 2.01 billion tons of

waste every year. There will be a drastic increase of waste

by 2050, the world is expected to generate 3.40 billion tons

of waste annually [4].In most of the Landfill centres, earth

movers do the first stage of separation manually which are

time consuming and expensive. The development of on-site

equipment in waste management industry to integrate robotics

and AI technology to make them autonomous and more

efficient.

Therefore, the aim of the paper is to present a segregation

method of garbage by segmenting the wastes directly from the

landfills through camera using semantic segmentation which

can be incorporated into earth moving vehicles to make it

autonomous. Image segmentation is a machine vision task

where we do label a specific object or region within the frame

or image based on how it has to be shown. Here, we have

developed a DeepLab V3+ network with the backbone model

as Xception-65 to predict different classifications of garbage

such as Plastic, Cart-board, Wood, Metal, Sponge. To develop

these models which rely on huge amount of training data to

achieve their complete potential, the semantic segmentation

which has dense nature prediction necessitates a expensive

data annotation process. The quality of annotation plays a key

role for training better models. The outline of our proposal are

summarized below:

• We developed DeepLab V3+ semantic segmenta-

tion model using the framework(Backbone model) of

Xception-65 model with the mean accuracy of 75.01%.

• We created a semantic segmentation dataset containing 5

major classifications of garbage, especially for segment-

ing garbage directly from landfills.

• We proposed a 3D reconstruction of the segmented im-

ages to build 3D model for autonomous earth moving

vehicles.

Most of the successful landfill segregation method requires

some level of manual segregation which is tedious task. In

advances, RGB Camera and an air stream is used to segregate

the waste transported separately on the conveyor belt system

[5]. Unfortunately, a huge part of the waste is still collected

in the form of Municipal solid waste, this is the reason why

many countries seeking for the most effective segregation from

the landfills. In search of Municipal waste data in Finland,

we found 115,159 tonnes of municipal(Oulu) waste, received

during the year 2020 of which 20.93 per cent was recycled as

material (2019: 21.69%), 79.01 per cent as energy and other

uses (2019: 77.87 %) and 0.06 per cent ended up in final waste

disposal (2019: 0.45%) [1].

In IOT based waste segregation [6], Infrared obstacle line

sensor is fixed on the outer edge of the trash bin and

CNN to classify the garbage into various categories when it

goes inside the trash bin. The system is more considering

towards collecting the data of garbage which can benefit

for its segregation later. Deep Learning techniques for waste

segregation [12], The models use SVM with scale invariant

feature transform features and a CNN. Convolutional neural

network were used to detect the individual trash. In this

method, data augmentation techniques were executed on each

image because of the size of each class is small.

To understand how semantic segmentation is handled by

modern deep learning architectures, it is important to know

the steps in progression from coarse to fine inference, which

helps in our project to segment the targets directly from landfill

images. The prediction of targets in an image or by providing a

prior list if there are many of the same targets. After prediction,



Localization or segmentation is the future step towards fine-

grained inference, by providing the additional information

regarding spatial location of segmented classes. Now it is

obvious that semantic segmentation can achieve fine-grained

inference to make dense predictions labels for each pixel.

II. TECHNICAL APPROACH

The immense success of deep learning techniques in differ-

ent high-level machine vision tasks, Semantic segmentation is

one of the tasks that maps the roadway towards the complete

scene understanding by doing pixel-wise labeling. In this

approach, we propose to utilize the video frames of landfills

to efficiently segmenting garbage as shown in Fig. 1.

The proposed method consists of three stages: Training

the network using backbone model, Testing the model, 3D

Reconstruction. In the first stage, the required dataset for the

Xception-65 [2] backbone model was annotated and processed

for training the DCNN. In the second stage, the DeepLab

V3+ model, a semantic segmentation model constructed using

Xception-65 [2], was designed to achieve the segmentation

of the garbage targets. In the third stage, the simple 3D

reconstruction of segmented images been developed for better

understanding of 3D coordinates to the output interfaces.
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Fig. 1. Architecture. An Xception-65 [2] model is employed in this DCNN
for semantic segmentation of garbage. The approach also produces simple 3D
Reconstruction that are segmented

A. Data Annotation

Dataset collection is one of the most challenging part and

also it plays an important role for training better models in any

machine learning systems. This has high priority when dealing

with deep networks. For that reason, collection of sufficient

data for constructing an appropriate dataset, which has to be

fit enough to train models.This dataset pre-processing task,

although the simplicity of its formulation in comparison with

sophisticated neural network architecture definitions, is one of

the hardest problems to solve in this context [7].

Throughout the future, two-dimensional images are going

to be utilized for semantic segmentation. On that basis, 2D

Fig. 2. GarbotV1 data samples. Row 1: Original frames. Row 2: Segmented
frames. Row 3: Segmented Raw frames

datasets are considered for this garbage segregation. We gath-

ered 9 continuous video frame sequences sparsely annotated

at regular intervals. All the images were manually annotated

using Labelme: Image polygonal annotation with python [18].

For example, annotating all pixels in a 1024 x 2048 garbage

images took average of 15 minutes and some of the sample

annotated images are shown in Fig. 2. There are 5 classes

categorized into Plastic, Cart-board, Wood, Metal, Sponge and

background is also considered when the pixel is not belongs

to any of these classes. The GarbotV1 dataset is divided into

two subsets as 1498 images for training and 291 images for

validation.

B. Semantic Segmentation

For semantic segmentation we employ DeepLabV3+ as it

utilizes prominent architectural properties, making it perfectly

suitable for garbage segmentation from landfills. A back-

bone network Xception-65 [2] processes an input image and

its output is subsequently segmented by extracting depth-

wise pixel labeling. The processing module is either Dense

prediction cell [8] or Atrous spatial Pyramid Pooling with

or without Global average pooling(GAP) [9]. DeepLabV3+

applies Atrous spatial pyramid pooling, to extract features at

different scales, several semantic segmentation architectures

performs Spatial pyramid pooling. Atrous convolution [10]

is a convolution which integrates spacing between kernel

parameters and also it allows us to increase the field of view

at any DCNN Layer. To avoid loss of resolution, we assigned

its stride to 3 and replaced all subsequent layers with atrous

convolutional layers with rate of r=6. This approach converts

frame classification networks into dense feature extractors

without any requirement of additional parameters. There are

two efficient ways to perform atrous convolution, we decided

to go with second method, which is to sub-sample the input

feature map by a factor equal to the atrous convolution rate

r(6, 12, 18, 24), in our case rh x rw(6 x 6) possible shifts.

The other reason we chose the second method is, its capability



TABLE I
SEMANTIC SEGMENTATION PERFORMANCE(MIOU) BY VARYING BATCH

SIZE

Batch Size mIoU

4 69.42
8 72.64
12 75.01

of applying standard convolution to these intermediate feature

maps and tracing them back to original image resolution.

We must make sure that our model is robust to the different

size of objects when working with CNN. Atrous Spatial pyra-

mid pooling networks resolved this issue by encoding multi-

scale contextual information. The intention towards the multi-

scale training is to simulate the varying input sizes while still

griping the existing fixed-scale implementations.This approach

is well implemented using TensorFlow Framework [11].

C. Backbone Network and Training Protocol

We use the DeepLab v3+ architecture with a network

backbone(Xception-65) as a reference and resolved the segre-

gation of it. The observation says the robustness of semantic

segmentation models of DeepLab V3+ increases accuracy

often with model performance. The Xception based models

give significant performance when compared to ResNets and

other models, also the ResNet-based backbones are vulnerable

when applied for a large-scale dataset [3]. When transferring

the results of semantic segmentation, Xception-based models

have conclusive structure bias than others(e.g., ResNets). The

training protocol of the model as follow:

Learning rate: We employ a polynomial learning rate

policy [13],

(1− i/maxi)
p , p = 0.9 (1)

Here, i denotes number of iterations, maxi is the total number

of iterations and p is the power which has to be increased for

better accuracy and faster learning.

Train Crop Size: We fixed crop size to be 513 x 513 for

both training and testing on GarbotV1 dataset, large crop size

is required for atrous convolution to be effective.

Batch Normalization: Our altered model on top of

Xception-65 is included with batch normalization process [14].

It is important to train DeepLab V3+ with fine-tuning batch

normalization, We were varying the batch size=(4,8,12) to

see the better performance. The batch sizes are entirely with

respect to GPU capability.

We observed the quick convergence when using pre-trained

weights to train Xception-65 model. The network was trained

for comparable amount of time, which resulted in variable

number of epochs(Fig. 3).

The garbage segmentation directly from landfills results

on Xception-65 is reported in Table I has already tested

experiments on the GarbotV1 dataset by varying its batch size

for DeepLabV3+, attaining 69.42% with batch size of 4.

Fig. 3. Representative training loss and clone loss plots over training
examples. Loss curves were selected on every epochs for display purposes.

Fig. 4 shows as the number of training epochs increases,

the performance of the model is gradually increased. The

model starts converging somewhere around 1500 steps, and the

performance becomes stabilized when it reaches the maximum

iterations 15000.

Fig. 4. Accuracy of training the model. Accuracy curves were selected on
every epochs for display purposes

D. 3D Reconstruction

The segmented images can be used to build a semantically

meaningful 3D model of the garbage for navigation purposes.

The simplest approach is to use the original images as the input

to a standard structure-from-motion or SLAM (simultaneous

localization and mapping) algorithm. The semantic classifi-

cation can then be stored together with the 3D coordinates

of each point. Another possibility is to utilize the processed

images where each semantic class represents a different color,

and use these images as the input for the 3D reconstruction.

Using the color-coded images may increase the accuracy

of the reconstruction, with the colored regions functioning

as additional distinguishing features in the feature matching

process. However, the results depend on the accuracy of the

semantic segmentation: the quality of the model may deterio-

rate if the colors in the images indicate incorrect semantic



Fig. 5. Semantic segmentation results for material recycling Row 1: Original Image, Row 2: Test set segmented results. Indicated red box regions in which
we perform better in some classes(Plastic, Wood, Sponge)

classes. It is thus necessary to determine the reliability of

the segmentation network before building a 3D map from the

processed images.

There are plenty of solutions available for constructing

3D models from regular perspective images, but reconstruc-

tion from 360-degree (or spherical) images is not quite as

widespread despite the appearance of affordable, lightweight

360-degree cameras in the market in the last few years. A

promising reconstruction technique requiring only two spher-

ical images was presented by [15]. Such an approach can be

very useful if a rough geometric map in all directions is needed

for the task at hand.

The method described in [15] is based on the fact that

spherical images contain photometric information from all

directions, and thus the rotation between the two camera orien-

tations can be compensated for. From the optical flow patterns

between the two rotation-corrected images, it is possible to

find the direction of motion of the camera via least-squares

minimization. Once the camera rotation and translation (with

an arbitrary metric scale) between the two images has been

obtained in this manner, it remains for the 3D coordinates to

be recovered via triangulation.

As in the case of perspective images, 360-degree images

with color-coded semantic information can be used as an input

to the reconstruction algorithm. The practical applicability of

this approach is limited by the current shortage of labeled

spherical image data for teaching a neural network.

III. EXPERIMENTAL RESULTS

We fine-tuned the models of the Xception-65 with

DeepLabV3+ networks to adapt them to the garbage semantic

segmentation. We optimize the objective funtion based on

weights at the network layers. We evaluate the Xception

model on four videos shot in different condition at different

times. The test results of the videos obtained using the trained

DeepLabV3+ model, and the average mean accuracy of each

class is shown in Table II.

TABLE II
TEST SET RESULTS ON THE GARBOTV1 DATASET, SEMANTIC

SEGMENTATION PERFORMANCE(MIOU) ON EACH CLASSES

Classes DeepLab V3+ Backbone mIoU

Plastic 79.12
Cart-board 72.13

Wood Xception-65 76.19
Metal 68.98

Sponge 78.67

Over-all 75.01

A. Garbage Semantic Segmentation

We employ the Xception-65 model as a backbone on

DeepLabV3+ adapted for the semantic segmentation as de-

scribed in section 3(b). We displayed mini-batch of 6 images

which has different classes. Fig. 5 illustrates a result images

in the test dataset with IoU reached 0.7501,

Fig. 6. 3D reconstruction from seven segmented frames.



(a) (b)

Fig. 7. 3D reconstruction from two manually segmented frames from a 360-degree camera. (a) The equirectangular projections of the spherical images. (b)
Two detail images from the 3D model.

We cropped some regions from the segmented images to show

our better prediction results in some of the classes such as

Plastic, Wood, Sponge. It can be seen that our model achieved

76.52% on four classes and 68.98% on 1 class, showing the

strong transfer repercussion and effectiveness of the model.

B. 3D Reconstruction with semantic segmentation

As an example of a 3D model constructed from our seg-

mented images, Fig. 6 shows a reconstruction produced by the

RealityCapture software ( [16]) from a series of seven images

with semantic classes indicated by different colors.

To demonstrate the possibilities of 3D reconstruction from

360-degree images depicting recyclable materials, we also ap-

plied the method of [15] to obtain an all-around reconstruction

from two segmented images, illustrated in Fig. 7. The segmen-

tation was done manually due to the current lack of annotated

spherical image data, but the results demonstrate what the 3D

models will look like in our future work. The optical flow

evaluation needed to find the camera motion was obtained with

the Volumetric Correspondence Network presented in [17].

This network was chosen because of its capability to handle

the large distortions that appear in equirectangular images.

IV. CONCLUSION AND FUTURE WORK

For the semantic segmentation of the garbage directly from

the landfills, we developed a DeepLab V3+ network using the

backbone model Xception-65, several videos of landfills were

obtained for dataset and tested under varying conditions and

complex hindrance factors. The important conclusions are as

follows:

• The proposed method predicted and localized the differ-

ent targets from the landfills on the basis of semantic

segmentation. Except for certain classes, other targets

have significant impact on the final results. The mean

accuracy of the semantic segmentation of our method is

75.01%. This indicates the effectiveness of the segmen-

tation directly from landfills.

• We developed a method to reconstruct the semantically

meaningful 3D model from segmented images, which has

huge impact on navigation of autonomous earth moving

vehicles.

We will investigate the effect of implementing our method

with output interfaces like earth moving vehicles and mobile

robots in future work. Also, we are planning to include more

significant classes into our GarbotV1 dataset.
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