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ABSTRACT Urban computing brings powerful computational techniques to bear on such urban challenges
as pollution, energy consumption, and traffic congestion. After decades of rapid development, artificial
neural networks (ANN) have been successfully applied in many disciplines and have enabled many
remarkable research achievements. However, no quantitative method has yet been found that can identify
every parameter to optimize a neural network. The BP neural network is most frequently used but suffers
from the following defects with respect to complex and multidimensional training data or setting of different
parameters, i.e., overfitting, slow convergence speed, trapping in local optima and poor prediction effect, and
these obstacles have greatly restricted its practical applications. Therefore, this paper proposes a method that
uses ant colony optimization (ACO) to train the parameters and structure of the neural network, optimizes
its weight and threshold to solve its defects, and applies the model in the optimization scheme of urban
operation and management to verify its effect. The experimental simulation proves that the method in this
paper is effective and that it makes certain improvements in the local and global search ability, speed, and
accuracy of the neural network.

INDEX TERMS Urban computing, artificial neural network model, structure and parameter, ant colony

optimization, speed and accuracy.

I. INTRODUCTION

Urban computing is a solution to the challenges facing cities
based on continuous acquisition, integration and analysis of
the vast amounts of big data in the city environment. Urban
computing combines efficient data management and analysis
algorithms with novel visualization techniques to aid in better
understanding of the nature of various urban phenomena and
prediction of the future of the city. The neural network is an
important component of machine learning and deep learning.
With learning and memory ability, the neural network learns
the sample features of every class and compares the input
vector with the feature information it memorizes when it
encounters the samples to be recognized to determine which
class the samples belong to [1]. This algorithm obtains the
decision information through the learning mechanism, and it
does not require a priori knowledge. The BP neural network
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is the most popular neural network model and is a multilayer
feed-forward neural network that includes an input layer,
hidden layer and output layer. In practical applications, such
flaws as slow convergence speed, trapping in local opti-
mum, poor network stability and overfitting severely affect
its generalization performance and hinder its applications
[2], [3]. In recent years, the emergence of swarm intelli-
gence optimization algorithms has suggested a new idea for
modeling research with neural networks. Ant colony opti-
mization (ACO) is a swarm intelligence optimization method
that simulates the biological behavior in which ants move
along the shortest foraging path in the natural world [4]. This
algorithm takes the pheromone as the indirect communication
tool, gains success in a series of combinatorial optimization
problems through an internal search mechanism and posi-
tive feedback characteristic, and produces good results in a
wide range of applications in many fields such as function
optimization, network routing, robot path planning and data
mining [5], [6]. This paper leverages ACO to optimize the
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structure, parameters and stability of the neural network and
verifies its effectiveness in optimization problems of urban
operation and management.

BP neural network is a frequently used training method
and it uses error gradient descent information to confirm
the training direction. It has a slow convergence speed and
the speed is even slower especially when it approximates
local or global extremums. Besides, it frequently gets trapped
in local extremum. In the recent decade, many improved
BP algorithms have shown up, including parameter and
weight mixed learning method, conjugate gradient method,
and quasi-Newton method and they have accelerated the con-
vergence speed to a certain extent. However, these methods
are based on gradient descent method in essence; so their
convergence speed and accuracy are still limited and they are
still easy to get trapped in local optimal solution. In the past
ten years, ACO has become a research priority in the field of
intelligent computation and it has made excellent effect. ACO
can be used in such optimization problems as multi-objective
optimization, task allocation, pattern classification and high-
dimensional and complete data processing. But as ACO has
a short development history, its theoretical foundation and
application promotion shall be further studied. Under this
context, this paper adopts ACO in the training of parameters
and structure of BP neural network and applies this new
method into urban computing because urban computing is
more complex and difficult compared with other problems.
So the research work in this paper has important practical
significance and value.

The special contributions of this paper include the
following:

o This work studies the basic idea and implementation of
the artificial neural network (ANN), analyzes the rele-
vant parameters and typical meaning of the BP neural
network, and gives a brief description of its applications.
Based on in-depth understanding, this approach exam-
ines and identifies the weaknesses of BP neural network
based on an in-depth understanding of the algorithm
and applies related theoretical analysis to improve its
structure, parameters and stability.

o The basic concept and theories of ACO are subjected
to in-depth research, supplying clear explanation on its
implementation, conducting simulation experiments via
ACO to solve complex function optimization problems,
and verifying that ACO can better solve the relevant
optimization problems.

« Because the BP neural network has certain limitations,
this paper proposes optimization of the structure and
parameters of the BP neural network via ACO to avoid
trapping in local minimums and failing to obtain the
global optimal solution, and it also performs stability
analysis of the model.

« Using the optimization problems in operation and man-
agement as an example, the test experiment verifies the
optimization method based on the BP neural network.
The analysis and comparison results show that the neural
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network model proposed in this paper is far more effec-
tive than the conventional methods.

The remainder of this paper is arranged as follows.
Section 2 introduces related work, and Section 3 presents
theoretical analysis of the BP neural network, includ-
ing its nonlinear transformation and linear separability.
Section 4 discusses and tests parameter optimization and
analysis of ACO, Section 5 elaborates on performance
analysis and evaluation of the BP neural network opti-
mized by ACO and discusses the results of the test experi-
ment. Section 6 closes with conclusions and future research
directions.

Il. RELATED WORK

The neural network is a highly nonlinear dynamic system that
has parallel distributed processing ability, strong robustness
and fault-tolerant capability, as well as distributed storage and
learning ability. The neural network can fully approximate
complex nonlinear relationships. The BP neural network,
which is short for error backpropagation neural network, con-
sists of one input layer, one or several hidden layer(s), and one
output layer, and every layer is composed of a certain number
of neurons. These neurons are inter-related, similar to human
nerve cells. The basic BP network includes two aspects: for-
ward propagation of signals and backpropagation of errors,
i.e., it proceeds from the input to the output when calculating
the actual output and from the output to the input when mod-
ifying the weight and threshold [7], [8]. The Kolmogorove
theorem has proven that the BP neural network has a strong
nonlinear mapping capability and generalization ability and
that it can realize any continuous or mapping function with
a three-layer network [9]. Historically, the backpropagation
algorithm (BP neural network) has been frequently used to
train the feed-forward neural network, but it suffers from the
shortcomings of easy trapping in local minimum, oversensi-
tivity to the initial conditions and slowness in convergence
speed. However, if the BP network has the proper initial
conditions and network structure, it can fully leverage its
advantages and perfectly fulfill various tasks [10]. Random
initial conditions and an estimated network structure will
result in a slow and complicated training process. To solve
these problems, it is necessary to optimize the structure of
the neural network by cutting unnecessary connections and
thresholds and optimizing the weight and threshold. There-
fore, a good method must be found to solve such optimization
problems with respect to the neural network structure and
parameters [11].

The ANN represents network problem-solving knowledge
via the distributed memory of connection weights between
many connected neurons. In essence, neural network learning
is the process of optimization of the network structure and
weight. Optimization of the neural network performance has
long been a research priority for scholars. The BP algorithm is
the most frequently used training method. In recent decades,
although many scholars have made numerous improvements
to the BP algorithm, the convergence speed and accuracy
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are still limited, and it is still easily trapped in a locally
optimal solution. Swarm intelligence is an artificial intel-
ligence technology that simulates bionic behaviors [12].
Different from conventional optimization methods, swarm
intelligence has an intelligent and parallel nature and is
not subject to selected continuous and differentiable condi-
tions of the target function of the object. These strengths
have made it suitable for application in selected polymor-
phous, discrete and noisy complex optimization problems
and has offered a feasible approach for solving the defects
of the neural network itself. The ACO was first introduced
by Macro Dorigo and others in 1991, and it is a bionic
algorithm that simulates the similarity between ant foraging
behavior and the travelling salesman problem. The ACO
exchanges information mainly through a substance known as
the pheromone, performs selection and updating according
to the pheromone, and generates a globally optimal solution
through numerous iterations. The ACO is a positive feed-
back mechanism. Therefore, based on this background, this
paper uses ACO to train the parameters and structure of the
feed-forward neural network and offers certain application
value [13], [14].

lll. PROPOSED MODEL

The BP neural network is a supervised learning algorithm,
and its main strategy is inputting learning samples and
using the backpropagation algorithm to repeatedly adjust
and train the network weights and deviations to make the
output vector as similar to the expected vector as possi-
ble. When the square sum of error in the output layer is
smaller than the specified error, the training is completed,
and the algorithm saves the network weight and deviation.
Backpropagation the adjusts network parameters by calcu-
lating the error between the output layer and the expected
value, thus diminishing the error. The powerful force of
ANN is almost entirely built upon the backpropagation
algorithm [15].

A. BACKPROPAGATION PROCESS OF ERROR

In backpropagation of error, we calculate the output error of
neurons in a layer-by-layer manner starting from the output
layer and adjust the weights and thresholds in every layer
according to the error gradient descent method to make
the final output of the modified network approximate the
expected value [16].

In the following text, X; represents the input of the jth node
in the input layer, and j = 1, ..., M; wy; is the weight from
the ith node in the hidden layer to the jth node in the input
layer; 6; is the threshold of the ith node in the hidden layer;
®(x) is the activation function in the hidden layer; Wy, is the
weight from the kth node in the output layer to the ith node
in the hidden layer, and i = 1, ..., g; ax is the threshold of
the kth node in the output layer, and k = 1, ..., L; v is the
activation function in output layer; and Oy is the output of the
kth node in the output layer.
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For every sample p, its quadratic error criterion function
is Ejp:

L
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The total error criterion function of P training samples is:
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According to the error gradient descent method, we modify
in turn the correction Awy; of the weight in the output layer,
the correction Aay of the threshold in the output layer, the
correction Awj; of the weight in the hidden layer and the
correction A6; of the threshold in the hidden layer.
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The adjustment formula for the weight in the output layer
is given as follows:
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The adjustment formula for the threshold in the output
layer is written as shown:
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The adjustment formula for the weight in the hidden layer
is shown below:
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The adjustment formula for the threshold in the hidden
layer is presented as follows:
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In the end, we obtain the following formulas:
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FIGURE 1. Hyperplane segmentation of BP neural network.

B. NONLINEAR TRANSFORMATION AND LINEAR
SEPARABILITY

Several neurons of the BP neural network are interconnected,
and among them, one can accept several input signals and
convert them to output signals according to certain rules.
Because of the complex connection relationships among neu-
rons and the nonlinear methods of the neurons that transmit
signals, various relationships can be built among the input and
output signals, thereby creating a black-box model, with rules
that cannot be accurately described with a mechanistic model
but which are objective, deterministic or fuzzy between the
input and the output. The neural network learns how to use
the linear transformation of the matrix plus the nonlinear
transformation of the activation function [17].

In the 1D case and with classification as an example,
if we require division into three classes, namely, positive,
negative and zero, the straight line in 1D space can find two
hyperplanes to segment these three classes into the subspace
one dimension lower than the current space. If the current
space is a straight line, the hyperplane is a point. In the 2D
situation, the four quadrants of the plane are also linearly sep-
arable. After magnifying, translating, rotating and distorting
the original 2D space, the spatial transformation of the neural
network can find a hyperplane to segment the red and blue
lines in 3D space. Finally, we find a hyperplane to segment
the space [18], and the spatial change of the neural network
is shown in Figure 1.

Supervised learning gives a large number of training sam-
ples to the neural network so that it can learn how to transform
the space from the training samples. The weights in each layer
control how to transform the space, and the end goal is a well-
trained weight matrix for all layers. To distort the spatially
and linearly separable angle, the neural network learns how
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FIGURE 2. Function f1.
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FIGURE 3. Function f2.
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FIGURE 4. Function f3.

to use the linear transformation of the matrix plus the non-
linear transformation of the activation function and places
the original input space into the linearly separable/sparse
space for classification/regression. We increase the number of
nodes and increase the number of dimensions, i.e., increase
the linear transformation ability. To increase the number of
layers, we increase the number of activation functions, i.e.,
increase the number of nonlinear transformations [19], [20].

IV. PARAMETER AND OPTIMIZATION PERFORMANCE
ANALYSIS OF ANT COLONY OPTIMIZATION
In the real living environment, an ants in a colony leave a
substance on the path that they pass through as they search
for sources, and we call this substance the pheromone. The
ants perceive the pheromone left by others, and this matter
determines the behaviors of the ants to a certain extent. The
concentration of pheromone indicates the length of the path.
The more concentrated the pheromone, the shorter the path,
and the less concentrated the pheromone, the longer the path.
Generally, ants prioritize the path with a greater amount
of the pheromone (indicating that other ants have passed this
path many times) and simultaneously release the pheromone
to enhance the concentration along this path to finally con-
stitute a positive feedback loop. Over time, the pheromone
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concentration is continuously attenuated. When an ant makes
a choice, the pheromone left by others suffers certain
volatilization.

To combine the ACO with optimization problems, it needs
to build a solution space, i.e., all solutions to the problem to be
optimized. The basic application idea is described as follows:
every path that the ants pass is a solution, and all paths form
the solution space. In the end, we select the optimal solution
from the space.

A. TRAVELLING SALESMAN PROBLEM (TSP)

The travelling salesman problem (TSP) is described as fol-
lows: There are N cities, and starting from the initial position,
the salesman travels to every one of the N cities, does not
travel through a city that has already been visited, returns to
the departure point at the end, and minimizes the total cost,
i.e., finds the shortest path.

It might not be difficult to describe TSP, but it is also
not easy to obtain the exact solution because there are
(n — 1)!/2 feasible paths. For this reason, the academic circle
has referred to the TSP as an NP-hard problem. The TSP is
a NP-complete problem. If one type of algorithm works well
for the TSP application, it usually achieves good results if
used in other applications. Therefore, it is quite reliable to
verify whether an improved algorithm is effective via the TSP.

The mathematical model of the TSP is given as follows: let
G = (V,E) be a weighted graph, where V = {1,2,--- , n}
is the vertex set, and E = {e,-j =, )0i,jeV,i ;éj} is the
frontier set. With djj = d;(i,j € V,i # j) as the frontier set,
dij{i,j € V,i # j} records the distance from vertex i to vertex
J. When dj; > 0 and d;j # o0, dij = dji(i,j € V), and the
mathematical model formula of TSP is written as follows.

minF = E dij X x;j

7]
1, e side on the optimal path (12)
i = .
Y 0, ¢ side not on the optimal path
inj =1, ieV, (a)
i#]
inj =1, jeV, (b (13)
i#]
Y=l jeV. (©
i#]
> xj =S| (14)
ijes
1, e side on the optimal path (15)
Xj =
v 0, ¢ side not on the optimal path

B. ANT COLONY OPTIMIZATION ALGORITHM MODEL

To simulate ant behaviors, the following definitions are given:
n : number of cities; m : number of ants, C: set of all cities,
d;; : distance between city i to city j, & : importance of
the pheromone, 8 : importance of the heuristic factor, p :
volatilization of the pheromone, n;(t) = dLij : expectation
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for the ants to transfer from city i to city j, 7;; : pheromone
intensity on path (i, j), and pg-(t) : state transition probability
for ant k to go from city i to city j at t, where j is the unvisited
city.

We set the parameters for the specific process of ant
colony optimization (ACO): t;; is 0, and the number of ants
is m. Every choice made by the kth(k =1,2,...,m) ant
is determined by the pheromone concentration, and its state
transition probability is pf;(t), as shown by Formula (16).

@] [@)”
ph =1 I [l [nis()1?” (16)
0, Others
where a; = {1, 2, ..., n} — tabuy, refers to the set of all cities

to be chosen the next time, tabuy is the cities that ant k£ has
passed (which undergoes certain changes over the operation
of ACO), i represents the city in which the ant is located,

Jj is a member of set rabuy, pg.(t) is the probability that ant

k travels from city i to the next city j, n;;(t) = % is the
ij

expectation that the ant goes from city i to city j, and 7;; is the
pheromone concentration on path (i, j). It can be learned from
Formula (16) that pg(t) is proportional to [rij(t)]a [nij(t)]ﬁ,
and therefore, when an ant chooses a path, it prioritizes the
city with higher pheromone concentration.

ACO also has a significant characteristic, i.e., pheromone
volatilization. In other words, as time passes, the pheromone
concentration is persistently attenuated when an ant visits the
cities and releases the pheromone. This characteristic makes
the pheromone update itself continuously and avoids the full
influence of the heuristic factor due to excessive pheromone
concentration. Therefore, the pheromone adjustment formula
for path (i, j) is given as follows:

7t +n) = (1 — p)T;i(1) + AT a7

n
Aty = ZAr{]‘. (18)
k=1

In Formula (17) and Formula (18), rg. represents the
amount of pheromone released by the kth ant when transfer-
ring from city i to city j, and At is the sum of pheromone
left by all ants when going from city i to city j.

C. IMPACT OF KEY PARAMETERS IN ANT COLONY
OPTIMIZATION

1) ANALYSIS OF THE NUMBER OF ANTS m IN THE ANT
COLONY

When ACO searches the optimal solution, it needs every ant
to release the pheromone and for other members to participate
in team collaboration and exchange of information by per-
ceiving the pheromone left by members to achieve complex
and orderly behaviors. With the TSP as an example, after
an ant finishes an iteration, a solution is generated, and this
solution records all paths that have been passed and belong
to the feasible solution set. When there are m ants, their paths
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after finishing an iteration become one of the many sets, and
the superset is the problem solution set. Thus, the larger the
number of ants in the ant colony, the larger the subsets, thus
improving the algorithm stability and the search ability of the
ant colony.

In this initial stage of operation, the larger the number
of ants m, the better the implementation of ACO and the
more accurate the obtained optimal solution. However, when
the number exceeds a certain limit, it is not as effective in
improving the algorithm. In fact, the performance no longer
improves, the convergence slows, and the efficiency falls. Too
many ants adversely affect the positive feedback information
on which ACO depends, and it will take a longer time to run.

2) ANALYSIS OF INFORMATION HEURISTIC FACTOR «

The heuristic factor & in ACO it represents the relative impor-
tance of the impact that the pheromone plays in leading
the ants to search paths in the entire operation. When « is
larger, the ant colony is relatively stable in selection of the
entire path, and the result is not as random, and thus the
ants more easily choose the path selected by others. When
o too small, the process is easily trapped in a local optimal
solution.

For ACO, « has a great influence. If the value of « is too
small, it is easy to get stuck in a local optimum too early in the
process and thus difficult to obtain the global optimum, i.e.,
prematurity occurs. However, if the value of of is too large,
it means that the pheromone has a tremendous impact on the
ants making a choice of path. In the end, when time passes,
the local positive feedback mechanism comes into play and
thus, ACO is trapped in a local optimal solution.

3) ANALYSIS OF EXPECTED HEURISTIC FACTOR 8

In ACO, B is an expected heuristic factor indicating the
relative importance of the heuristic pheromone in instructing
the ants to search the path. The final effect of a priori and
certain other factors are closely related to the value of .
When the value of 8 is large, the probability that ants select
the local minimum path at a certain point correspondingly
increases, and the algorithm convergences at a faster speed,
but weakened randomness makes the ACO easily trapped in
a local optimal solution.

For the efficiency of ACO, g plays a large role. If the value
of B is too large, the optimal path obtained worsens, but if it
is too small, the algorithm becomes a random search process,
and it is not easy to find the optimal solution.

4) ANALYSIS OF PHEROMONE VOLATILIZATION
COEFFICIENT p

As time goes by, the pheromone released by the visited ants
volatizes. Similar to other bionic optimization algorithms,
ACO also has weaknesses, i.e., ease of trapping in a local
optimal solution and slow convergence speed. The value of
p directly affects the convergence speed and global search
ability of ACO.

183756

TABLE 1. Test function formulas.

Function Value of
No Formula Independent
) Variable

1 £ (x) =9sin(5x) + 7 cos(8x) + x [0,10]
x,y)=—(x*+2y*—0.3cos(37x

B f(xy)=—("+2y (37x) .

—0.4cos(47y)+0.6)

13 f(x,y) =sin(x)sin(y +7)cos’ (4zy)  [5,5]
x,1)=10+x" + y* —=10(cos (27x

f4 f( y) 7 ( ) [-4,4]

+cos(27y))

5) ANALYSIS OF PHEROMONE INTENSITY FACTOR Q

The total amount of pheromone released by the ant after one
cycle is Q. Generally, as the value of Q increases, the increase
in speed of the total pheromone along the path travelled by the
ants accelerates to a certain extent, which helps enhance the
positive feedback of ACO to expedite its convergence speed
and facilitate the search for the optimal solution.

The impact of O on ACO is not only related to the
abovementioned «, 8 and p but also to the selection of the
pheromone update model. Three common models are used
in ACO, namely, ACS, AQS and ADS. In the ACS and AQS
models, parameter Q is quite different in the effect it has while
it changes over the quantity included in the problem in regard
to the impact Q plays on the ACS model. The research result
shows that O has no significant impact on the efficiency of
the ACS model. Therefore, there is no explicit standard when
choosing a value for Q. In other words, Q can be any value,
and no special circumstance is considered.

D. REALIZATION OF FUNCTION OPTIMIZATION BASED ON
ANT COLONY OPTIMIZATION

1) TEST FUNCTION

Additionally, f 1 is a function of one variable, and it produces
a 2D image with the shape of an irregular wave, different peak
heights, and numerous local minimums and maximums; f2
is a 3D image in the space and has 4 global minimums and
several local maximums; f3 is also a 3D image with flaked
peaks as well as several local minimums and maximums;
and f4 is a multimodal test function and has several local
maximums and minimums.

2) TEST EXPERIMENT AND OPTIMIZATION PERFORMANCE
ANALYSIS

We select 4 test functions for optimization. Among them,
one test function is a 2D multimodal function, and its peaks
have the following characteristics: equal distance but unequal
height, equal height but unequal distance, and unequal dis-
tance and unequal height. The remaining 3 test functions
are 3D multimodal functions with different complexity. The
purpose of the experiment is to find the maximum value
of the test function. The experimental parameters are set as
follows: number of ants m = 100, number of iterations
Echo = 50, pheromone volatilization coefficient p = 0.8,
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TABLE 2. Optimization implementation of ant colony optimization (ACO).

Mean Run Mean Variance
. ca Optimal Worst "y Run of Mean
Function  Fitness . . Time . .
Value Solution Solution ) Time Fitness
Y (S) Value
f1 23.8233  23.8547 18.4868  0.2995  0.3556  0.0203
12 -0.0300 1.7464E-  -0.7193 0.5348 0.0057
06

13 0.9833  0.9992 0.8109  0.4397 0.5747 5f793E'

f4 70.3437  70.7066 55.8280  0.6764 1.0959
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(b) Final distribution of ants
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FIGURE 5. Function f4.
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FIGURE 6. Convergence curves of four test functions.

transfer probability p0 = 0.2, and total pheromone Q = 1.
The stride is set as 0.05, and every group operates 20 times
independently.

It can be observed from Fig. 6 that the value of the con-
vergence curve of f1 is close to 23.85, that of 2 is close to
-1.383e-04, that of /3 is close to 0.9944, and that of f 4 is close
to 70.71.

3) EXPERIMENTAL RESULTS AND ANALYSIS
We tidy up the simulation test data and keep four decimal
places, as shown in Table 2.

ACO can achieve good solutions in optimization of both
2D and 3D multimodal functions. It can be observed from
the above that with a faster convergence speed in searching
for the maximum value of the function, ACO needs fewer
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FIGURE 7. MSE curve of traingd function.

iterations and has high efficiency. ACO runs for a short time
in function optimization with high efficiency. Table 2 shows
that the shortest and longest times for ACO in function opti-
mization are 0.2995 s and 0.5090s respectively, and thus it is
obvious that it has high efficiency. For multimodal functions,
ACO takes a shorter time in optimization of 2D functions
than for 3D functions. Moreover, ACO has better stability in
operation of function optimization, and the variance of the
mean fitness value is small, i.e., the data fluctuate slightly and
are more stable. In the search for the maximum value of the
function, the curve of mean fitness gradually increases and
finally converges to a relatively stable state.

V. PERFORMANCE ANALYSIS OF OPTIMIZED BP NEURAL
NETWORK BY ACO
This paper adopts the BP neural network and ACO-BP neural
network to solve the scheduling problems of urban operation
and management. First, this approach builds the scheduling
model via the neural network and initializes its structure.
Second, it uses ACO in the weight and threshold opera-
tions, improves its convergence and calculation accuracy, and
makes dispatch with minimizing the make span as the goal.
In this experiment, the neural network is set as a three-
layer structure: one input layer, one hidden layer and one
output layer. The input layer selects four attribute values for
training according to the scheduling characteristics. In this
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FIGURE 8. MSE curve of trainscg function.

layer, the number of neurons is determined by the number
of parameters of the input attribute. The hidden layer is the
intermediate computational processing layer, and the number
of its neurons is determined according to different problems.

We use MATLAB software to train the normalized input
data and determine the training function in the training pro-
cess. This paper determines the training function via experi-
mental comparison, i.e., with the same remaining parameters,
we apply the following four methods to train the neural net-
work: the gradient descent method (traingd), the scaled con-
jugate gradient method (trainscg), the quasi-Newton method
(trainbfg), and the LM algorithm (trainlm). For the con-
ventional BP neural network and ACO-BP neural network,
we complete the number of iterations and training error in
every training function, find the training function correspond-
ing to the lowest training error by comparing the number of
iterations and training errors, and determine it as the final
training function. Finally, we show the training error and
result and also compare the training results of two different
neural networks.

The result comparison of the different training functions of
two neural networks is shown in Table 3. The corresponding
mean square error (MSE) curves for four training functions
are shown in Figure 7 through Figure 10. For comparison
in the same neural network, traingd function has the larger
MSE, and its number of iterations is much greater than that of
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TABLE 3. Comparison of results of different training functions.

BP Neural Network ACO-BP Neural Network

Epoch  Performance Epoch Performance
Negative Gradient
Descent Algorithm 1000 0. 0286 1000 0.0223
(traingd)
Quantitative
Conjugate Gradient 25 0.0189 24 0.0156
Algorithm (trainscg)
Bfgs Quasi-Newton
Algorithm 23 0. 0235 29 0.0177
(trainbfg)
Lm Algorithm 29 0.0148 10 0.0139
(trainlm)

other functions. This function is forced to terminate because
it reaches the maximum number of iterations, and its conver-
gence speed is far slower than that of the remaining functions.
Except for the MSE of trainbfg function, which is greater than
0.02, the other values are all less than 0.02 with a number of
iterations lower than 30. Observing the three functions train-
scg, trainbfg and trainlm, it can be found that trainlm function
has the lowest MSE, a smaller number of iterations and the
fastest convergence speed. Therefore, trainlm is chosen as the
training function.

After the trainlm function is determined as the training
function, because the BP neural network has certain restric-
tions, to avoid getting trapped in a local minimum and failing
to obtain the global optimal solution, this paper selects ACO
to optimize the BP neural network and search for the optimal
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solution to the problem space in a broader scope. Therefore,
after combining the BP neural network with ACO, the ACO-
BP neural network can be obtained, which is highly effective
in global searching and has strong local optimization ability
and a fast convergence speed.

The specific steps are listed as follows. First, we determine
the structure of the BP neural network and initialize its weight
and threshold. For the ACO component, we encode the data,
perform the ACO optimization operations and calculate the
optimal fitness value. We repeat the above steps and judge
whether the current generation or the optimal fitness value
has reached the convergence condition. If not, we return to the
optimization operation, and if so, it indicates that the optimal
BP neural network has been found. Thus, we obtain its weight
and threshold, update the corresponding weight and threshold
to the neural network and calculate its error.

If there are 13 neurons in the input layer, 1 neuron in the
output layer, and 5 nodes in the hidden layer, the BP neural
network structure is 13-5-1. According to this structure, it can
be calculated that there are 65 weights from the input layer
to the hidden layer and 5 weights from the hidden layer to
the output layer, for a total of 70 weights. For the thresholds,
there are 5 weights in the hidden layer and 1 in the output
layer, for 6 altogether. Therefore, there are 76 variables to
be optimized. We take the MSE between the actual output
value and the expected output value as the individual fitness
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FIGURE 11. Comparison of training results and simulation results
between ACO-BP neural network and BP neural network.

TABLE 4. Number of weights and thresholds to be optimized.

Connection . Connection .
Weight in Input Thgisélgég m Weight in Output Thr(e;ilzolll(ti m
Layer And Laver Layer And Hidden La per
Hidden Layer Y Layer Y

65 5 5 1

TABLE 5. Results comparison before and after ACO optimization.

ACO-BP Neural

BP Neural Network Network
Training ¢ ) 0.012798 0.012616
Sample
Error 0.021547 0.019513
Testing Grade
Sample  Matching 43.4% 42.38%

Degree

value. Table 4 and Table 5 list the weights and thresholds to be
optimized and the result before and after ACO. A comparison
of the training result and simulation result produced by the
ACO-BP neural network and BP neural network is shown
in Figure 10.

According to the above results, it can be observed from
the training process that the ACO-BP neural network has a
far smaller number of iterations than the BP neural network,
actually only half of the number of the BP neural network.
Additionally, the ACO-BP has a faster convergence speed,
and its MSE is also smaller than that of the BP neural network.
Compared with the simulation result, for most sample points,
the ACO-BP neural network has an error smaller than that of
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BP neural network, and its total MSE is also slightly lower
than that of the BP neural network. Therefore, the ACO-BP
neural network is better than the BP neural network with
respect to performance.

VI. CONCLUSION

The scale of the neural network structure affects its learning
ability and generalization capacity. If the structure is too
small, the learning ability is not sufficient, and if it is too large,
the generalization capacity is weakened. If the parameters
of the neural network are too small, it is likely that the
output of each layer of the network is close to 0, and if
the parameters are too large, the output of each layer will
be large, i.e., each neuron is saturated, and when perform-
ing backpropagation, the gradient to the activation function
will approach zero, which will also cause the gradient to
disappear. An intelligent optimization algorithm is designed
to make the neural network learn a proper structure and
meet the requirements of learning ability while preserving
the best generalization capacity. Intelligent calculation that
simulates biological behaviors is an excellent optimization
method. This paper combines the neural network with ACO
to optimize its structure, parameters, and stability. This paper
also solves high-dimensional complex problems in practice
and proves the effectiveness of the method in this paper via
optimization problems in urban operation and management.
The research achievements of this paper pave the way toward
practical applications of neural networks and offer an effec-
tive reference.
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