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Using a highly coherent focused electron probe in a 5" order aberration-corrected
transmission electron microscope, we report on resolving a crystal spacing less than
50 pm. Based on the geometrical source size and residual coherent and incoherent
axial lens aberrations, an electron probeis calculated, which istheoretically capable
of resolving an ideal 47 pm spacing with 29% contrast. Our experimental data show
the 47 pm spacing of a Ge(114) crystal imaged with 11-18% contrast at a 60-95%
confidence level, providing thefirst direct evidence for sub 50-pm resolution in ADF
STEM imaging.

PACS numbers: 41.85.-p, 41.85.Gy, 68.37.Ma, 07.78.+s

Recent advances in aberration-correcting electron optics have suddAngstrom
imaging in transmission electron microscopy almost routine ih ta broad beam and
the scanning probe modes [1-4]. The desire to further improvep#tmlsresolution in
electron microscopy is driven in large part by the need freased sensitivity, image
contrast [5] and atomic-resolution tomography [6]. In this Letteryeport on utilizing a
new generation aberration-corrected microscope to form a hatigrent sub-5pm
electron probe at 300V and demonstrate that this probe is capable of resolving the
47 pm dumbbell spacing in a G&14) crystal.

In scanning transmission electron microscopy (STEM), the sigeeoélectron probe
that is focused onto the specimen ultimately limits the speggdlution. Apart from
mechanical and electrical stability, the size of the probetesmeed by the illumination
half-angleq, residual coherent axial aberrations, and incoherent broadening pasial
temporal and partial spatial coherence given by the finiteggdength and the finite size
of the demagnified electron source, respectively.



Previous efforts to improve the spatial resolution in STEM have yn&ilsed on
minimizing phase shifts caused by lens aberrations in order riease the illumination
angleand hence, to reduce the impact of the diffraction limit on trexdlatesolution.
Strategies to optimize the electron probe by improving thdreteoptical set-up have
largely neglected the finite size of the electron source, tmmying infinite source
brightness and demagnification. Here, we consider the effect dinite size of the
electron source using the geometrical source size, which corresjotits size of the
demagnified electron source that is imaged onto the specimen.

For a given electron enerdy, the coherent point source contribution to the electron

probe in the aperture plane can be expressed as

y/(a)) = eXF(ZTﬂi ;((a))j [1+ exp{%gazj] : (1)

The complex coordinate in the aperture planeisnd o' is its complex conjugate
A1=A(Ep) is the electron wavelength apw) is the aberration function [7]. The first term
expresses aberration phase shifts and the second term is th&eapenction. The
parametew, can be chosen as a small fractiorrah order to minimize artifacts that can
arise in the numerical treatmentz,m(a)) when a sharp edge function is considered [8].

Knowing the brightnesg of the electron source, the current of the electron prebe

and the angleo, the geometrical source sizye, (FWHM) can be estimated by
dgeo2 =41, /(z’a’B) [9]. To incorporate the effect of partial spatial coherence we

assume a Gaussian source distribution function

1 ww*
S(w) = Joro? exp{— %7 j . (2)

The standard deviations is related todge, by o2 =d’_ /8In2, andw denotes the

geo

complex coordinate in the specimen plane. The piobensity is then expressed by
w(w)* ® S(w), where y(w) is the Fourier transform ofy(w) and ® denotes

convolution.
Partial temporal coherence leads to an additiowalierent broadening of the electron
probe. This effect is determined by the energy apm&f the source and the constant of



chromatic aberratiofCc. Due to the variatio®E of electron energies arourit, the
chromatic aberration causes a variation of thedef@; given bydC1=C¢ 6E/E, which
directly affects the aberration functigfw) in Eq.(1). Hence, the probe wave fiedf(w)

becomes a function of energy The intensity of the electron probe is then gilegn
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Eqg.(5) describes a Gaussian distribution of electravergies E around Ey with

o = AE? /8In2 andAE is the FWHM of the energy spread [7].

Calculating a 30BeV aberration-free = 0) electron probe according to K4) for
o=28.9mrad anddge=50 pm, considering partial temporal coherence duent@rgergy
lengthCcAE of 1.68mm eV, yields a probe intensity profile of p8n FWHM. Reducing
the energy length by a factor of two results inr@bp of 47om, whereas a reduction of
dgeo by a factor of two shrinks the probe to less tB&pm. Thus the effect afye, 0N the
probe size highlights the importance of sourcehtngss and partial spatial coherence
[10] in STEM imaging.

In this work, we present evidence for a sulpb® electron probe formed in a new
generation aberration-corrected transmission @ectmicroscope that has been
developed as part of the TEAM (Transmission Electrdberration-corrected
Microscopy) project [11]. The TEAN).5 microscope is equipped with a novel Schottky-
type high-brightness field-emission electron souerel an improved hexapole-type
illumination aberration corrector [12]. The brighss fof the electron source was
~3.8x10 Al(cm? srad) at 30&V. We employed an electron probe IgE46pA at an
illumination half-anglea of 28.9mrad, implying a geometrical source size of pah
The probe corrector enables the correction of abiens up to 5th order spherical
aberrationCs. The following aberration coefficients were measu(notation see, e.g.,
[7]); Ac=24nm, B,=8 nm, C3=-149nm, A;=97 nm, $=90nm, A;=10.2um, D4=7.2um,
B,=5.5um, Cs=509um, As=221um, Ss=7 um, andRs=24 um [11]. DefocusC; and two-



fold astigmatismA; were manually optimized. The illumination angleswehosen in
order to balance the impact of the diffraction timgainst residual coherent aberrations
and, considering the finite energy length of 1n&® eV, to minimize probe tails that
arise if a too large angle is chosen.

Figurel(a) presents an annular dark-field (ADF) STEM wgeaph of a Ge foil in
(114 zone axis orientation that was recorded with aectedn probe having the
characteristics described above. Th#&4) projection of Ge consists of a periodic array of
pairs of atom columns that are separated bpm7Due to glide-mirror symmetry, the
two columns of atoms forming the dumbbell are shiiftvith respect to each other by
0.47nm in the direction of projection. The crystal mancorresponding to the $m
distance are of the type {884}. Atoms along eadiitm are separated by Inf.

The micrograph was recorded using a magnificatiorresponding to a Nyquist
frequency of 50.2/nm (9.95m/pixel), a dwell time of 7is and an annular detection
range of ~45-29@nrad (semi-angle). The signal amplifier was adgisteutilize the full
dynamic range of the detector without clipping signal. The Ge specimen was cut in a
(114 orientation from g§001)-Ge wafer and mechanically polished, followed byidm
milling. The estimated sample thickness is ahi)

Fig. 1(b) shows the micrograph after high-frequency ewedluction using a low-pass
filter set at 4Qom with the edge of the Fourier mask smoothed f&#tnand 4Qm.
Single-pixel line profiles along the atom row oétRegion of Interest (Rol) 1 in Fifj(a)
and of the equivalent row from the filtered micraygin in Fig.1(b) are shown in Fig(a).
The power spectrum and the line profiles in Rigconfirm the presence of th@s4
image frequency as well as other subp8® reflections. TheB80 reflection (50pm) in

the direction perpendicular t[(44§] is weakly present but falls into an area ofgbeer

spectrum that is affected by residual scan noise.

From Fig.1 and the line profile in Fi(a), it is clear that the 4¥m dumbbell
splitting is observed locally but not everywheredugse the micrograph is affected by
noise. In the presence of noise, resolution dependke significance with which a signal
can be detected above the noise level [13]. Inrdadquantitatively assess the noise level

as well as the statistical relevance of the sup+fOinformation we performed local



statistical analyses for the Rols in Flga). For each of the three Rols we derived the
average dumbbell structure and the correspondimgendhe line profiles in Fig(a)
across the averaged structures reveal dips of 18%,and 8% contrast for Rol 1, 2 and
3, respectively.

The averaged structure of Rblis shown in Fig3(c). The error bars in Fig(a) are
the standard deviations obtained by comparing tigividual dumbbells with the
averaged structures [14]. From the standard dewidbr each pixel, the dumbbell dip
can be characterized with a confidence level. Th# Humbbell contrast in Rdl is
measured with a confidence level of 60%, while #8% contrast in Ra has a
confidence level of 95%. These confidence levellectthe statistical significance of
observing the 4pm splitting in individual image unit cells. By cgarison, RoB shows
only 8% contrast with a confidence level of merg®dp, indicating that in this area, the
dumbbell spacing has not been resolved. Howeverydbult of Rol 1 and 2 provides
clear evidence supporting the presence of a syi¥b@lectron probe and the gih
instrument resolution.

Electron-probe calculations according to E).for an energy length of 1.68meV
yield a theoretical electron probe of gih FWHM, assuming that the overall instrument
stability preserves the brightness from sourceptxisnen. Instabilities of high temporal
frequency would lead to an effective blurringdgg, [15], whereas instabilities of lower
frequencies would cause apparent scan noise. Fobjaat that consists of two delta-
functions separated by 4m the theoretical contrast can be found by corivguthe
idealized object with the calculated electron pradee Fig3(b). The line profile of the
calculated dumbbell in Fig(a) reveals a dip of 29%, representing the instnim
resolution achievable for the theoretical elecfporbe and an idealized 4 spacing.

Comparing theoretical instrument resolution withexperimental micrograph raises
the question of the extent to which the specimentdi the observable resolution. The
local variation of the experimentally observed p#if contrast can be explained by
residual low-frequency instrument instabilities anparticularly by specimen
imperfections, including the presence of amorphsargace layers, surface roughness or
point defects. Such imperfections can be cause@rbynilling during sample thinning,

adsorbates from the environment or beam damagagiatectron exposure. Amorphous



layers lead to a reduction in contrast as wellcasll variations in intensity. Although
beam damage is unlikely to generate point defectsulk Ge at 30@eV [16], radiation
damage of the more weakly bound surface atoms taoccur, causing roughness or
amorphous layers at the surface.

Apart from specimen imperfections, the optics ainzall electron probe also restricts
the achievable contrast. In order to reduce theaghpf the diffraction limit on the
(lateral) spatial resolution in STEM imaging, agr(aberration-free) illumination angle
is desirable. However, working with a highly coryemt electron probe in ADF STEM
imaging, substantially reduces the depth of fidldhile this gives access to 3D
information [17], it reduces the thickness regirhattis “in focus” if one is interested
solely in projected 2D lateral information. Forrgstal of a given density, a finer atomic
spacing in the plane of projection implies a largésmic spacing along the axis of
projection. In the Gél14) projection, atoms in each column are separatetl. bgm in
the depth direction. A calculation of the gih dumbbell image, similar to Fig(b) but
as a function of defocus, assuming purely incohereaging and no channeling effects,
shown in Fig. 3(d), reveals the focus dependendhefcontrast of the 49m spacing.
Even for small defocus of only #8n, the theoretical contrast of the gm spacing drops
from 29% to below 10%. Due to this limited depthfiefd, the dumbbell spacing can be
resolved only within a narrow focus range of ~Ar. This defines the crystal slice that
makes the most important contribution to the ADFESIT micrograph. It can be
concluded that under these conditions of focal ldeyptd interatomic spacing along the
beam direction, there are only 3 to 4 pairs of atbat provide substantial contrast to the
dumbbell image. Areas above and below thendnSslice reduce the attainable gim
contrast.

The points discussed above are based on the assortit the size of the object is
negligible. However, the size of the object is tBnialthough the width of the atom
columns that is relevant for electron scatterin@irEM imaging remains an unresolved
issue. Whether the width of an atom column is aeit@ed by the scattering cross-section
of an individual atom or alternatively by the colo'si 1s-state [18], the finite size of the
object reduces the contrast [2]. But even if ttee ©f the object is not quantifiable, its

displacement from the equilibrium position can eiffine resolution. Because the time for



an electron to traverse the specimen is short coedpto a phonon vibration, each
electron experiences a different crystal configorat[19]. Thse root-mean-square
displacement of Ge at 3®0is of the order of ~8 to Pm [20], clearly sufficient to
impact the 4pm dumbbell contrast.

In conclusion, we have presented evidence for ab8ugm electron probe at 30
that was able to resolve the gin spacing of Gél14 in ADF STEM imaging. It is
shown that the goal of forming smaller electronba® is not achievable solely by
improving the aberration-corrected optics. The lungss of the electron source and the
geometrical source size are crucial parameteraithatately limit the size of the electron
probe. Furthermore, the statistical analysis of @e114 micrograph underlines the
importance of experimental noise in the discussidnresolution. We discuss the
discrepancy between theoretically possible and raxeatally observed image contrast
in terms of the influence of random noise, thetéirgize of the object, the limited depth
of field, and imperfections in the specimen. Frdms analysis we conclude that the sub-

50 pm resolution presented here is not limitedheyelectron-optical setup.
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FIGURE CAPTIONS
FIG. 1 ADF STEM micrograph of Gd14 with overlaid model. (a) Raw data, (b) after
high-frequency noise-reduction using a smooth |lasspfilter set at 4pm. The area

corresponds to about a quarter of the original ogi@ph rotated by 223

FIG. 2 (a) Line profiles across the atom row of Rah Fig. 1(a) (gray) and Fig. 1(b)
(black). (b) Detail of the power spectrum of the(@#&4 micrograph and (c) line profiles

through the power spectrum. TI884 image frequency (4@m) and both1113-type

reflections (49m) are present, confirming the subs8 information transfer.

FIG. 3 (a) Single-pixel line profiles across therwmged dumbbell structures derived from
Rols1, 2 and 3 in Fig. 1(a). The theoretical curve &) i a line profile across the
calculated dumbbell in (b), showing that thepf@ spacing can be resolved with 29%
contrast for zero defocus. (c) Averaged dumbbeilictire derived from Rdl in

Fig. 1(a). (d) Defocus dependence of thep#Y dumbbell contrast.
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