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In this article, we investigate both site and bond percolation on a weighted planar stochastic lattice
(WPSL) which is a multi-multifractal and whose dual is a scale-free network. The characteristic
properties of percolation is that it exhibits threshold phenomena as we find sudden or abrupt
jump in spanning probability across pc accompanied by the divergence of some other observable
quantities which is reminiscent of continuous phase transition. Indeed, percolation is characterized
by the critical behavior of percolation strength P (p) ∼ (pc − p)β, mean cluster size S ∼ (pc − p)−γ

and the system size L ∼ (pc − p)−ν which are known as the equivalent counterpart of the order
parameter, susceptibility and correlation length respectively. Moreover, the cluster size distribution
function ns(pc) ∼ s−τ and the mass-length relation M ∼ Ldf of the spanning cluster also provide
useful characterization of the percolation process. We obtain an exact value for pc and for all the
exponents such as β, ν, γ, τ and df . We find that, except pc, all the exponents are exactly the same
in both bond and site percolation despite the significant difference in the definition of cluster and
other quantities. Our results suggest that the percolation on WPSL belongs to a new universality
class as its exponents do not share the same value as for all the existing planar lattices and like
other cases its site and bond belong to the same universality class.

PACS numbers: 61.43.Hv, 64.60.Ht, 68.03.Fg, 82.70.Dd

I. INTRODUCTION

Percolation is perhaps one of the most studied prob-
lems in statistical physics. This is not only because of
the simplicity of its definition but also because of the
versatility of its applications. To study percolation one
needs to choose a skeleton first. It can be a lattice or
a graph that has two entities namely sites (nodes) and
bonds (edges). We then occupy each site or bond, de-
pending on whether we want to study site or bond per-
colation, with probability p independent of the state of
its neighbors [1, 2]. Broadbent and Hammersley in 1957
first presented the percolation model to understand the
motion of gas molecules through the maze of pores in
carbon granules filling a gas mask [3]. Since then the
intuitive idea of percolation has been found relevant to
so many seemingly disperate systems that its concept has
literally percolated across a vast area of science and social
science. Examples include flow of fluid in porous media,
infiltration in composite materials processing, spread of
fluids, rumours, opinion, biological and computer viruses
are just a few to mention [4–11].

Besides the simplicity of its definition and the versatil-
ity of its application there exists yet another reason why
percolation model is so popular. In percolation we pri-
marily observe how clusters, set of contiguous occupied
sites, are formed and grown as a function of p which is
the only control parameter. As p value increases from
negligibly small, there appears for the first time a clus-
ter that spans across the entire system. In the case of
infinite system size, we find a unique threshold value pc
such that there is the probability that the spanning clus-

ter W (p) = 0 for p ≤ pc and W (p) = 1 for p > pc.
Interestingly, such transition, despite being geometric in
nature, yet we find many of its aspects reminiscent of con-
tinuous thermal phase transition (CTPT) [12, 13]. Thus,
percolation serves as a relatively tractable model for the
investigation of phase transition and critical phenomena
that lie at the heart of the modern development of statis-
tical physics. This is perhaps the most important reason
why percolation is still studied extensively even after al-
most 60 years of its inception.
Indeed, for almost every observable quantities in per-

colation there exist an equivalent counterpart in CTPT.
These observables like their counterpart in CTPT, ex-
hibit power-law, at least near pc, which is typically at-
tributed to critical phenomena. For instance, the system
size L is like correlation length L ∼ (p − pc)

−ν , mean
cluster size S is like susceptibility S ∼ (p− pc)

−γ , perco-
lation strength P is like order parameter P ∼ (p − pc)

β

etc. Like thermal phase transition, percolation transi-
tion too can be classified in terms of pc and by a set of
critical exponents β, γ, ν etc. One of the extraordinary
findings in percolation is that the numerical value of its
critical exponents depend neither on the detailed nature
of the lattice structure nor on the type of percolation,
bond or site. Their values depend only on the dimension
of the embedding space of the lattice. It is, therefore,
said that percolation on all planar lattices belong to the
same universality class.
Unique universality class has been found true for a

variety of periodic and non-periodic planar lattices hav-
ing fixed and mixed-valued coordination number, random
planar lattices and their dual, random multifractal lat-
tices etc. [14–17] (see also Ref. [18], which is the most
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recent review article). Yet, have we exhausted all the pos-
sible lattices to conclude that percolation on all planar
lattices belongs to the same universality class? The an-
swer is no. Recently, we have reported that the site per-
colation on a weighted planar stochastic lattice (WPSL)
belongs to separate and distinct universality class [19].
The WPSL is quite non-trivial as it has mixed properties
of both lattice and network or graph [20]. On one hand,
unlike networks it is embedded in the space of dimension
d = 2, on the other unlike regular lattice, its coordination
number distribution obeys a power-law. We found that
the critical exponents for site percolation on the WPSL
are totally different from the known values for all other
planar lattices studied till to-date. We, therefore, claim
that the random site percolation on the WPSL belong to
a separate and distinct universality class.

In this article, we investigate the bond percolation on
the WPSL and present detailed results of its site coun-
terpart in order to see the contrast. One of the goals of
the present article is to check if the bond and site per-
colation on WPSL belong to the same universality class
like for all known planar lattices studied to date. First,
we find the percolation threshold pc, for both bond and
site percolation, using the idea of spanning probability
W (p). Second, we attempt to find an estimate for the
various critical exponents such as ν, β and γ using the
finite-size scaling hypothesis where precise value of pc is
necessary. Then, we use the idea of data collapse for fur-
ther fine tuning of the estimated values for the exponents
till we get the best data-collapse. Besides critical expo-
nents, we also find the exponent τ that characterizes the
cluster size distribution function ns(pc) ∼ s−τ and the
fractal dimension df that characterizes the mass of the
spanning cluster M(pc) ∼ Ldf . Note that the values of
the various critical exponents and the exponents τ , df
etc. are not at all independent rather they are bound by
some scaling relations. We use these scaling relations for
self-consistency check. We find that our estimate for var-
ious exponents satisfy these relations up to quite a good
extent. Our results based on extensive Monte Carlo sim-
ulation suggest that both site and bond percolation on
WPSL belong to the same universality class and it is dif-
ferent from the one where percolation on all the planar
lattices belong.

The rest of the article is organized as follows. In sec-
tion II, we discuss the algorithm for the construction of
WPSL and some of its key features. In section III, we
briefly discuss the Newman-Ziff algorithm as it is the
most efficient algorithm for percolation. We also discuss
the finite-size scaling and underline its deep connection
to the Buckingham Π-theorem in section IV. In section
V, we present our results about bond and site percolation
on the WPSL side by side so that we can appreciate the
contrast. Finally, we summarize our results in section
VI.

FIG. 1: A snapshot of the weighted stochastic lattice.

II. WPSL AND ITS PROPERTIES

We first give a brief description of the construction
process of the WPSL. It starts with an initiator which
we choose to be a square of unit area. The generator
is then defined as the one that divides the initiator (in
step one) randomly into four smaller blocks. In step two
and thereafter the generator is applied to only one of the
blocks by picking it preferentially with respect to their
areas. Consider the tth time step of the generation of the
WPSL at which the system has 3t− 2 number of blocks
available whose areas are say a1, a2, a3, ..., ..., a3t−2. To
pick one from 3t − 2 blocks we subdivide an interval of
unit length [0, 1] into (3t− 2) sub-intervals of size [0, a1],

[a1, a1 + a2], ..., [
∑3j−3

i=1 ai, 1] so that the higher the area
the greater the size of the sub-intervals. We then gener-
ate a random number, say R, from the interval [0, 1] and
find which of the (3t−2) sub-intervals contain this R and
pick that block. This process ensures that the blocks are
being picked preferentially according to their size. In Fig.
(1) we give a snapshot of the lattice to give a visual im-
pression of how it actually looks at any given time. It
is a space-filling planar cellular structure where the size
or the area of the cells in the lattice are not equal rather
their distribution is random. This is in sharp contrast to
many of the cellular structures that we are familiar with.
One advantage of creating WPSL by random sequential
partitioning of the square into ever smaller mutually ex-
clusive rectangular blocks helps defining each step of the
division process as one time unit. The number of blocks
N at time t therefore is N = 1 + 3t and hence it grows
albeit the sum of the areas of all the blocks is always
equal to the size of the initiator. Thus, the number of
blocks N increases with time at the expense of the size
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of the blocks.
Recently, we have shown that the area size distribution

of the blocks of WPSL obey dynamic scaling

c(a, t) ∼ tθφ(a/tz), (1)

where we found θ = 2 and z = 1 [21]. It implies that the
snapshots of the lattice at different times are similar. Yet
another interesting properties of this lattice is that the
dynamics of the system is governed by infinitely many
conservation laws one of which is the conservation of to-
tal area. To be more precise, if we denote xi and yi as
the length and width of the ith block then we can show

analytically that Mn =
∑N

i xn−1
i y

4/n−1
i assumes statis-

tically a constant value regardless of the time t when the
snapshot is taken [20]. We have also shown that, except
the conservation of total area, each of the infinitely con-
served quantity is a multifractal measure. That is, we
can assume that the ith block of the lattice is populated

with probability pi ∼ xn−1
i y

4/n−1
i . We have shown that

within the multifractal formalism we can construct the
partition function which is the qth moment of pi i.e.,

Zq =
∑

i

pqi . (2)

Measuring Zq as a function of the square root of the mean
block area

δ =

√

area of the initiator

total number of blocks
=

√

1

1 + 3t
∼ t−1/2, (3)

one can show that Zq exhibits power-law

Zq(δ) ∼ δ−τ(q,n), (4)

with exponent

τ(q, n) =
√

(4/n− n)2q2 + 16−((4/n+n−2)q+2). (5)

One of the characteristic features of this exponent is that
it is non-linear ∀ n except n = 2.
Note that the exponent τ(q, n) has two interesting

properties. First, τ(q, n) = 2 ∀ n at q = 0 which is the
dimension of the embedding space of the WPSL. Second,
τ(q, n) = 0 ∀ n at q = 1 as it is required by the normal-
ization condition [22]. The Legendre transform of τ(q, n)
is a method whereby its derivative

α = −dτ(q, n)

dq
, (6)

can be considered as an independent variable instead of
q itself. In general, if we denote α as the slope and f as
the intercept then the equation for the straight line is

τ(q) = −αq + f(α). (7)

The function f(α) is the Legendre transform of the func-
tion τ(q) which is always concave in character. It implies

that for every n value there exist a spectrum of spatially
intertwined fractal dimensions

f(α(q, n)) =
16

√

( 4
n − n)2q2 + 16

− 2, (8)

which are needed to characterize the WPSL except for
n = 2. Note that the maximum of f(α, n) occurs at q = 0
which corresponds to the dimension of the embedding
space of the WPSL when blocks are assumed empty. We
thus find that the WPSL is a multi-multifractal planar
lattice.
Besides, WPSL is a planar cellular structure whose

cells or blocks has coordination number disorder in the
sense that unlike regular lattice it has great many differ-
ent number of neighbors. In fact, its coordination number
distribution exhibits a power-law [20]. This is in sharp
contrast to the coordination number distribution in the
Voronoi diagram where it is also random but its distribu-
tion is peaked around the mean [23]. In the Voronoi dia-
gram it is almost impossible to find cells or blocks which
have significantly higher or fewer neighbours than the
mean coordination number. That is, here the mean de-
scribes the characteristic scale. Such characteristic scale
is absent in the WPSL since the distribution function fol-
lows a power-law. The power-law coordination number
distribution also means that the majority of the blocks
in the WPSL are very poor in coordination number and
there are few cells or blocks which have significantly high
number of nearest neighbours. A lattice, so rich in prop-
erties can be of great interest as it can mimic disordered
medium on which one can study problems like percola-
tion or random walk. In brief, the WPSL has the follow-
ing properties:

i) Its area size distribution function obeys dynamic
scaling.

ii) It obeys infinitely many conservation laws.

iii) It is a multi-multifractal.

iv) Its coordination number distribution function
obeys power-law.

III. NEWMAN-ZIFF ALGORITHM

In the standard algorithms, such as the Hoshen-
Kopelman (HK), one must create an entire new state
for every given value of occupation probability p in ev-
ery independent realization. Investigation of the various
observable using such traditional algorithms are highly
expensive in terms of computational time and accuracy
of finding various observable quantities. In 2000, New-
man and Ziff (NZ) proposed an algorithm which is highly
efficient in both accounts [24]. The efficiency in the NZ
algorithm lies in the fact that one creates a new state
with n + 1 occupied sites or bonds from the immediate
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previous state with n occupied sites or bonds simply by
occupying one extra randomly chosen site or bond. It is
based on the intuitive idea of random sequential adsorp-
tion of sites or bonds on a given lattice or graph. The
algorithm is trivially simple. One starts with an empty
lattice. Then at each step an empty site or bond is cho-
sen at random and then is occupied if empty; else the
attempt is discarded. However, in order to further re-
duce the computation time we first decide an order in
which the sites or bonds will be occupied. That is, we
wish to choose a random permutation of the bonds or
sites. This is done by creating a list of all the bonds in
any convenient order. Positions in this list are numbered
from 1, 23, ...,M . Choose a number j at random with
uniform probability in the range i ≤ j ≤ M . Then use
any standard textbook algorithm to randomize the num-
ber i = 1 to M and put them in a new order in which
they will be occupied. Having chosen an order of all the
sites, we start occupying them in that order. The first
site or bond to be occupied will definitely form a cluster
of size one. The second, third, fourth etc too are highly
likely to form clusters of size one. However, the likeli-
hood of forming clusters of size one will decrease with
the number of occupied sites since some sites when occu-
pied, will become contiguous occupied sites thus making
clusters of size more than one.
The formation of clusters and the statistics of their

sizes are the key to the study of percolation theory. In the
case of NZ algorithm we measure an observable, say O,
for fixed numbers of occupied sites (or bonds), and obtain
a data for H as a function of occupation number n. This
is in sharp contrast with the HK algorithm where the
number of sites being occupied at a given p is random and
different at every independent realization. However, if
the system size is large enough then the mean occupation
number will almost equal to pN where N represents the
system size. The weight factor of obtaining different n for
a given p are not the same. The exact weighting factor
of there being exactly n occupied sites on the lattice for
a given p is given by binomial distribution

C(n,N, p) =

N
∑

n=1

(

N
n

)

pn(1 − p)N−n. (9)

The binomial coefficient

(

N
n

)

represents the number

of possible configurations of n occupied sites and N − n
empty sites. Using this and the data for the observable
O for all values of n we can find O for any value of p by
the following relation

O(p) =

N
∑

n=1

(

N
n

)

pn(1− p)N−nOn. (10)

It is interesting to note that the ensemble of states with
exactly n occupied sites or bonds obtained according to
NZ algorithm can referred to as a microcanonical perco-

lation ensemble, where the number n is the equivalent

counterpart of the energy E in thermal statistical me-
chanics. On the other hand, if we keep p fixed instead of
n we can regard it as the canonical ensemble.

IV. FINITE-SIZE SCALING AND Π-THEOREM

We offer here a brief introduction to the spirit and
scope of the scaling approach to phase transitions and
critical phenomena in general. It is well-known as finite-
size scaling (FSS) hypothesis. It has been extensively
used as a very powerful tool for estimating finite size
effects near the threshold value of the controlling param-
eter. In the continuous phase transition, the various re-
sponse functions, typically the second derivative of the
free-energy, diverges. Such transitions are classified by
a set of critical exponents. The best known example of
continuous phase transition is the paramagnetic to ferro-
magnetic transition where it has has been found that

magnetization M ∼ (T − Tc)
β ,

susceptibility χM ∼ (T − Tc)
−γ ,

and correlation length ξ ∼ (T − Tc)
−ν . (11)

In percolation, their equivalent counterparts are

percolation probability P ∼ (p− pc)
β ,

Mean cluster size S ∼ (p− pc)
−γ ,

and system length ξ ∼ (p− pc)
−ν . (12)

These relations are only true in the thermodynamic limit
in the sense that the system size is infinite. It is impor-
tant to appreciate the fact that we can neither do ex-
periment nor simulation on infinite systems where the
correlation length ξ ∼ L. To overcome this impediment,
physicists have come up with a smart solution which is
known as finite-size scaling. In general, an observable
quantity, say X , of the threshold phenomena that ex-
hibit continuous phase transition is said to obey finite-
size scaling if it satisfies

X(p, L) ∼ La/νφ((p− pc)L
1/ν), (13)

where a and ν are said to be critical exponents. It pro-
vides an elegant way of extrapolating critical exponents
for infinite system from a set of data for finite systems
using the idea of data collapse.
We shall here show that the origin of the FSS theory is

actually deeply rooted to the Buckingham Π-theorem as
it can be systematically obtained following the prescrip-
tion of that theorem [25]. Consider that a quantity X
is the primary quantity of interest which depends on the
control parameter x and the system size L so that we can
write

X = X(x, L). (14)

Note that in the case of threshold phenomena, where
there is a critical or threshold value xc across which the
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system under goes a sudden or abrupt change, we find
that the distance x−xc is a better variable than x itself.
Indeed, the observable quantity X is found to depend on
x− xc and hence we write

X ∼ X(x− xc, L). (15)

We almost always find that the quantity x−xc diminishes
with L following a power-law (x− xc) ∼ L−a. It implies
that we can choose one of the parameters, say L, to have
an independent dimension. Thus the dimension of X too
can be expressed in terms of L alone

X ∼ Lb. (16)

Following the argument of the Π-theorem we can now
define two dimensionless quantities

ξ =
x− xc

L−a
, (17)

and

Π =
X

Lb
≡ φ(ξ, L). (18)

Note that φ being a dimensionless quantity its numerical
value must remain invariant, for a given value of ξ, even
if we change L by an arbitrary factor and hence φ(ξ, L) =
φ(ξ). We can thus immediately write that

X(x, L) ∼ Lbφ((x − xc)/L
−a). (19)

The reduction of initially two variable problem into one
variable problem constitutes the basic statement of the
Buckingham Π-theorem. This is traditionally known as
an hypothesis in the literature namely as the finite-size
scaling hypothesis.
A quantitative way of interpreting how the experimen-

tal data exhibit finite-size scaling is done by invoking the
idea of the data-collapse method - an idea that goes back
to the original observation of Rushbrooke [12]. The plots
of X(x, L) vs x for different L always result in distinct
curves. However, the same data can be made to collapse
on a single universal curve if one plot XL−b vs (x−xc)L

a

instead of X(x, L) vs x regardless of the size of L. The
quality of data collapse depends on how exact the value of
xc and the exponents a and b. Data-collapse means that
the characteristic properties of the system represented by
X are similar on different system size L. Note that two
systems of different sizes are said to be similar if they dif-
fer in the numerical value of their dimensional quantities
X and x, however, the numerical value of the correspond-
ing dimensionless quantities XL−b and (x − xc)L

a coin-
cide and that is why we obtain data-collapse. Obtaining
data-collapse guarantees that the system exhibits scaling
or similarity with respect to different independent system
size. It is an extension of the idea of similarity of two tri-
angles. For instance, two right triangles (characterized
by their area S and the sides a, b and the hypotenuse
c) may differ in the numerical value of their dimensional

quantities. Now, one can vary b keeping a fixed and mea-
sure S for both the triangles. Plotting S as a function
of b will definitely give two distinct curves one for each.
However, the plots of the corresponding dimensionless
quantities S/c2 vs b/c will give rise to single universal
curve since the numerical value of S/c2 will always coin-
cide for a given value of the acute angle θ regardless of
the size of the triangle. This happens because triangles
are similar.

V. SITE/BOND PERCOLATION ON WPSL

What is site and bond in WPSL? Before answering this
question we find it worth discussing first what they are
in the context of conventional lattices. For instance, we
can regard a square lattice as a grid or mesh. Each cell of
the grid has four sides and each side is a common border
of two cells only. In the case of square grid, we can thus
regard each cell as a site since it contains exactly one
lattice point. Equivalently, we could also regard the ver-
tices of each cell as sites. However, in the present context
we stick to the former definition. The dual of the square
grid, obtained by replacing the center of each cell by a
node and the common border between neighbouring cells
by a link connecting the two nodes. We can thus regard
the links of the dual as the bond of the square lattice.
Following the same argument we regard the blocks of the
WPSL as its sites not the vertices of the lines that tessel-
lated the initiator. To define bond, we first find its dual.
It is obtained by replacing the center of each block by a
node and the common border between two neighbouring
blocks by a link connecting the corresponding nodes. We
regard these links as the bonds of the WPSL. Using these
ideas we first performed site and bond percolation on the
square lattice and reproduced all the known results and
then we applied them to the WPSL.
Recently, we have studied site percolation on WPSL,

and found non-trivial results. That is, it belongs to
a separate universality class than the universality class
where percolation on all planar lattices are believed to
belong. However, we are yet to check whether the site
and bond percolation on WPSL belong to the same class
or not. The dual of the WPSL can be well described as
complex network and we have shown in Ref. [20] that
the corresponding degree distribution follow a power-law
P (k) ∼ k−γ with exponent γ = 5.58. Interestingly, the
degree distribution P (k) in the context of network is the
same as the coordination number distribution in the con-
text of lattice. However, there is a sharp difference be-
tween networks based on graph theory and the network
obtained from the dual of a lattice which is embedded
in a space. The difference lies in the fact that networks
based on graph theory have no edge or surface but net-
works based on the dual of a lattice have edge or surface
which is crucial in the case of percolation as it is useful
in defining the spanning cluster.
In the case of bond percolation, the lattice consists
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initially of N blocks and hence the system has exactly
N number of cluster of size one since the center of each
block represents a site. Thereafter, each time we occupy
a bond, a cluster at least of size two or more is formed.
In the case of site percolation, each time we occupy a
block, the size of the cluster may vary as we measure it
by the area of contiguous occupied blocks. Initially all
the blocks are empty and we won’t know the size of the
cluster even after the first block is occupied. For regular
lattice like square lattice of L2 sites have 2L(L− 1) and
2L2 bonds with open and periodic boundary condition
respectively. Now in the case of WPSL, being a disor-
dered lattice, we cannot have such exact relation. We
still find that the number of bonds or sites when we take
average over ensemble of independent realizations follow
a relation valid for all size of the lattice. For instance, for
the lattice at time t there are exactly 3t+ 1 sites and on
the average there are 8t bonds with periodic boundary
condition. Thus the mean coordination number is equal
to 16t/3t ∼ 5.33 which is higher than the square lattice.
We know that the percolation threshold pc depends on
coordination number of the lattice and the higher the
mean coordination number of a lattice the lesser is the
value of pc. In the case of for square lattice, for instance,
each site has exactly four nearest neighbours and each
bond has six and hence pc of site percolation is higher
than that of the bond. In the case of WPSL, we find
that the mean number of nearest neighbors of a bond is
10.01 which is almost double the mean nearest neighbour
of a site. So, it is expected that the pc value for bond
percolation in WPSL will be quite less than pc = 0.5265
for the site percolation [19].
Percolation is all about formation of clusters and the

statistics of their various properties as a function of con-
trol parameter p and L. The typical observable quantities
in percolation are (i) Spanning probabilityW (p), (ii) per-
colation probability or percolation strength P , (iii) The
mean cluster size S, (iv) cluster size distribution function
ns(p) etc and their variation with p or L.

A. Spanning probability W (p)

The spanning probability W (p) for both bond and site
describes the likelihood of finding a cluster that spans
across the system either horizontally or vertically at the
occupation probability p. To find howW (p) behaves with
the control parameter p we perform many, say M , inde-
pendent realizations under the same identical conditions.
In each realization for a given finite system size we take
record of the pc value at which the spanning cluster ap-
pears for the first time. To find a regularity or a pattern
among all the M numbers of pc values recorded, one usu-
ally looks at the relative frequency of occurrence within
a class or width ∆p. To find W (p), we can process the
data containing M number of pc values to plot histogram
displaying normalized relative frequency as a function of
class of width ∆p chosen as per convenience. In Figs.
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FIG. 2: Spanning probability W (p,L) vs p in WPSL for (a)
bond and (b) site percolation. The simulation result of the
percolation threshold is pc = 0.3457 for bond and 0.5265 for
site. In (c) we plot log(p − pc) vs logL for both bond and
site. The two lines have slopes 1/ν = 0.611714 ± 0.007459
and 0.613552 ± 0.003861 for bond and site respectively. In
(d) we plot dimensionless quantities W vs (p−pc)L

1/ν and by
tuning the ν value slightly we find an excellent data-collapse
using 1/ν = 0.6115 in both the cases which implies that the
1/ν is aproximately independent of the type of percolation.

(2a) and (2b) we show a set of plots of W (p) for bond
and site percolation respectively as a function of p where
distinct curves are for different system size L =

√
N .

One of the significant features of such plots is that they
all meet at one particular p value regardless of the value
of L. It means that even if we had data for infinite sys-
tem the resulting plot would still meet at the same point
revealing that it must have a special significance and the
significance is that it is the threshold probability pc. Note
that finding the pc value for different lattice is one of the
central problems in percolation theory. In the case of
bond we find pc = 0.3457 which is exceedingly less than
its site counterpart since on the average nearest neighbor
that each bond has in the WPSL is much higher than for
its site counterpart.
The second most significant feature of the W (p) vs p

plot is the direction of shift of the curve on either side
of pc as the system size L increases. This shift with L
clearly reveals that all the data points, i.e. the p values,
are marching towards pc. We can quantify the extent at
which they are marching by measuring the magnitude of
the difference (pc − p) for different L. That is, we can
draw a horizontal line at a given value of W , preferably
at the position where this difference is the most, and take
records of the difference pc − p as a function of system
size L. Plotting the resulting data after taking log of
both the variables or in the logarithmic scale we find a
straight line whose slope gives an estimate of the inverse
of 1/ν = 0.613552± 0.003861 since Fig. (2c) suggests

pc − p ∼ L−
1

ν . (20)
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It implies that in the limit L → ∞ all the p takes the
value pc revealing that W (p) will ultimately become a
step function so that W (p) = 0 for p ≤ pc and W (p) = 1
for p > pc. We can use Eq. (20) to define a dimensionless

quantity (pc − p)L
1

ν . Now, we plot W (p) vs (pc − p)L
1

ν

in Fig. (2d) and we see that all the distinct plots W (p)
vs p for bond percolation collapse onto a one universal
curve and for site onto another curve albeit they share the
same ν value. By tuning the 1/ν value further we can get
an excellent data-collapse for 1/ν = 0.6115 and hence a
better ν ∼ 1.635 value that corresponds to infinite lattice
size.

B. Percolation probability P

Consider that we pick a site at random and ask: How
likely is that site belong to the spanning cluster? For fi-
nite system size, it may not belong to the spanning clus-
ter even if p is larger than the percolation threshold pc.
Therefore, we therefore can quantify the strength of the
spanning cluster by percolation probability P which de-
scribes how likely a site picked at random is to belong to
the spanning cluster. The quantity P is defined as the
ratio of the size of the spanning cluster s∞ to the size of
the lattice N i.e.,

P =
Number of sites in the spanning cluster

Total number of sites in the lattice
. (21)

Sometimes, percolation probability is also defined as the
probability that an occupied site belongs to the spanning
cluster. It can be obtained if we replace the denominator
N of Eq. (21) by total occupied sites. We, however, will
consider the former definition. There exists yet another
definition where we can use the size of the largest cluster
instead of the spanning cluster. Note that all of these
definitions behaves in the same fashion like order param-
eter. That is, in the limit L → ∞, P = 0 for p ≤ pc
and it rises from P = 0 at pc to P = 1 continuously
and monotonically like P ∼ (p − pc)

β . Such behavior
is reminiscent of order parameter like magnetization m
in the case of paramagnetic to ferromagnetic transition
and hence P is regarded as the order parameter in per-
colation theory. The critical exponent β value is known
to depend only on the dimension of the lattice and in-
dependent of the type of percolation. Through the site
percolation on WPSL we already reported that β value
for WPSL, which is a planar lattice, is different from the
value for all the known lattices whose dimension of the
embedding space d = 2. We shall now check if the β
value for the bond percolation is the same as for the site
percolation.
It is important to note that in the case of site perco-

lation we occupy its blocks or cells which are of differ-
ent size. We therefore measure the area of the spanning
cluster, not the number of blocks in the spanning cluster.
This is in sharp contrast to the regular lattice where all
the blocks or cells are of the same size and hence the size

of the spanning clusters can be described by the number
of blocks or sites in the spanning cluster. In the case of
bond percolation on WPSL we, however, use the tradi-
tional definition of cluster size. This is one significant
difference between bond and site percolation on WPSL.
Note that for bond percolation on WPSL we use the dual
of the WPSL not the lattice itself. The dual of the WPSL
is obtained by replacing each block of the WPSL by a
node or vertex at its center and each common border
between blocks by a bond connecting the nodes at the
center of corresponding blocks. In the case of bond per-
colation we occupy these links and measure the size of
the cluster by the number of nodes or vertices that the
cluster contains. Below we shall see the impact of this
difference in their behavior, if at all. In Figs. (3a) and
(3b) we plot percolation probability P as a function of p
for bond and site respectively. Looking at the plots, one
may think that all the plots for different L meet at a sin-
gle unique point like it does for W (p) vs p plot. However,
if one zoom in it becomes apparant it is not so and hence
the pc value from this plot will not be as satisfactory as
it is from W (p) vs p plot. We also find that P (p) is not
strictly equal to zero at p < pc, rather there is always
a non-zero chance of finding a spanning cluster even at
p < pc as long as the system size L is finite. However, the
plots of P vs p for different system size L reveals that the
chances of getting spanning cluster at p < pc diminishes
with increasing L. There is also a lateral shift of P value
to the left for p > pc but the extent of this shift p − pc
decreases to such an extent that it never diminishes. On
the other hand, the extent of shift p− pc to the right for
p < pc diminishes to zero following Eq (20). We shall now
check if P above pc grows like P ∼ (p− pc)

β . If it does
so then we shall find the value of the critical exponent β
and compare it with that of its site counterpart.

To show that the percolation probability behaves like
P ∼ (p−pc)

β and to find the exponent β for infinite sys-
tem size L we use the idea of finite-size scaling. We first
plot P (p) vs (pc−pc(L))L

1

ν and find that unlike W (p) vs

(pc−pc(L))L
1

ν it does not collapse. Instead, we find that
for a given value of (p − pc)L

1/ν the P value decreases
with lattice size L. It means percolation probability is
not a dimensionless quantity and hence assume that

P ∼ L−a, (22)

and we choose a = β/ν for later convenience. To find
the value of β/ν we measure the heights at a given value
of (p− pc)L

1/ν for different L and plot them in the log-
log scale. We find straight lines for both bond and site
(see Fig. (3c)) with slopes β/ν = 0.135699± 0.0005905
for bond and 0.135701± 0.0002768 for site revealing that
they are almost parallel. It implies that if we now plot
PLβ/ν vs (p − pc)L

1/ν all the distinct plots of P vs p
should collapse into a single universal curve. In Fig. (3d)
we plot just that and find an excellent data-collapse us-
ing β/ν = 0.1357 for both bond and site. We checked it
for square lattice anyway. This again implies that perco-
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FIG. 3: Percolation strength or percolation probability
P (p,L) in WPSL for (a) bond and (b) site percolation.
In (c) we plot logP vs logL using data for fixed value

of (p − pc)L
1/ν and find almost parallel lines with slopes

β/ν = 0.135699±0.0005905 for bond and 0.135701±0.0002768
for site respectively which clearly implies that the critical ex-
ponent β is independent of the type of percolation. For fur-
ther fine tuning of the β value we also plot the same data of
(a) and (b) in the self-similar coordinates namely PLβ/ν and

(p − pc)L
1/ν and find excellent data-collapse of the plots (a)

and (b) both using β/ν = 0.1357 which gives β ∼ 0.222

lation probability P exhibits finite-size scaling

P (pc − p, L) ∼ L−β/νφ
(

(p− pc)L
1/ν

)

. (23)

Note that although the critical exponents of both site and
bond coincide their collapsed universal curve does not.
We have chacked it with the site and bond percolation
on square lattice and found that there too the universal
curve do not coincide. Hsu and Huang also stated that
the universal curves are different for planar random lat-
tice, dual of the planar random latice and of the square
lattice albeit they belong to the same universality class
[16]. Now using Eq. (22) in Eq. (23) to eliminate L in
favor of p− pc we get

P ∼ (p− pc)
β , (24)

where β ∼ 0.222 independent of site or bond percolation
and it is significantly different from the corresponding
values for all known planar lattices.

C. Cluster size distribution and their mean

The cluster size distribution function ns(p) plays a cen-
tral role in the description of percolation theory. It is
defined as the number of clusters of size s per site in
the lattice. Unfortunately, only in the case of one di-
mensional system, we know an exact form for the cluster
number ns(p) and manage to it handle approximately for
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FIG. 4: The mean cluster size S(p, L) for (a) bond and (b) site
percolation as a function of p for different size of the WPSL.
In the case of bond the cluster size is measured by the number
of sites each cluster contain and in the case of sites it is the
area of the contiguous blocks that belong to the same cluster.
In (c) we plot log S vs logL using the size of S for fixed

value of (p− pc)L
1/ν and find almost parallel lines with slope

γ/ν = 1.73153 ±−0.001979 and 1.72806 ± 0.001993 for bond
and site respectively. In order to obtain a better estimate
for the γ value we also plot the same data of (a) and (b) in

the self-similar coordinates namely PS−γ/ν and (p−pc)L
1/ν .

By tuning the γ/ν = 1.728 value we find a set of excellent
data-collapse for both (a) and (b) that gives γ = 2.825.

infinite system which is actually the Bethe lattice. For
1 < d < ∞ we do not yet know an exact expression for ns.
This is because in such cases there exists a large number
of different ways in which clusters of same size can ar-
range themselves, which are called lattice animals. Even
for relatively small cluster size in the square lattice we
run into difficulties in enumerating them. Nevertheless,
theoretically we can still write down the general expres-
sion

ns(p) =
∑

s,t

gs,tp
s(1− p)t, (25)

where gs,t is the number of possible lattice configurations
of size s and perimeter of size t. Note that the quantity
sns(p) is the probability that an arbitrary site belongs
to a cluster of size s. On the other hand, the quantity
∑

s=1 sns is the probability that an arbitrary site belongs
to a cluster of any size which is in fact equal to p. There-
fore, the ratio of the two

fs =
sns(p)

∑

s=1 sns
, (26)

is the probability that an occupied site chosen at random
belong to a cluster of size exactly equal to s. The mean
cluster size S(p) therefore is given by

S(p) =
∑

s

sfs =

∑

s s
2ns

∑

s sns
, (27)
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where the sum is over the finite clusters only i.e., the
spanning cluster is excluded from the enumeration of S.
The definition of mean cluster size S, however, does not
have information about the geometric structure of the
clusters like their compactness and spatial extent. It is
important to mention that the mean area of the blocks in
the WPSL decreases as (1 + 3t)−1 and hence increasing
the size of the lattice we need to blow up the lattice
by a factor of 3t. It compensates the decreasing block
size with increasing block number N . That is, the mean
cluster size

S =
1

p

∑

s

s2ns × 3t, (28)

in the case of WPSL. In the case of bond percolation,
however, we do not need to multiply by the factor 3t as
the cluster size here is measured by the number of nodes
or vertices it contains not by the area.
In Figs. (4a) and (4b) we show the plots of the mean

cluster size S(p), for both bond and site percolation, as a
function of p for different lattice sizes L. We observe that
in either cases, there are two main effects as we increase
the lattice size. First, we see that the mean cluster size
increases as we increase the occupation probability till p
approaches to pc and the peak height grows profoundly
with L in the vicinity of pc. Second, there is a slight
shift in the peak towards pc value as we increase L. The
extent of shift is again given by Eq. (20). To bring
the peak height to meet at the same point we first plot
S as a function of dimensionless quantity (pc − p)L1/ν .
We then measure the peak height for a fixed value of
(pc − p)L1/ν but for different L. Plotting these peak
heights as a function of L in the log-log scale give straight
lines for site and bond percolation both (see the inset of
Fig. (4c). It implies that

S ∼ Lθ, (29)

where like before we again choose θ = γ/ν for future
convenience and find that γ/ν = 1.73153± 0.001979 for
bond and 1.72806 ± 0.001993 for site. The two values
are so close that they can be well approximated to be
the same. Plotting now the same data of Figs (4a) and
(4b) by measuring the mean cluster size S in unit of Lθ

and (pc − p) in unit of L−1/ν respectively we find that
all the distinct plots of S vs p collapse superbly into one
universal curve (see Fig. (4d)) in both cases with the
same value for the corresponding exponents γ/ν = 1.728.
It again implies that the mean cluster size too, for both
bond and site, exhibits finite-size scaling

S ∼ Lγ/νφ
(

(pc − p)L1/ν
)

, (30)

sharing the same critical exponents. Eliminating L from
Eq. (20) in favor of (pc − p) using (pc − p) ∼ L−1/ν we
find that the mean cluster diverges

S ∼ (pc − p)−γ , (31)

where γ = 2.825 for both site and bond percolation. This
value is significantly different from the known value γ =
2.389 for all the regular planar lattices.
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FIG. 5: We plot the cluster size distribution function
log(ns(pc)) vs log s for different size of the WPSL. Once
again we find almost parallel lines since slopes are 2.07252
and 2.0728 for bond and site percolation respectively which
implies that the τ value is independent of the type of perco-
lation.

The mean cluster size S according to Eq. (31) thus
diverges as we approach to the threshold value pc as ex-
pected. On the other hand, S can diverge, according to
Eq. (27), if

∑

s s
2ns diverges since denominator

∑

s sns

in the same limit reaches to a constant pc. Generally, we
know that

∞
∑

s=1

sα =

{

convergent ; for α < −1
divergent ; if α ≥ −1,

.

(32)
and hence we can use it to find out under what condition
the numerator of Eq. (27) diverges. It is convenient to
assume

ns(p) ∼ s−τφ((p− pc)
1/σs), (33)

which means ns(pc) ∼ s−τ and hence

∞
∑

s=1

s2ns(pc) ∼
∞
∑

s=1

s2−τ . (34)

It implies that S would diverge as p → pc if (2− τ) ≥ −1
or τ ≤ 3. On the other hand, we also demand pc ∼
∑

∞

s=1 sns(pc) implies
∑

∞

s=1 sns(pc) ∼
∑

∞

s=1 s
1−τ . It im-

plies that (1 − τ) < −1 or τ > 2. Putting the two con-
straints together we find that τ must satisfy the bound
2 < τ ≤ 3. We can thus write that

ns(pc) ∼ s−τ (35)

where τ is called the Fisher exponent. We can obtain
the exponent τ by plotting the cluster area distribution
function ns(p) at pc. In Fig. (5) we plot ns(pc) vs s,
for both site and bond, in the log-log scale and find two
parallel lines except near the tail where there is a hump
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(a) (b)

FIG. 6: Illustration of mass-length relation M ∼ LD. (a)
Compact or uniform distribution of mass gives D = 2 that co-
incide with the dimension of the space where it is embedded.
It is thus Euclidean is nature. (b) The distribution of the same
mass gives a highly ramified structure with D = ln 3/ ln 2
which is less than the dimension of the space where it is em-
bedded. It is thus a fractal.

due to finite size effect. However, we also observe that
as the lattice size L increases the extent up to which
we get a straight line increases too. It implies that if
the size L were infinitely large, we would have a perfect
straight line obeying Eq. (35). The slopes of the lines are
τ = 2.07252 for bond and τ = 2.0728 for site. It implies
that the exponent τ is almost the same τ ∼ 2.072 for
both site and bond percolation on WPSL and its value
is different than the known value for all known planar
lattices τ = 2.0549.
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FIG. 7: The mass of the spanning cluster M , the total area
in the case of site and the number of sites in the case of bond,
is shown as a function of system size L for both site and bond
percolation. The two lines with slope df = 1.86378± 0.02249
for bond and 1.86439±0.001498 for site reveals that the fractal
dimension of the spanning cluster is independent of the type
of percolation.

Let M(L) denote the mass or size of the percolating
cluster of lattice of linear size L. If the percolating cluster

grows as a compact object, then its mass M(L) would
grow with L as M(L) ∼ L2 since the dimension of the
embedding space of the WPSL is d = 2. However, at
pc if we would like to walk through the spanning cluster
then the amount of time it would take must diverge as
L → ∞. This is so because of the fact that percolating
cluster at pc is highly ramified. In fact, if we had p = 1
that would surely be M(L) ∼ L2. At pc we also get
the same mass-length relation but the exponent is less
than 2. To understand the significance of it, let us stack
objects of unit sized squares as shown in Fig. (6a). In
step one, we make four copies of unit square. Then we
stack two of them side by side and the other two on top
of those two also side by side. In step two, we make four
copies of the resulting object after step one. We stack
two of them side by side like step one and the other two
on top of them again side by side. In general in the step
i we make four copies of the resulting object after step
(i − 1). We then stack two them side by side and the
other two on top of this two again side by side as shown
in Fig. (6a). It is easy to check that it obeys the mass of
the object grow according to the following mass-length
relation

M ∼ LD, (36)

with D = 2. Now, let us slightly change the situation.
We do everything like before with the only difference is
that at each step we throw the top right copy leaving
its space empty as shown in Fig. (6b). The amount
of mass of the resulting system in the ith step is M =
3i and the linear size of the system is L = 2i. Using
this two relations we can eliminate i in favor of L and
we find the same mass-length relation as in Eq. (36)
except that we get exponent D = ln 3/ ln 2 [22]. We
could even remove any of the four copies at random and
still we would get the same result. The exponent of the
mass-length relation D = df which is now less than the
dimension of the embedding space d = 2 and hence it is
a fractal. The spanning cluster too is highly ramified like
Fig. (6b) as it has holes of many different sizes. Now,
a litmus test whether the spanning cluster is a fractal or
not would be to check if it obeys the same mass-length
relation with an exponent df < 2 since the embedding
space of the spanning cluster is a plane. We plot the size
of the spanning cluster M as a function of lattice size
L in the log-log scale as shown in Fig. (7). Indeed, we
find that df = 1.86439± 0.001498 for site and 1.86378±
−0.02249 which are almost the same but significantly
different from the one for regular planar lattices df =
1.895. It may appear that the difference between the df
for WPSL and that for regular planar lattices is not much
but it important to remember that even a small difference
in fractal dimension has an huge impact in their degree
of ramification.
We already know that the mean cluster size diverges

i.e., S → ∞ as p → pc. According to Eq. (27), S can only
diverge if its numerator diverges. Generally, we know
that

∑

∞

s=1 s
α converges if α < −1 and diverges if α ≥ −1.
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Applying it into both numerator and denominator of Eq.
(27) at pc gives a bound that 2 < τ < 3. Using Eq. (33)
in Eq. (27) and taking continuum limit gives

S ∼ s3−τ
ξ . (37)

We know that sξ diverges like (pc − p)−1/σ where σ =
1/(νdf ) and hence comparing it with Eq. (31) we get

τ = 3− γσ. (38)

Besides, there is another well known scaling relation τ =
1 + d/df which we can use to find τ value. Using the
df value for WPSL in the scaling relations, τ = 3 − γσ
and τ = 1 + d/df , we find τ equal to 2.0725 and 2.0728
respectively which is almost equal to the one we obtained
straight from slope of Fig. (7). There are also a couple of
other well-known scaling relations, such as β = ν(d−df ),
γ = ν(2df − d), which we used for a consistency check
of our results. To this end, we find that our estimates
satisfy these relations up to quite a good extent.

Exponents regular 2d lattice WPSL bond/site
ν 1.75 1.635
β 0.13889 0.222
γ 2.3889 2.825
τ 2.0549 2.0728
df 1.895(8) 1.864

TABLE I: The critical and other characteristic exponents for
site and bond percolation in the WPSL and in the regular
planar lattice are given alongside.

VI. SUMMARY AND DISCUSSION

In this article, we have studied both bond and site
percolation on WPSL using extensive Monte Carlo sim-
ulations. We thought it is important to know some key
features of the WPSL so that one can understand why it
is so special and unique. We therefore have first briefly
discussed its construction process and then its various
properties which are as follows. (i) The dynamics of its
growth is governed by infinitely many conservation laws.
(ii) Its area size distribution function obeys dynamic scal-
ing. (iii) Each of the infinitely many conservation laws,
except conservation of total area, gives rise to multifrac-
tal spectrum and hence WPSL is a multi-multifractal.
Fourth, its coordination number distribution function fol-
lows a power-law. (iv) It has a mixture of properties of
both lattice and graph. On one hand, like lattice, it is em-
bedded in a space of dimension D = 2; On the other its
coordination number distribution follow power-law like
network. These unique properties have resulted in unique
results too. We also briefly discussed about the finite-size
scaling theory and have shown that its origin is deeply
rooted to the Buckingham Π-theorem. The finite-size
scaling is one of the most crucial aspects in percolation

as it helps extrapolating critical exponents for infinite
system using data for a set of finite size systems. This
is done by using the idea of data collapse. Note that an
excellent data collapse is one of the clear testaments that
the numerical values we obtained for various exponents
are quite satisfactory. Besides, we show that these satisfy
a set of scaling relations which also provide a consistecy
check.

In this work we first obtained percolation threshold
pc = 0.3457 and pc = 0.5265 for bond and site percolation
on WPSL. Naturally, the pc for bond is less than that of
its site counterpart as expected. We also obtained numer-
ically the various observable quantities such as the span-
ning probabilityW (p), the percolation strength P (p), the
mean cluster size S(p) etc. using NZ algorithm. The ini-
tial data obtained from the NZ algorithm correspond to
microcanonical ensemble. To get the corresponding data
that correspond to canonical ensemble we used the con-
volution equation given by Eq. (10) for each observable
quantities. With the help of a comprehensive finite-size
scaling theory we also obtained numerically the critical
exponents ν, β and γ for both bond and site percolation
on WPSL and confirm they are equal (see table I for de-
tailed comparison). To check further if they are equal or
not we used the idea of data collapse and found an excel-
lent data collapse for the same critical exponents albeit
different pc. Note that good estimate of pc and of the
critical exponents a must for obtaining satisfactory data
collapse. These values also satisfy the scaling relations.
All these provide a clear testament that the critical ex-
ponents for bond and site percolation in WPSL are the
same. It happens in spite of the significant difference in
the definition of clusters. Interestingly, these values are
significantly different from the ones for all known planar
lattices. We can thus conclude that the universality class
of WPSL (bond and site) is distinct from the ones for
all the known planar lattices. It happens in spite of the
significant differences in the definition of site and bond
in the WPSL.

Hsu and Huang also studied percolation in a class of
random planar lattices and their duals yet they found
the same critical exponents as the ones for regular lat-
tices. Corso et. al. studied percolation on multifractal
planar lattices and they too found the same critical ex-
ponents as the ones on regular lattices. So, it is neither
the randomness nature of the lattice nor the multifractal
nature of the lattice can be held responsible for making
WPSL unique. The planar random lattice that Hsu and
Huang studied is quite different than WPSL. The coor-
dination number distribution of their lattice do not obey
power-law. This is perhaps one of the most significant
differences. Or, it may be the case that when a lattice
is multifractal and at the same time it is random then
depending on further detailed nature may be responsible
for giving a new set of exponents. However, it is too soon
to draw any conclusion. We hope to device more variants
of WPSL in our future endeavour and see what happens.
Nevertheless, we still hope that our findings will have a
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significant impact in the percolation theory.
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