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7589, 4 Place Jussieu, 75252 Paris Cedex 05, France

Abstract

We study the out-of-equilibrium dynamics of noninteracting fermions in one dimension
and in continuum space, in the presence of a delta impurity potential at the origin whose
strength g is varied at time t = 0. The system is prepared in its ground state with g =
g0 = +∞, with two different densities and Fermi wave-vectors kL and kR on the two half-
spaces x > 0 and x < 0 respectively. It then evolves for t > 0 as an isolated system,
with a finite impurity strength g. We compute exactly the time dependent density and
current. For a fixed position x and in the large time limit t→∞, the system reaches a non-
equilibrium stationary state (NESS). We obtain analytically the correlation kernel, density,
particle current, and energy current in the NESS, and characterize their relaxation, which
is algebraic in time. In particular, in the NESS, we show that, away from the impurity,
the particle density displays oscillations which are the non-equilibrium analog of the Friedel
oscillations. In the regime of “rays”, x/t = ξ fixed with x, t → ∞, we compute the same
quantities and observe the emergence of two light cones, associated to the Fermi velocities kL
and kR in the initial state. Interestingly, we find non trivial quantum correlations between
two opposite rays with velocities ξ and −ξ which we compute explicitly. We extend to a
continuum setting and to a correlated initial state the analytical methods developed in a
recent work of Ljubotina, Sotiriadis and Prosen, in the context of a discrete fermionic chain
with an impurity. We also generalize our results to an initial state at finite temperature,
recovering, via explicit calculations, some predictions of conformal field theory in the low
energy limit.
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1 Introduction

There is a recent revived interest in noninteracting fermions in continuum inhomegeneous set-
tings as analytically tractable models for studying equilibrium and out-of-equilibrium quantum
correlations. For one-dimensional fermions at equilibrium in an external potential, there are
interesting connections to random matrix theory (for a review see [1]). These relations allow
to compute the density, the full counting statistics and the entanglement entropy in a variety
of potentials [2, 3] using the tools of determinantal point processes [4, 5] in agreement with
other approaches using inhomogeneous bosonization [6]. In particular, the correlation functions
can be expressed as determinants built from a central object called the kernel [7, 8]. In the
limit of a large number of fermions the kernel in the bulk of the Fermi gas becomes universal
at the scale of the inter-particle distance k−1

F , where kF is the local Fermi wave-vector. It is
given, at zero temperature, by the celebrated sine kernel [7]. This universal behavior holds for
smooth potentials [1] but breaks down for more singular potentials which vary over a region D
of size O(k−1

F ). In this case, the kernel differs from the sine kernel and has been calculated, for
instance, for the hard wall [9, 10, 11, 12], the step potential [13], as well as for static impurities
modeled by a delta potential [14]. Far from the singular region D the kernel exhibits Friedel
type oscillations [15, 16, 17], which have been characterized using reflection and transmission
coefficients through D [13, 18].

It was shown that the bulk universality for smooth potentials can be extended to equilibrium
dynamics [19] (in terms of the so-called extended sine kernel [20]). It is natural to ask similar
questions in the case of non-equilibrium dynamics. In the case of fermions trapped in a confining
potential it was found for some time-dependent potentials (such as the harmonic oscillator or
the 1/x2 potential) and some initial conditions, that the kernel keeps its equilibrium form up to
time dependent factors [21, 22, 23, 24]. For more general potentials and initial conditions the
situation is more complicated [24, 25, 26]. The large time limit of the kernel can be obtained from
the so-called diagonal ensemble and coincides with the prediction from the generalized Gibbs
ensemble (GGE) [27]. However the large time limit of the multi-point correlations exhibits a
more complicated behavior [24].

One can also consider the out of equilibrium dynamics in the absence of a confining potential.
A seminal example is the Landauer-Büttiker theory for transport between two reservoirs [28, 29].
Another important question, much studied in the context of Luttinger liquids, is to characterize
the transport that takes place when two 1d systems are connected via a contact [30, 31, 32, 33,
34, 35]. This problem has attracted a renewed interest in the context of quantum quenches where
the system is translationally invariant but the initial condition is inhomogeneous. Important
questions concern the large time behavior of the system, in particular the local convergence to
a non equilibrium steady state (NESS), characterized by stationary currents, density profiles
and counting statistics. Another question concerns non-stationary fluctuations and moving
fronts. These questions have been addressed using conformal field theory (CFT) [36, 37, 38],
generalized hydrodynamics [39, 40], as well as exact solutions of free fermions either on a lattice
[41, 42, 43, 44, 45, 46, 47, 48] or in the continuum [49, 50].

It is natural to ask how these results for noninteracting fermions will be modified in the
presence of a (non-confining) external potential. The simplest example is the delta function
impurity model in the continuum which was solved at equilibrium in [14, 15, 16, 17]. In this
paper we explore the out-of-equilibrium counterpart of this model, starting from an inhomoge-
neous initial condition. It is inspired by a recent work of Ljubotina, Sotiriadis and Prosen [51]
where a similar model with an impurity was studied for a discrete fermionic chain. In that work
the initial state was chosen fully decorrelated. On the other hand it is known that fermionic
correlations can affect the transport, see e. g. [52]. In the present work, we consider an initial
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state that consists in two independent Fermi gases on semi-infinite lines R± separated by an
infinite wall which are each in their ground state, and hence both exhibit the sine kernel bulk
correlations with different Fermi wavevectors kR > kL. They are joined at t = 0 and evolve
freely in the presence of a delta impurity at the origin. We find that the system reaches a NESS
at large time. We calculate exactly the asymptotic kernel in the NESS, from which we obtain
the asymptotic particle and energy current as well as the density profile. These quantities de-
pend only on kR, kL and g the strength of the impurity. In the case where kL = kR and when
the impurity is repulsive g > 0, one finds that the NESS coincides with the ground state of
the system on the infinite line, although the initial state is far from equilibrium. In this case
one thus recovers the equilibrium kernel obtained in [14]. This can be understood since all the
excitations move to infinity. On the contrary when g < 0, the Hamiltonian possesses a bound
state and one finds that the NESS always differs from the ground state (even when kL = kR).
In this case, the mean occupation number of the bound state does not converge to unity at large
time. Our methods also allow us to study the relaxation towards the NESS, which we find to be
algebraic in time. We also compute the kernel in the vicinity of space-time “rays” in the (x, t)
plane with fixed velocities ξ = x/t. It exhibits a change of behaviors on the two light cones
ξ = kR and ξ = kL. Interestingly we find nontrivial correlations between points belonging to
rays with opposite velocities ±ξ, an effect not discussed in [51], although we expect this effect
to be also present in the discrete setting. An important difference with Ref. [51] is the existence
of two light cones which is due to the presence of local correlations in the initial state which are
different on both sides of the impurity. Outside these light cones one recovers the sine kernel,
but inside the light cones (including in the NESS for ξ = 0) the asymptotic currents are non
zero and the kernel is different from the sine kernel.

Our results are then extended to an initial condition with two different nonzero tempera-
tures TL and TR. In the low temperature and weak impurity strength limit and equal Fermi
wavevectors kL = kR, we recover, via explicit computations, the result for the energy current
in the NESS obtained from CFT given in [32]. Finally we show that the asymptotic kernel,
hence the correlations, along rays at fixed velocity ξ = x/t can be recovered by a semi-classical
argument. However this is not the case for correlations between points belonging to rays with
opposite velocities ±ξ. Also, the semi-classical method does not allow to recover the kernel
inside the NESS. Finally our main results are checked versus numerical evaluation of the exact
starting formulas.

Note that other recent works have addressed different effects of an impurity on the dynamics.
In particular, full counting statistics and entanglement growth in fermionic chains [53, 54, 55, 56],
interactions localized at a contact [57], dynamics starting from a homogeneous state [58] and
moving and time dependent defects [59, 60, 61, 62] have been studied.

The paper is organized as follows. In Section 2 we define the model, the initial conditions and
the observables that we study here. In Section 3 we give a detailed and pedagogical presentation
of our main results. In Section 4 we derive the expression of the time dependent kernel in a
hard box of finite size [−`/2, `/2]. In Section 5 we obtain the finite time kernel in the limit
`→ +∞. To this aim we have adapted a trick based on contour integrals used in [51] (see also
[63, 64]). As we show in that section, the study of the limit ` → +∞ turns out to be more
involved in the present continuum setting with a correlated initial condition. In Section 6 we
obtain the large time limit of the kernel in the regime x = O(1) which characterizes the NESS.
From it we compute the density and currents. In Section 7 we study the large time limit of the
kernel along rays. In Section 8 we apply a semi -classical method which allows us to recover
some of the above exact results in the regime of rays. Finally, we conclude in Section 9. The
appendices contain many of the technical details of the calculations.
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2 Model, quench protocol and observables

2.1 Model

We consider N noninteracting fermions in one dimension and in the presence of a delta
impurity at the origin described by the single particle Hamiltonian Ĥg

Ĥg = −1

2
∂2
x + gδ(x) . (1)

We work here in units where the fermion mass is unity and ~ = 1. In these units, g denotes
the strength of the impurity, which can be repulsive (g > 0) or attractive (g < 0). To fully
specify the model we define it on the interval [−`/2, `/2] with a hard wall boundary condition
(i.e., vanishing wave-function at x = ±`/2). We will be eventually interested in the problem on
the full line obtained by taking the limit `→ +∞, with fixed fermion densities.

2.2 Initial state

The system is prepared at t = 0 in the ground state of the many body Hamiltonian with
g = +∞, associated to the single particle Hamiltonian Ĥ∞. This corresponds to imposing a
hard-wall at x = 0, so that the system is cut into two independent halves x > 0 and x < 0 at
t = 0. We will denote by NL and NR respectively the number of fermions in the left (x < 0)
and right (x > 0) halves. Let us introduce φLn(x) and φRn (x), with n = 1, 2, · · · , the normalized
eigenfunctions of the single particle Hamiltonian Ĥ∞

φLn(x) = Θ(−x)

√
4

`
sin(kn x) , φRn (x) = Θ(x)

√
4

`
sin(kn x) , (2)

where Θ(x) denotes the Heaviside theta function and

kn =
2πn

`
. (3)

The corresponding energy levels are εn = 1
2k

2
n = 2π2n2

`2
which are doubly degenerate (L,R).

The ground state many-body wave function is a Slater determinant built from the eigenstates
φLn(x) and φRn′(x) with 1 ≤ n ≤ NL and 1 ≤ n′ ≤ NR. The m-point correlation function (see
below for a precise definition) can be expressed as a m×m determinant built from the so-called
correlation kernel

K0(x, x′) = KL(x, x′) +KR(x, x′) , (4)

where

KL(x, x′) = Θ(−x)Θ(−x′)
NL∑
n=1

4

`
sin

(
2πnx

`

)
sin

(
2πnx′

`

)
, (5)

KR(x, x′) = Θ(x)Θ(x′)

NR∑
n′=1

4

`
sin

(
2πn′x

`

)
sin

(
2πn′x′

`

)
. (6)

In particular, the mean fermion density is given by ρ(x, t = 0) = K0(x, x) = ρL(x) +ρR(x) with
ρL/R(x) = KL/R(x, x), where ρL(x) and ρR(x) denote respectively the average fermion density
to the left and to the right of the origin. We also define the Fermi momenta of the left and right
half-spaces associated to the initial condition

kL = kNL =
2πNL

`
, kR = kNR =

2πNR

`
(7)
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and the corresponding Fermi energies

µL =
k2
L

2
, µR =

k2
R

2
, (8)

which will be useful in the following.

2.3 Dynamical evolution and observables

We now consider the time evolution for t > 0 described by the single particle Hamiltonian
Ĥg (1) with a finite strengtgh g of the impurity at x = 0. We denote ψLn (x, t) the solution of
the Schrödinger equation i∂tψ

L
n (x, t) = Ĥgψ

L
n (x, t) with initial condition ψLn (x, t = 0) = φLn(x),

and similarly ψRn (x, t) with ψRn (x, t = 0) = φRn (x) where φ
L/R
n (x) are given in Eq. (2). Under

this evolution, the time dependent many-body wave function for the N = NR + NL fermions,
Ψ(x1, . . . , xN ; t), remains a Slater determinant at all times, built from the time-dependent wave-
functions ψLn (x, t) and ψRn′(x, t) with 1 ≤ n ≤ NL and 1 ≤ n′ ≤ NR. The observables of interest
are the time dependent m-point correlations defined as

Rm(x1, . . . , xm; t) =
N !

(N −m)!

∫
dxm+1 . . . dxN |Ψ(x1, . . . , xN ; t)|2 . (9)

Using standard manipulations, Rm(x1, . . . ;xm, t) can be written as (see e.g. [24])

Rm(x1, . . . , xm; t) = det
1≤i,j≤m

K(xi, xj , t) , (10)

where K(xi, xj ; t) is the time dependent correlation kernel. In the present case it reads

K(x, x′, t) = KL(x, x′, t) +KR(x, x′, t) (11)

where

KL(x, x′, t) =

NL∑
n=1

ψL∗n (x, t)ψLn (x′, t) , KR(x, x′, t) =

NR∑
n=1

ψR∗n (x, t)ψRn (x′, t) . (12)

Of particular interest is the time-dependent density ρ(x, t) given by

ρ(x, t) = K(x, x, t) . (13)

Another important observable is the total particle current defined as

J(x, t) = JL(x, t) + JR(x, t) (14)

JL/R(x, t) =
1

2i

NL/R∑
n=1

(ψL/R∗n (x, t)∂xψ
L/R
n (x, t)− ψL/Rn (x, t)∂xψ

L/R∗
n (x, t)) ,

which can be rewritten in terms of the kernel as

J(x, t) =
1

2i
(∂x′ − ∂x)K(x, x′; t)|x′=x = ImK01(x, x; t) , (15)

where K01(x, y, t) = ∂yK(x, y, t). From the Schrödinger equation, the current J(x, t) satisfies
the fermion number conservation equation

∂tρ(x, t) + ∂xJ(x, t) = 0 . (16)
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In this paper we compute the time evolution of the density ρ(x, t), of the kernel K(x, x′, t)
and of the current J(x, t). Since we are interested in the large time behavior of the bulk of the
system, we will take the limit `→ +∞ before taking t→ +∞. More precisely we will take the
limit `→ +∞, NL/R → +∞ with fixed kL and kR, i.e. with fixed mean densities

ρL =
2NL

`
=
kL
π

, ρR =
2NR

`
=
kR
π

(17)

or equivalently with fixed Fermi energies µL, µR (see Eq. (8)).

3 Main results

In this section we present our main results. The first one is the expression for the kernel
K(x, x′, t) in the thermodynamic limit ` → +∞ at any fixed time t. It is a lengthy although
fully explicit expression which is given in (81) as a sum of terms which are given respectively in
(82), (85), (89), (90) and (92). From this expression one can read the time dependent density
from (13) and the current from (15).

The subsequent results concern the large time behavior obtained from the kernel, once the
thermodynamic limit is taken. We have found that there are actually two different scaling
regimes. The first one is the NESS where x, x′ = O(1) and the second one is the regime of rays
where both x, x′ = O(t). Since the analytical computations of the asymptotic behaviors are
quite tricky, we have carefully checked numerically our main predictions, which are shown in
Figs. 1, 2 and 4 below.

Finally, we extend our study to an initial state at finite temperature, with two different
temperatures TL and TR to the left and to the right of the origin. We also obtain the heat
current as a function of these two temperatures.

As we will see below some of these results (but not all) can also be obtained from a heuristic
semi-classical method which relies on the momentum dependent transmission and reflection
coefficients T (k) and R(k), which for a delta function impurity are given by

T (k) =
k2

k2 + g2
, R(k) = 1− T (k) =

g2

k2 + g2
. (18)

The results presented here are derived from first principles, starting from from an exact expan-
sion over the eigenfunctions of many-body system.

3.1 Non equilibrium stationary state (NESS)

The first regime corresponds to fixed spatial positions x, x′ with t → +∞. In this case the
kernel, the density and the particle current reach a stationary limit which we compute explicitly,
namely

ρ(x, t)→ ρ∞(x) , J(x, t)→ J∞ , K(x, x′; t)→ K∞(x, x′) . (19)

Note that from the fermion number conservation in Eq. (16) the current is constant in space
in the large time limit. From the symmetry of the problem under the change x → −x, these
observables satisfy the following relations

K∞(x, x′)|kL,kR = K∞(−x,−x′)|kR,kL , ρ∞(x)|kL,kR = ρ∞(−x)|kR,kL , J∞|kR,kL = −J∞|kL,kR .
(20)
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3.1.1 The case of a repulsive impurity (g > 0)

We first give the results in the case of a repulsive impurity g > 0, and consider the case g < 0
in the next section.

Density. For the density we find, for x > 0

ρ∞(x > 0) =
kR
π
−
∫ kR

kL

dk

2π

k2

g2 + k2
+
g

π

∫ kR

0
dk
k sin(2k|x|)− g cos(2kx)

g2 + k2

=
kR
π
−
∫ kR

kL

dk

2π

k2

g2 + k2
+
g

π
e2g|x| ImE1(2(g + ikR) |x|) . (21)

Note that ρ∞(x < 0) is obtained from this expression Eq. (21) together with the symmetry
relation (20). In the second line of Eq. (21), Im denotes the imaginary part and E1(z) =∫ +∞
z e−tdt/t denotes the exponential integral (see [14] for details on obtaining the second line

from the first one). The function E1(z) is also denoted Γ(0, z) in Mathematica, the incomplete
gamma function of index 0, and the contour of integration defining it should not cross the
negative real axis. This result for ρ∞(x) is shown in Fig. (1) and compared with a numerical
evaluation of the exact formula for ρ(x, t) (from (80) with x = x′) at a relatively large time.
It is also plotted in Fig. 3 for smaller values of the time. As one can see on these figures, the
convergence to our prediction within the NESS is rather fast.

Let us now discuss a few salient features of this result. Far from the impurity, which is
located at x = 0, the stationary density profile approaches constant which is different on both
sides and given by

lim
x→±∞

ρ∞(x) =
ρL + ρR

2
±
∫ kR

kL

dk

2π

g2

g2 + k2

=
ρL + ρR

2
± g

2π

(
arctan

(
πρR
g

)
− arctan

(
πρL
g

))
. (22)

These asymptotic values can also be predicted by the semi classical method (see Section 8) and
written in the equivalent form

ρ∞(+∞) =
kR
π
−
∫ kR

kL

dk

2π
T (k) , ρ∞(−∞) =

kL
π

+

∫ kR

kL

dk

2π
T (k) , (23)

in terms of the transmission coefficient T (k) given in Eq. (18). The mean density is continuous
at x = 0 but exhibits a cusp, with different left and right derivatives given by

ρ′∞(0+) =

∫ kR

0

dk

π

2k2g

k2 + g2
, ρ′∞(0−) = −

∫ kL

0

dk

π

2k2g

k2 + g2
. (24)

At variance with the equilibrium case (see below), this cusp is asymmetric.
Finally, the result for ρ∞(x) can be compared to the result obtained in [14] for the mean

density ρeq(x) of the equilibrium problem, i.e. in the ground state with Fermi energy µ =
k2F
2 in

the presence of a repulsive delta impurity of strength g > 0 (see formula (60) and (138) there
with λ = g)

ρeq(x) =
kF
π

+
g

π

∫ kF

0
dk
k sin(2k|x|)− g cos(2kx)

k2 + g2

=
kF
π

+
g

π
e2g|x|ImE1(2(g + ikF )|x|) . (25)
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Numerical Simulation

Analytic Results

Asymptotic values

-1.0 -0.5 0.5 1.0
x

1

2

3

4

ρ∞(x)

0

ρ∞(x)

x

Figure 1: Plot of the mean fermion density ρ∞(x) (in orange) as a function of x in the presence
of a repulsive impurity (g > 0) in the non equilibrium stationary state (NESS) given by Eq.
(21) for ρR = 4, ρL = 2 and g = 10. The oscillating behavior of ρ∞(x) is the non-equilibrium
analog of the Friedel oscillations. The asymptotic values for ρ∞(±∞) given by (23) are indicated
as horizontal dashed lines. These analytical results are compared with a numerical evaluation
(blue) of ρ(x, t) evaluated from the exact formula in (80) with x = x′ for large time t = `

4πρR
and

system size ` = 50. The agreement is excellent. Although large, this time has to be small enough
so that the fastest fermions traveling at speed kR have not been reflected by the boundaries at
x = ± `

2 . This is achieved if kRt <
`
2 , i.e., if t < t` = `

2πρR
.

We see that for kL = kR = kF the NESS density coincides with the equilibrium (ground state)
density (as discussed below this holds only for g ≥ 0). This is quite interesting since the initial
state in the present work is far from the ground state of the system in the presence of the
impurity. An explanation for this property is that the components of the initial state on the
excited states correspond to fermionic waves (quasi particles) propagating towards the edges of
the system. If the observation time is smaller than t` = `

2πρR
, such that the fastest fermions

traveling at speed kR have not been reflected yet, i.e. kRt <
`
2 , we expect relaxation to the

equilibrium state for kL = kR (and to the NESS for kL 6= kR). This will always occur if the
limit `→ +∞ is taken first. For a finite size system, oscillations will take place on larger time
scales.

Current. In addition, in the NESS, we show that there is a non zero particle current given by

J∞ = −
∫ kR

kL

dk

2π

k3

k2 + g2
=

1

2π

(
µL − µR +

g2

2
ln

(
g2 + 2µR
g2 + 2µL

))
, (26)

which can alternatively be expressed, using the transmission coefficient T (k) given in Eq. (18),
as

J∞ = −
∫ kR

kL

dk

2π
k T (k) . (27)

This result can also be obtained by a semi-classical method, see Section 8. The current is shown
in Fig. 2 for ρR = 4, ρL = 2 (note that it is negative in that case). Its maximal (absolute) value
is reached for g = 0 when there is no defect. In that case one finds J∞ = 1

2π (µL − µR) which
corresponds to a unit conductance e2/h. In the limit g → +∞ it vanishes as

J∞ =
1

2πg2
(µ2
L − µ2

R) +O

(
1

g4

)
, (28)
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Figure 2: Plot of the current J∞ (orange solid line) in the NESS as a function of g, the strength
of the delta impurity, as given by formula Eq. (26), with ρR = 4, ρL = 2. It is compared with a
numerical evaluation (blue dots) of the exact expression of J(x = 0, t), obtained from Eq. (80)

together with (15), for large time t = `2

8πNR
= t`/2 and system size ` = 50 for several values

of g.

which shows, as expected, that for a very strong defect the system is effectively cut into two
almost independent halves.

Kernel. Finally we also obtain the kernel in the NESS which reads explicitly for x, x′ > 0

K∞(x > 0, x′ > 0) =

∫ kR

0

dk

π
cos
(
k(x− x′)

)
−
∫ kR

kL

dk

2π

k2

k2 + g2
e−ik(x−x′) (29)

+

∫ kR

0

dk

π

gk sin (k(x+ x′))− g2 cos (k(x+ x′))

k2 + g2
,

while for x > 0, x′ < 0 it reads

K∞(x > 0, x′ < 0) =

(∫ kR

0
+

∫ kL

0

)
dk

2π

k

k2 + g2
(k cos(k(x− x′)) + g sin(k(x− x′)) (30)

+i

∫ kR

kL

dk

2π

k

k2 + g2

(
k sin k(x− x′)− g cos k(x− x′) + ge−ik(x+x′)

)
,

the other cases being obtained by symmetry (see (20)). For g > 0 equivalent expressions are
given in (111). The kernel simplifies in the limit where the points x, x′ → ∞. In this limit,
keeping x− x′ = O(1) one finds the asymptotic behavior

K∞(x, x′) '
∫ kR

0

dk

π
cos(k(x− x′))−

∫ kR

kL

dk

2π

k2

k2 + g2
e−ik(x−x′) . (31)

On the other hand, if x→ +∞ and x′ → −∞ with x+ x′ = O(1) one finds

K∞(x, x′) ' i
∫ kR

kL

dk

2π

kg

k2 + g2
e−ik(x+x′) , (32)

while the asymptotic kernel, for x, x′ →∞, vanishes for generic value of x′/x different from ±1.
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It is interesting to note that although the semi-classical method cannot obtain the full
expressions in Eqs. (29), (30), it does predict the asymptotic form in (31), see Section 8.
However, we will see that the result (32) cannot be predicted by this semi-classical method.

Comparison with the GGE. It is interesting to compare our result for the kernel K∞(x, x′)
in the NESS to the prediction KGGE(x, x′) from the GGE. This is done in details in the Ap-
pendix G. The main result is that the kernel KGGE(x, x′) contains only ”diagonal” terms (which
are time independent already at finite `) and does not lead to any current. However we show
that there are non-diagonal terms (called C below) which carry current and contribute to the
NESS if the limit `→∞ is carried first.

3.1.2 The case of an attractive impurity (g < 0)

If g is negative there is an additional eigenstate of Ĥg, denoted φg(x) '
`→∞

√
|g|eg|x| with

eigenenergy E = −g2

2 , which is a bound state. All other eigenstates have positive energies and
hence propagate over the whole system. One finds that the kernel K∞ for g < 0 has the same
expression as above [see Eqs. (29) and (30)], up to an additive term denoted δK∞ which takes
the form

δK∞(x, x′) = 2g2eg(|x|+|x
′|)
(∫ kR

0
+

∫ kL

0

)
dk

π

k2

(g2 + k2)2
(33)

Because of the exponential factor eg(|x|+|x
′|) = e−|g|(|x|+|x

′|), this additional contribution δK∞ in
the kernel is localised around x = 0.

From the result for the kernel one obtains that for g < 0 the density in the NESS is given
for x > 0

ρ∞(x > 0) =
kR
π
−
∫ kR

kL

dk

2π

k2

g2 + k2
+
g

π

∫ kR

0
dk
k sin(2k|x|)− g cos(2kx)

g2 + k2

+ 2g2e2g|x|
(∫ kR

0
+

∫ kL

0

)
dk

π

k2

(g2 + k2)2
(34)

=
kR
π
−
∫ kR

kL

dk

2π

k2

g2 + k2
+
g

π
e2g|x|ImE1(2(g + ikR)|x|)

− 2g2

π
e2g|x|

(∫ ∞
kR

+

∫ ∞
kL

)
dk

k2

(k2 + g2)2
.

For x < 0 the formula for ρ∞(x < 0) is again obtained from (34) simply by permuting kL and
kR. Finally the current in the NESS is still given by formula (26), which is invariant under the
change g → −g, and is thus not affected by the bound state.

In the case kL = kR = kF one can compare with the equilibrium result for g < 0 obtained
in [14]. For the density it was found there that at equilibrium for g < 0

ρeq(x) =
kF
π

+
g

π

∫ kF

0
dk
k sin(2k|x|)− g cos(2kx)

k2 + g2
+
g

π
e2g|x|

=
kF
π

+
g

π
e2g|x|ImE1(2(g + ikF )|x|) , (35)

which is compatible with (25) because the function E1(z) has a branch cut on the negative real
axis. Hence, by comparing Eq. (34) and (35), we see that, at variance with the case g > 0, the
NESS for g < 0 differs from the equilibrium ground state. This is because the mean occupation
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Figure 3: Plots showing the relaxation towards the non-equilibrium steady state (NESS). Left
panel: plot of ρ(x, t) (obtained from Eq. (80 for x = x′) vs x for various times t compared to
t` = `

2πρR
, the time at which the fastest fermions reach the boundaries at x = ± `

2 with ` = 15.
The density in the steady state ρ∞(x) is given in Eq. (21) and is also plotted in Fig. 1. The
parameter used are ρR = 4, ρL = 2, g = 10. We can see waves propagating away until the
steady state value is reached. Right panel: plot of J(x, t) obtained from Eq. (80) together with
Eq. (15) vs x for ` = 45. The dashed line indicates the exact value of J∞ in the NESS, given
in Eq. (26).

number ng of the bound state which is unity in the ground state, and which is defined in the
NESS from δK∞(x, x′) = ngφg(x)φg(x

′) is given from 33 as

ng =

(∫ kR

0
+

∫ kL

0

)
dk

π

2|g|k2

(g2 + k2)2
=

1

2

(
F

(
kR
|g|

)
+ F

(
kL
|g|

))
(36)

F (u) =
2

π

(
arctan(u)− u

1 + u2

)
, (37)

is strictly smaller than unity (including in the case kL = kR). Hence the last term in the last
line of Eq. (34) is proportional to 1 − ng. Therefore the post-quench bound state is always
partially empty in the NESS, see [65] for a related effect in a similar model based on a GGE
calculation.

Note that in the present model there is a single bound state. In the case of multiple bound
states it has been found in related models that the NESS can present persistent oscillations in
time [51, 55, 65]. To obtain such an effect in the present model would require to consider two
delta impurities.

3.1.3 Relaxation to the NESS for g > 0

We have also obtained the large time decay of the kernel K(x, x′, t) towards its value in the
NESS for g > 0. The result for ∆K(x, x′, t) = K(x, x′, t)−K∞(x, x′) is given in (B22). From it
one extract the density and the current. The decay of the density is found to be of the schematic
form

ρ(x, t)− ρ∞(x) = −
(

1

kL
+

1

kR

)
(1 + g|x|)2

π2g4t3
(38)

+
1

g4t5/2

(
χR

(
g

kR
, kRx

)
cos

(
k2
Rt

2
− π

4

)
+ χL

(
g

kL
, kLx

)
cos

(
k2
Lt

2
− π

4

))
+ o

(
1

t5/2

)
where the functions χL/R(z) can be read off from Eq. (B23) in the Appendix B. Hence the

leading decay is t−5/2 modulated by oscillations, together with a 1/t3 term which is non oscil-
lating. We also find that the current has also a leading algebraic decay as t−5/2 modulated by
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oscillations. Note that power law decays with oscillations have been obtained in other systems
of noninteracting fermions [25, 43].

3.2 Large time regime with ξ = x/t fixed (ray regime)

The second regime corresponds to both x, t → ∞ with a fixed ratio ξ = x/t, i.e. along
rays. In this case the density and the current reach finite limits, which are only functions of the
scaling variable ξ

ρ(x, t)→ ρ̃(ξ) , J(x, t)→ J̃(ξ) . (39)

Note that the fermion number conservation Eq. (16) implies that these two functions must be
related via

∂ξJ̃(ξ) = ξ∂ξ ρ̃(ξ) . (40)

All the results below in that regime hold for any g (positive or negative) since the bound state
(that exists for g < 0) does not contribute in that limit.

Density. We find through explicit calculation of the large time limit, that the scaling function
for the density reads

ρ̃(ξ) =
kL + kR

2π
+ sgn(ξ)

(∫ kR

kL

dk

2π
R(k) +

∫ kR

kL

dk

2π
T (k)Θ(|ξ| − k)

)
. (41)

This gives, using the explicit formulae for R(k) and T (k) in (18), for kR > kL,

ρ̃(ξ) =



ρL if ξ < −kR
ρL + ρR+ξ/π

2 + g
2π (arctan(− ξ

g )− arctan(πρRg )) if − kR < ξ < −kL
ρL+ρR

2 − g
2π (arctan(πρRg )− arctan(πρLg )) if − kL < ξ < 0

ρL+ρR
2 + g

2π (arctan(πρRg )− arctan(πρLg )) if 0 < ξ < kL
ρR+ξ/π

2 + g
2π (arctan(πρRg )− arctan( ξg )) if kL < ξ < kR

ρR if ξ > kR

. (42)

A plot of ρ̃(ξ) is shown in the right panel of Fig. 4, together with an exact evaluation at finite
time illustrating the convergence. Note that ρ̃(ξ) is a continuous function of ξ except at ξ = 0
where it has a jump discontinuity. The values on each side of the jumps at ξ = 0± are found to
agree with the large distance limit of the density obtained the NESS regime, i.e.

ρ̃(0±) = lim
x→±∞

ρ∞(x) . (43)

This matching shows that there is no additional intermediate regime between the NESS x =
O(1), and the regime of rays x = O(t).

Current. For the scaling function of the current we obtain, again through explicit calculation
of the large time limit

J̃(ξ) = −
∫ kR

kL

dk

2π
k T (k)Θ(k − |ξ|) , (44)
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Figure 4: Asymptotic density (left panel) and current (right panel) at large time in the regime
of rays ξ = x/t fixed. (Orange) Plots of ρ̃(ξ) and J̃(ξ) as a function of ξ = x/t as given in Eqs.
42 and 45 for ρR = 4, ρL = 2 and g = 10. (Blue) For comparison, ρ(x, t) and J(x, t) are plotted
versus ξ = x/t for t = `

4πρR
= t`/2 and ` = 50. In this problem there are 2 pairs of light cones

at |ξ| = kR = 4π and |ξ| = kL = 2π. On this scale the density exhibits a jump at ξ = 0, which
is rounded on a scale x = O(1) in the NESS (see Fig. 1) with a perfect matching as ξ → 0±,
see Eq. (44) (the oscillations visible here for ξ ≈ 0 are actually part of the NESS regime).

where T (k) is given in (18). More explicitly, for kR > kL it gives

J̃(ξ) =



0 if ξ < −kR
1

2π ( ξ
2

2 − µR + g2

2 ln(g
2+2µR
g2+ξ2

)) if − kR < ξ < −kL
1

2π (µL − µR + g2

2 ln(g
2+2µR
g2+2µL

)) if − kL < ξ < kL
1

2π ( ξ
2

2 − µR + g2

2 ln(g
2+2µR
g2+ξ2

)) if kL < ξ < kR
0 if ξ > kR

, (45)

where we recall that the Fermi energies are µL/R =
k2
L/R

2 = π2

2 ρ
2
L/R. A plot of J̃(ξ) is shown

in the right panel of Fig. 4, together with an exact evaluation at finite time illustrating the
convergence. The function J̃(ξ) is a continuous function of ξ everywhere. One can check
that the conservation equation Eq. (40) is obeyed, including at the point ξ = 0 (the delta
function in ∂ξρ̃(ξ) is cancelled by the factor ξ in Eq. (40)). Note that in this model there
are two pairs of light cones at ξ = ±kL and ξ = ±kR respectively. Outside these two light
cones (|ξ| > max(kR, kL)) the current vanishes at large time. Inside these two light cones
(|ξ| < min(kR, kL)) the current is constant and equal to its value in the NESS (and so is the
density).

Kernel. We have found by explicit calculation that in this ray regime the kernel K(x = ξt, x′ =
ξ′t, t) vanishes unless ξ = ξ′ or ξ = −ξ′. More precisely one obtains the limiting scaling forms
for y, y′ = O(1)

lim
t→+∞

K(ξt+ y,±ξt+ y′) = K±ξ (y, y′) . (46)

The expression for K+
ξ (y, y′) is obtained as

K+
ξ (y, y′) =

∫ kR

0

dk

π
cos(k(y − y′))Θ(ξ) +

∫ kL

0

dk

π
cos(k(y − y′))Θ(−ξ) (47)

− sign(ξ)

∫ kR

kL

dk

2π
T (k)e−isign(ξ)k(y−y′)Θ(k − |ξ|)
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where we recall that T (k) = k2/(k2 +g2). Note that K+
ξ (y, y′) is a function of y−y′ only. From

this expression (47) in the limit of coinciding points one recovers the density ρ̃(ξ) in Eq. (41)
(using R(k) = 1 − T (k)) and the current J(ξ) in Eq. (44) using (15). It is important to note
that the kernel (47) matches exactly in the limit ξ → 0+ with the result (31) for the kernel
K∞(x, x′) of the NESS in the large distance limit x, x′ > 0.

The expression for K−ξ (y, y′) is given by

K−ξ (y, y′) = i sign(ξ)

∫ kR

kL

dk

2π

gk

g2 + k2
e−isign(ξ)k(y+y′)Θ(k − |ξ|) . (48)

This measures the quantum correlation between opposite rays. Once again the kernel (48)
matches exactly in the limit ξ → 0+ with the result (32) for the kernel K∞(x, x′) of the NESS
in the limit of very separated points x > 0, x′ < 0.

It is important to remark that the results for the density (41), the current (44) and the kernel
at coinciding rays (47) can be also obtained using the semi-classical method as we will see in
Section 8. However the result for K−ξ (y, y′) for opposite rays in Eq. (48) cannot be obtained
from this semi-classical method. Indeed, it contains additional information about correlations
at a finite distance from the two opposite rays which correspond to fermion wave-functions
which are split between reflected and transmitted waves by the defect.

3.3 Finite temperature generalisation

The previous result can be generalised to an initial state with non zero temperature TL/R
different on both sides of the impurity and with associated chemical potential µL/R. This
amounts to take as an initial kernel at t = 0

KL(x, x′) = Θ(−x)Θ(−x′)
∞∑
n=1

4

`
fL

(
2πn

`

)
sin

(
2πnx

`

)
sin

(
2πnx′

`

)
(49)

KR(x, x′) = Θ(x)Θ(x′)

∞∑
n′=1

4

`
fR

(
2πn′

`

)
sin

(
2πn′x

`

)
sin

(
2πn′x′

`

)
, (50)

where

fL/R(k) =
1

exp(βL/R(k
2

2 − µL/R)) + 1
, (51)

is the Fermi factor with βL/R = 1/TL/R. The density of fermions in the initial state is now
related to the chemical potentials via

ρL/R =

∫ +∞

0

dk

π
fL/R(k) . (52)

The calculation proceeds in the same way as for TL/R = 0 with a few additional details which
are given in Appendix D. We present here only the result for g > 0.

In the NESS regime x = O(1) the full kernel is presented in (D11) and from it we find the
asymptotic density at finite temperature, for x > 0:

ρ∞(x > 0) =

∫ ∞
0

dk

π

(
fR(k)− (fR(k)− fL(k))

2
T (k) + gfR(k)

k sin(2kx)− g cos(2kx)

g2 + k2

)
,

(53)
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and the expression for x < 0 can be obtained from the symmetry (20) with here µL ↔ µR and
TL ↔ TR. Note that the density retains a cusp at x = 0 even at finite temperature. The current
in the NESS at finite temperature is obtained as

J∞ = −
∫ ∞

0
dk
fR(k)− fL(k)

2π
k T (k) . (54)

Its low temperature expansion is performed in Appendix F and we display it here in the case

µL = µR =
k2F
2

J∞ =
π

6
(T 2
L − T 2

R)
g2

(g2 + k2
F )2

+
7π3

15

g2

(g2 + k2
F )4

(T 4
L − T 4

R) .+O(T 6
R, T

6
L) (55)

Note that in the absence of impurity, for g = 0, one has instead (for any µL/R)

J∞|g=0 =
µL − µR

2π
+

1

2π
(TLe

−µL/TL − TRe−µL/TR) (56)

which generalizes the standard zero temperature result. Note that the g = 0 case has been
studied for the same model in a high temperature limit k2

R/TR ∼ k2
L/TL � 1 where interesting

equilibration properties were found [50]. In our case (g 6= 0), one can show that the current is
proportional to TR ∼ TL at high temperature.

In the ray regime ξ = x/t = O(1) we find the density

ρ̃(ξ) =

∫ ∞
0

dk

2π

(
fR(k) + fL(k) + sgn(ξ)(fR(k)− fL(k)) (R(k) + T (k)Θ(|ξ| − k))

)
, (57)

and the current

J̃(ξ) = −
∫ ∞

0
dk
fR(k)− fL(k)

2π
kT (k)Θ(k − |ξ|) (58)

These results are plotted in Fig. 5.

3.4 Energy current

Let us a recall the definition of the heat current in quantum mechanics for a single particle
with a Hamiltonian Ĥ = −1

2∂
2
x + V (x) and described by the wavefunction ψ(x, t), see e.g. [66].

The local energy q(x, t) and heat current jq(x, t) are given by

q(x, t) =
1

2
(∂xψ(x, t)∗)(∂xψ(x, t)) + ψ(x, t)∗V (x)ψ(x, t) , (59)

jq(x, t) = −1

2
Re
(
i(Ĥψ)(x, t)∗∂xψ(x, t)

)
. (60)

The total averaged energy is recovered from
∫
dx q(x, t) = 〈ψ|Ĥ|ψ〉 while q(x, t) and jq(x, t)

obey the conservation equation (from the Schrödinger equation)

∂tq(x, t) + ∂xjq(x, t) = 0 . (61)

For noninteracting fermions with the initial condition considered here (see Section 2.3), each
state ψnL/R(x, t) evolves independently, hence the total local energy Q(x, t) and energy current
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Figure 5: Plot of the asymptotic density ρ̃(ξ) and current J̃(ξ) in the ray regime as a function
of ξ = x/t for non zero temperature as given by Eqs. 57 and 58 for ρR = 4, ρL = 2 and
g = 10. The temperatures are identical on both sides with TL = TR equal to 1 (orange curve)
and 10 (blue curve). We notice that the singularities at the light cones ξ = ±kR/L are rounded
compared to the zero temperature case shown in Fig. 4.

JQ(x, t) are given by the corresponding sums of the one-body contributions weighted by the
Fermi factors. The time dependent energy current is thus given by

J
L/R
Q (x, t) =

∞∑
n=1

fL/R(kn)Im
(

(Ĥgψ
n
L/R)(x, t)∗∂xψ

n
L/R(x, t)

)
, (62)

where kn = 2πn
` and Ĥg is the single-particle Hamiltonian with a delta-impurity in Eq. (1).

The explicit calculation is performed using methods which are similar the ones used for the
density and the particle current. They are summarized in Appendix E. One finds that in the
large time limit the energy current JQ(x, t) converges to an asymptotic constant value JQ,∞
which reads

JQ,∞ = −
∫ ∞

0

dk

2π
(fR(k)− fL(k))kE(k)T (k) , E(k) =

k2

2
. (63)

In the low temperature limit and in the case µL = µR =
k2F
2 the current has the following

expansion (see Appendix F)

JQ,∞ =
π

12

k2
F (2g2 + k2

F )

(g2 + k2
F )2

(T 2
L − T 2

R)− 7π3

30

g4

(g2 + k2
F )4

(T 4
L − T 4

R) +O(T 6
R, T

6
L) . (64)

It is interesting to compare the first term in this low-temperature expansion with a result for
the energy current obtained in [32]

JCFT
Q,∞ = c

π

12
cos2 α(T 2

L − T 2
R) , (65)

where c is the central charge. A simple derivation of this result was given in [32] for free Majorana
fermions (corresponding to c = 1/2). In that work cos2 α is the transmission coefficient of the
defect, i.e. the analog of T (kF ) here. However the coefficient of T 2

L − T 2
R that we obtain here

in (64) is not equal to π
12T (kF ) as would be predicted by the model of [32] taking into account

that here c = 1. The discrepancy can be understood as follows. From similar methods as in
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Appendix F one can show that for a general dispersion relation E(k) our formula (64) becomes
to leading order for small TL and TR

JQ,∞ '
π

12

1

kF
(∂k(E(k)T (k))) |k=kF (T 2

L − T 2
R) . (66)

Performing the derivative with respect to k in (66) we obtain two terms. The first one is
∝ E′(kF )T (kF )/kF = T (kF ) and coincides with the result of [32]. The additional term
∝ E(kF )T ′(kF )/kF is non zero when the transmission coefficient depends on the momentum k,
as it is the case here. This additional term is negligible compared to the first one only when
the impurity strength is small, i.e., g � kF .

Note that in the absence of the impurity, i.e. for g = 0, the low-temperature expansion of
JQ,∞ reads for arbitrary µL/R

JQ,∞|g=0 =
µ2
L − µ2

R

4π
+
π

12
(T 2
L−T 2

R)− 1

2π
(T 2
Le
−µL/TL−T 2

Re
−µR/TR)+O(e−2µL/TL , e−2µR/TR) (67)

The expansion formula for g 6= 0 and µL 6= µR are given in the Appendix F.

4 Exact calculation at finite time and finite size

In this section we derive an exact formula for the kernel at any time t in a system with of size
`. This will be the starting point for the asymptotic analysis for `→ +∞ and subsequently for
the computation of the large time limit performed in the following sections.

4.1 Eigenbasis of Ĥg

We first consider here g > 0, and a finite interval x ∈ [−`/2, `/2] and specify further Ĥg by
imposing the vanishing of the wavefunctions at x = ±`/2. The eigenfunctions of Ĥg are either
even or odd in x, respectively labelled by a subscript ’+’ or ’−’. The odd eigenfunctions do not
feel the delta impurity (since they vanish at the location of the impurity) hence they read

φ−,q(x) =

√
2

`
sin(qx) , q ∈ Λ− =

{
2πn

`
, n ∈ N∗

}
, (68)

where we denote Λ− the lattice of possible values for the wavevector q.
The even eigenfunctions are also plane vaves, and denoted by φ+,q(x), but with a different

quantization condition on q. They read

φ+,q(x) =
1√

(g2 + q2) `2 + g
(q cos(qx) + g sin(q|x|)) , (69)

with the quantification condition (see Fig. (6))

q cos

(
q`

2

)
+ g sin

(
q`

2

)
= 0 ⇔ e−iq` = −q − ig

q + ig
, (70)

i.e., q` = −2atan(q/g) +mπ, which defines the lattice of possible wavevectors q ∈ Λ+

Λ+ =

{
q, q cos(

q`

2
) + g sin(

q`

2
) = 0 ∩ q > 0

}
. (71)

19



0.5 1.0 1.5 2.0 2.5 3.0 3.5
q

-4

-2

2

4

-q/g g=1

-q/g g=-1

tan(q l/2)
q∈Λ+ g=1

q∈Λ+ g=-1

q∈Λ-

0
�q/g, g = �1

�q/g, g = 1

tan(q`/2)
q q 2 ⇤+, g = �1

q 2 ⇤+, g = 1

q 2 ⇤�ta
n
(q
`/

2)
,�

q/
g

Figure 6: Graphical representation of the quantization condition in Eq. (70). It is plotted here
for g = ±1 and ` = 10. The intersection points − q

g = tan( q`2 ) generate the lattice q ∈ Λ+ (71).

The lattice Λ− corresponds to the roots of the equation 0 = tan( q`2 ) = sin( q`2 ) (see Eq. (68)).
Therefore the two lattices Λ+ and Λ− are intertwined. For g < 0 the situation is almost the
same but now − q

g has a positive slope. Note that for g < 0, there is an additional bound state
which cannot be shown on this figure.

Note that q and −q correspond to the same state, hence the condition q > 0. Equivalently the
states can be labeled by the strictly positive integers m ∈ N∗ (see Fig. (6)).

Finally, both the odd and even eigenstates φ±,q(x) are associated to the eigenenergy

E(q) =
q2

2
. (72)

4.2 Time dependent kernel

As discussed above, see Eq. (11), the time dependent kernel splits into two parts

K(x, x′; t) = KL(x, x′; t) +KR(x, x′; t) (73)

where each component evolves independently

KL(x, x′; t) =

NL∑
n=1

ψL∗n (x, t)ψLn (x′, t) , KR(x, x′; t) =

NR∑
n=1

ψR∗n (x, t)ψRn (x′, t) . (74)

Since the ψ
L/R
n ’s evolve according to the Schrödinger equation with Hamiltonian Ĥg in Eq. (1)

these components can be rewritten using the real time Green’s function

G(x, y, t) = 〈x|e−iĤgt|y〉 =
∑

σ=±,q∈Λσ

φσ,q(x)φ∗σ,q(y)e−iE(q)t , (75)

where the eigenfunctions φσ,q(x) of Ĥg are given in (68) and (69). This leads to

KL(x, x′; t) =

NL∑
n=1

ψL∗n (x, t)ψLn (x′, t) =

∫ 0

−`/2
dydy′G∗(x, y, t)G(x′, y′, t)KL(y, y′) , (76)

KR(x, x′; t) =

NR∑
n=1

ψR∗n (x, t)ψRn (x′, t) =

∫ `/2

0
dydy′G∗(x, y, t)G(x′, y′, t)KR(y, y′) . (77)
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The time evolution of the total kernel is thus obtained as the sum as in (73).
Let us first study KR(x, x′; t) in Eq. (77). Inserting the decomposition (75) of the Green’s

function together with the explicit expression of KR(y, y′) in Eq. (6) we obtain

KR(x, x′, t) =

∫ `/2

0
dydy′

∑
σa=±,ka∈Λσa

φ∗σa,ka(x)φσa,ka(y)eiE(ka)t

∑
σb=±,kb∈Λσb

φσb,kb(x
′)φ∗σb,kb(y

′)e−iE(kb)t
∑

k∈Λ−,k≤kR

4

`
sin(ky) sin(ky′)

=
∑

σa=±,ka∈Λσa

∑
σb=±,kb∈Λσb

∑
k∈Λ−,k≤kR

φ∗σa,ka(x)φσb,kb(x
′)ei(E(ka)−E(kb))t

∫ `/2

0
dy

√
4

`
φσa,ka(y) sin(ky)

∫ `/2

0
dy′
√

4

`
φ∗σb,kb(y

′) sin(ky′) , (78)

where, in the third and fourth lines, we have just reorganized the discrete sums and the integrals
over y and y′. The same manipulations can be performed for KL(x, x′, t). The overlap integrals
over y and y′ can be performed explicitly, which gives

KR/L(x, x′, t) =
∑

σa=±,ka∈Λσa

∑
σb=±,kb∈Λσb

∑
k∈Λ−,k≤kR/L

φ∗σa,ka(x)φσb,kb(x
′)ei(E(ka)−E(kb))t

×

 1√
2
δσa,−δk,ka ±

23/2

`

kka

(k2 − k2
a)
√
g2 + k2

a + 2g
`

δσa,+


×

 1√
2
δσb,−δk,kb ±

23/2

`

kkb

(k2 − k2
b )
√
g2 + k2

b + 2g
`

δσb,+

 , (79)

where, in the last two factors in brackets, the + sign refers to KR and the − to KL. To compute
the full kernel we add the two halves and develop the product to get

K(x, x′, t) =

(
NR∑
n=1

+

NL∑
n=1

)
1

2

2

`
sin

(
2πnx

`

)
sin

(
2πnx′

`

)
︸ ︷︷ ︸

A=AR+AL

(80)

+

 ∑
k∈Λ−,k≤kR

+
∑

k∈Λ−,k≤kL

 ∑
ka∈Λ+,kb∈Λ+

2

(
2

`

)3 ka cos(kax) + g sin(ka|x|)
g2 + k2

a + 2g
`

× kb cos(kbx
′) + g sin(kb|x′|)

g2 + k2
b + 2g

`

k2kakb
(k2
a − k2)(k2

b − k2)
ei(E(ka)−E(kb))t︸ ︷︷ ︸

B=BR+BL

+
∑

k∈Λ−,kL<k≤kR

∑
kb∈Λ+

(
2

`
)2 sin(kx)

kb cos(kbx
′) + g sin(kb|x′|)

g2 + k2
b + 2g

`

kkb
k2 − k2

b

ei(E(k)−E(kb))t

︸ ︷︷ ︸
C

+
∑

k∈Λ−,kL<k≤kR

∑
ka∈Λ+

(
2

`
)2 sin(kx′)

ka cos(kax) + g sin(ka|x|)
g2 + k2

a + 2g
`

kka
k2 − k2

a

ei(E(ka)−E(k))t

︸ ︷︷ ︸
D

,
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which is the sum of four terms denoted A = AR + AL, B = BR + BL, C,D as indicated in
the equation. These terms satisfy the symmetries: A(x, x′) is real and symmetric, B(x, x′) =
B∗(x′, x) and D(x, x′) = C∗(x′, x).

Remarks:

(i) Symmetries: Since the initial kernel is unchanged under the simultaneous transformation
(kL, kR, x)→ (kR, kL,−x) and because of the invariance of Ĥg under parity transformation x→
−x, it follows that K(x, x′, t) is also unchanged under (kL, kR, x) → (kR, kL,−x). The density
ρ(x, t) has thus the same invariance and the current satisfies JkL,kR(x, t) = −JkR,kL(−x, t). This
property is the finite time analog of the relations valid for the NESS stated in Eq. 20.

(ii) Contribution to the current: Since the term A is real, it does not contribute to J(x, t), i.e.,
JA(x, t) = 0 (see Eq. (15)). It is easy to see that the term B gives only an odd contribution
to the current, i.e. JB(x, t) = −JB(−x, t). Hence the term B cannot contribute to J∞, the
current in the NESS, which is uniform. It does however contribute to ρ∞(x). The current in
the NESS is thus only determined by C +D which gives an even contribution at all time t, i.e.,
JC+D(x, t) = JC+D(−x, t).

5 Thermodynamic limit `→ +∞

Our first goal is to obtain a formula for the kernel for the infinite system, i.e., lim`→+∞K(x, x′, t)
for fixed x, x′, t, which, for notational convenience, we will also denote by K(x, x′, t). Here we
consider the case of a repulsive impurity g > 0 – the analysis of an attractive impurity g < 0 is
performed in Appendix C. Let us recall that we take the limit `→∞ while fixing the left and

right initial densities
2NL/R

` = ρL/R =
kL/R
π . This is possible thanks to a contour integration

trick that we explain below. From the exact expression for the kernel in (80), one can write

K(x, x′, t) = AL(x, x′) +AR(x, x′) +C(x, x′, t) +C∗(x′, x, t) +BL(x, x′, t) +BR(x, x′, t) , (81)

where we have used the relation D(x, x′, t) = C∗(x′, x, t). We now give the expressions of the
limits when ` = +∞ of the terms AL/R, BL/R and C separately.

The term A(x, x′): From (80) we see that it is time independent and, in the large ` limit, it
is given by the reflected sine-kernel (see e.g. [10, 11])

AL/R(x, x′) = lim
`→∞

1

`

NL/R∑
n=1

sin

(
2πnx

`

)
sin

(
2πnx′

`

)
=

∫ kL/R

0

dk

2π
sin(kx) sin(kx′)

=
ρL/R

4

(
sin(kL/R(x− x′))
kL/R(x− x′) −

sin(kL/R(x+ x′))

kL/R(x+ x′)

)
. (82)

The term C(x, x′, t): From (80) the term C is given by a double sum

C = C(x, x′, t) =
4

`2

∑
kb∈Λ+

kR∑
k∈Λ−,k=k+L

hx,x′,t(k, kb)

k − kb
(83)
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Figure 7: Illustration of the contour γc over which the integral over k in the first line of (85) is
performed.

with kL = 2πNL/`, k
+
L = 2π(NL + 1)/` and kR = 2πNR/` and we recall that the lattices Λ−

and Λ+ are defined in Eqs. (68) and (71) respectively. We have also defined the function 1

hx,x′,t(k, kb) = sin(kx)
kb cos(kbx

′) + g sin(kb|x′|)
g2 + k2

b

kkb
k + kb

e
i
2

(k2−k2b )t . (84)

Taking the limit `→∞ of (83) to obtain a double integral is very delicate due to the presence
in the sum of a pole 1

k−kb and the fact that the two lattices Λ− and Λ+ are intertwined (see
Fig. 6). Let us first state the result and give its derivation below. One finds

lim
`→∞

C(x, x′, t) =

∫ +∞

0

dkb
π

[(∫ kL+iε

kL

dk

π
+

∫ kR+iε

kL+iε

dk

π
−
∫ kR+iε

kR

dk

π

)
hx,x′,t(k, kb)

k − kb

]
+

∫ kR

kL

dkb
π

(
i+

g

kb

)
hx,x′,t(kb, kb) . (85)

The first line of (85) is an integral over a contour that we denote γc consisting in straight lines
in the complex k-plane, forming a half-rectangle as represented in Fig. 7. Its value does not
depend on the parameter ε > 0 since hx,x′,t(k, kb) as a function of k does not have poles in
the strip [kL, kR] + iR+. In addition to the derivation given below we have carefully checked
numerically this formula (85) for a variety of function h which share the same properties.

Let us now give the derivation of this result in Eq. (85). The idea is inspired from [51],
although some details are different here. The trick is to replace the discrete sum over k in (83)
by a contour integral as follows

C(x, x′, t) =
4

`2

∑
kb∈Λ+

∫
Γ0

dk

2π

`

ei`k − 1

hx,x′,t(k, kb)

k − kb
, (86)

where the contour Γ0 is a union of very small circles centered around the points k = 2πn
` with

NL + 1 ≤ n ≤ NR and oriented counterclockwise (see Fig. 8). The circles should be small
enough so that the contour does not enclose any point k = kb ∈ Λ+. We now deform the
contour Γ0 into the closed counterclockwise contour γδ which is the rectangle with the four
corners k+

L − 2πδ
` − iε, k+

L − 2πδ
` + iε, kR + 2πδ

` + iε, kR + 2πδ
` − iε, represented in Fig. 8. The

parameter 0 < δ < 1 is chosen small enough so that the contour does not contain any point kb

1Since we are eventually interested in the large ` limit we omitted in (84) the unimportant extra factor 2g/`
in the denominator in (80), which should be restored to obtain finite ` formula.
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Figure 8: Illustration of the contours Γ0 (upper panel) and γδ (lower panel) used in Eqs. (86)
and (87) respectively.

of Λ+ located to the left of k+
L and to the right of kR. During this deformation one encounters

only the poles at k = kb ∈ Λ+∩]k+
L , kR[. Taking into account the residues associated to these

poles one obtains

C(x, x′, t) =
4

`2

( ∑
kb∈Λ+

∮
γδ

dk

2π

`

ei`k − 1

hx,x′,t(k, kb)

k − kb
−2πi

∑
kb∈Λ+∩]k+L ,kR[

`

2π

1

ei`kb − 1
hx,x′,t(kb, kb)

)
.

(87)

Until now this is an exact rewriting of C(x, x′, t) in Eq. (83) valid for any `. For any kb ∈ Λ+,
using the second relation in (70), one can evaluate the factor

1

ei`kb − 1
= −1

2
+
i

2

g

kb
. (88)

We now take the large ` limit on Eq. (87). The factor 1
ei`k−1

→ 0 for Im k < 0 and 1
ei`k−1

→ −1
for Im k > 0. Hence the k integral in (87) over the counterclockwise closed contour γδ becomes
the k integral over the clockwise half-rectangle in (85) 2 In addition the sum over kb becomes
an integral in the large ` limit. This leads to the result (85).

The term B(x, x′, t): We now give the large ` limit of BL(x, x′) and BR(x, x′) defined in (80).
Each term can be decomposed as the sum of two terms

BR/L(x, x′, t) = Boff-diag
R/L (x, x′, t) +Bdiag

R/L(x, x′) (89)

where the first term comes from the terms ka 6= kb in the triple sum in (80), while the second
one comes from the terms ka = kb and does not depend on time. As detailed in the Appendix

2Proving the convergence for the vertical parts of the contour γc is non-trivial, which is why we did careful
numerical checks of (85). This problem does not occur in [51, 63].
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A, we obtain the first term in (89) as

Boff-diag
R (x, x′, t) =

∫ ∞
0

∫ ∞
0

dka
π

dkb
π
Fx,x′(ka, kb)e

1
2
i(k2a−k2b )t (90)

×
[

1

2π

(
kb log( kb+kR

|kb−kR|)− ka log( ka+kR
|ka−kR|)

k2
a − k2

b

) +
g

2(k2
a − k2

b )
(Θ(kR − ka)−Θ(kR − kb))

)]
,

where we have defined the function

Fx,x′(ka, kb) = 2
ka cos(kax) + g sin(ka|x|)

g2 + k2
a

kb cos(kbx
′) + g sin(kb|x′|)
g2 + k2

b

kakb . (91)

The second term in (89) is obtained in the large ` limit as

Bdiag
R (x, x′) =

∫ kR

0

dka
2π

Fx,x′(ka, ka)
(g2 + k2

a)

2k2
a

. (92)

The termsBoff-diag
L (x, x′, t) andBdiag

L (x, x′) are simply obtained fromBoff-diag
R (x, x′, t) andBdiag

R (x, x′)
by substituting kR → kL in Eqs. (90) and (92).

6 Large time limit: stationary state at fixed position x

In the previous section we have obtained the expression of the kernel in the thermodynamic
limit lim`→+∞K(x, x′, t) in (81) together with (89), as a sum of several terms. Now we can
take the limit t→ +∞ of each term in this expression for fixed positions x and x′ to obtain

K∞(x, x′) = lim
t→+∞

lim
`→+∞

K(x, x′, t) . (93)

In (81) and (89) the terms AL/R(x, x′) and Bdiag
R/L(x, x′) are independent of time. As shown

in Appendix B, the terms Boff−diag
L/R (x, x′, t) decay to zero at large time as power laws in time.

Finally C(x, x′, t) goes to a finite limit C∞(x, x′) where only the last term in (85) (coming from
the residues) survives at large time, as discussed in Appendix B where the time decay is studied.
From the last term in (85) we obtain

C∞(x, x′) =
1

2

∫ kR

kL

dk

π
(g + ik) sin(kx)

k cos(kx′) + g sin(k|x′|)
g2 + k2

. (94)

As a result the kernel at infinite time, i.e., in the NESS, is obtained as the sum

K∞(x, x′) = AR(x, x′) +AL(x, x′) +Bdiag
R (x, x′) +Bdiag

L (x, x′) + E(x, x′) , (95)

where the terms AL/R(x, x′) are given in (82),

E(x, x′) = C∞(x, x′) + C∞(x′, x)∗ , (96)

where C∞(x, x′) is given in (94), and we recall

Bdiag
R/L(x, x′) =

∫ kR/L

0

dk

2π

k cos(kx) + g sin(k|x|)
g2 + k2

(k cos(kx′) + g sin(k|x′|)) . (97)
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Stationary density. The stationary density can be obtained from the kernel using the relation
ρ∞(x) = K∞(x, x). It can be written as the sum ρ∞(x) = ρA(x) + ρB(x) + ρE(x) of the
contributions of the terms in (95) with

ρA(x) =
ρR
4

(
1− sin(2kRx)

2kRx

)
+
ρL
4

(
1− sin(2kLx)

2kLx

)
(98)

ρB(x) =
ρR
4

+
ρL
4

+

(∫ kR

0
+

∫ kL

0

)
dk

4π

(k2 − g2) cos(2kx) + 2gk sin(2k|x|)
g2 + k2

(99)

ρE(x) = g

∫ kR

kL

dk

π
sin(kx)

k cos(kx) + g sin(k|x|)
g2 + k2

=

∫ kR

kL

dk

2π

g

g2 + k2
(k sin(2kx) + sgn(x)g(1− cos(2kx))) . (100)

Let us rewrite ρA(x) using the identity

ρR
4

sin(2kRx)

2kRx
=

sin(2kRx)

8πx
=

∫ kR

0

dk

4π
cos(2kx) . (101)

Summing the different contributions to ρ∞(x), one obtains

ρ∞(x) =
kR + kL

2π
+ sgn(x)

∫ kR

kL

dk

2π

g2

g2 + k2
(102)

+

(∫ kR

0
+

∫ kL

0

)
dk

4π

(−2g2) cos(2kx) + 2gk sin(2k|x|)
g2 + k2

+

∫ kR

kL

dk

2π

g

g2 + k2
(k sin(2kx)− g sgn(x) cos(2kx)) . (103)

In that expression the constant parts can be rewritten for x > 0 and x < 0 respectively as

kR + kL
2π

+

∫ kR

kL

dk

2π

g2

g2 + k2
=
kR
π
−
∫ kR

kL

dk

2π

k2

g2 + k2
, (x > 0) (104)

kR + kL
2π

−
∫ kR

kL

dk

2π

g2

g2 + k2
=
kL
π
−
∫ kL

kR

dk

2π

k2

g2 + k2
, (x < 0) , (105)

as in Eq. (21). Next, regrouping the terms proportional to cos(2kx) and sin(2kx) in the integrals
one can check that it is identical to the expression given in Eq. (21).
Stationary current. For the current, using (15) one obtains in the large time limit

JA(x) = 0 (106)

JB(x) = 0 (107)

JE(x) = −
∫ kR

kL

dk

2π

k3

g2 + k2
=

1

4π
(k2
L − k2

R +
g2

2
ln(

g2 + k2
R

g2 + k2
L

)) (108)

where the first two contributions vanish since A and B are both real, and the third simplifies.
The total result for the current in the NESS regime can thus be written as

J∞(x) = J∞ =
1

4π

(
k2
L − k2

R +
g2

2
ln

(
g2 + k2

R

g2 + k2
L

))
(109)
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Using µR/L = 1
2k

2
R/L one can rewrite this result as in (26) in terms of the Fermi energies on

both sides.

Stationary kernel. Putting all terms together in (95) and using standard trigonometric
relations we find for x, x′ > 0 the result for K∞(x > 0, x′ > 0) given in Eq. (29). Note
that the first term in (29) is the sine-kernel associated to the right side of the system, namely
sin(kR(x− x′))/(π(x− x′)). One can rewrite this result as (we recall that here g > 0)

K∞(x > 0, x′ > 0) =

∫ kR

0

dk

π
cos(k(x− x′))−

∫ kR

kL

dk

2π

k2

g2 + k2
e−ik(x−x′)

+
g

π
eg(|x|+|x

′|)ImE1((g + ikR)(|x|+ |x′|)) . (110)

Similarly, for x > 0 and x′ < 0 one finds the result for K∞(x > 0, x′ < 0) given in Eq. (30).
Once again, it is equivalent to the following expression

K∞(x > 0, x′ < 0) =
g

2π
eg(|x|+|x

′|)(ImE1((g + ikR)(|x|+ |x′|)) + ImE1((g + ikL)(|x|+ |x′|)))

+

(∫ kR

0
+

∫ kL

0

)
dk

2π
cos(k(x− x′))

+

∫ kR

kL

dk

2π

k

g2 + k2
(g sin k(x+ x′) + i(k sin k(x− x′)− 2g sin(kx) sin(kx′))) . (111)

Large distance limits. Interestingly this stationary kernel has several non-trivial limits far
from the defect. Indeed consider first the expression (29) for x, x′ → +∞ with x−x′ fixed. Let
us use the following property. For any smooth function with bounded f ′′(k), as u → +∞ one
has ∫ kR

0
dkf(k) sin(ku) =

f(0)− f(kR) cos kRu

u
+ o

(
1

u

)
(112)∫ kR

0
dkf(k) cos(ku) =

f(kR) sin kRu

u
+ o

(
1

u

)
. (113)

This can be shown by performing two successive integrations by parts with respect to k. This
shows that the last term in (29)∫ kR

0

dk

π

gk sin (k(x+ x′))− g2 cos (k(x+ x′))

k2 + g2
(114)

' −1

π(x+ x′)

g

k2
R + g2

(kR cos(kR(x+ x′)) + g sin(kR(x+ x′))) ,

decays to zero at large distance. The asymptotic behavior is thus given by (31).
Another interesting limit is x→ +∞, x′ → −∞ with x+ x′ = O(1) fixed. In that case, by

a similar calculation as above, the terms depending on x − x′ in (30) decay to zero leading to
the asymptotics given in (32).

7 Large time limit with ξ = x/t, ξ′ = x′/t fixed

In this section we study the large time limit of the kernel in the regimes of rays, i.e. x, x′, t→∞
with ξ = x/t and ξ′ = x′/t fixed and O(1). We start from the expression (81) for the kernel
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K(x, x′, t) in the ` = +∞ limit. It is a sum of terms of type A,C,B which are given in Eq.
(82) for A, in Eq. (85) for C and in Eqs. (89), (90) and (92) for B. In these expressions, we
will set x = ξt + y and x′ = ξt + y′ and study the large t limit at fixed ξ, ξ′ = O(1) and fixed

y, y′ = O(1). As we show below the terms AL/R and Bdiag
L/R are simple to analyze. The study of

the term C requires a modification of the contour integral trick used for the NESS, as pointed
out in [51]. We now examine these terms independently.
The term A(x, x′). From (82) this term decays to zero unless ξ = ±ξ′. In the first case one
finds

AL/R(ξt+ y, ξt+ y′) '
ρL/R

4

sin(kL/R(y − y′))
kL/R(y − y′) , (115)

while in the second case one finds

AL/R(ξt+ y,−ξt+ y′) ' −
ρL/R

4

sin(kL/R(y + y′))

kL/R(y + y′)
. (116)

The term C(x, x′, t). Inserting x = ξt+ y and x′ = ξt+ y′ in (85) we will treat separately the
contour integral in the first line and the residue part in the second line of that equation. In the
contour integral over k in (85) one must be careful with the factor which comes from the factor
containing sin(kx) in the function hx,x′,t(k, kb) in (84), and which reads schematically

eik(ξt+y) − e−ik(ξt+y)

2i(k − kb)
e
i
2
k2t . (117)

Previously, for ξ = 0, this term was decaying to zero at large t since Im(k) > 0 along the
contour. For ξ 6= 0 let us rewrite (117) setting k = k̄ + iq, as

e
i
2

(k̄2−q2)t

2i(k − kb)
(
e−q((ξ+k̄)t+y)eik̄(ξt+y) − eq((ξ−k̄)t+y)e−ik̄(ξt+y)

)
. (118)

Let us recall that on the contour in (85) q = Im(k) > 0 and k̄ ∈ [kL, kR]. Consider first ξ > 0.
In that case the first term in (118) can be discarded at large time, and the second term diverges
at large time if k̄ = Rek < ξ. Since k̄ ≥ kL, if ξ < kL we can still discard the contribution of the
contour integral at large time. If ξ > kL we need to deform the contour to be able to handle the
large time limit of (85). Consider first the case kL < ξ < kR. Denoting γc the original contour,
one writes

∫
γc

=
∫
γc′

+
∮
γc′′

where the contours are represented in Fig. 9. One has∫
γc′

dk = −
∫ kL

kL−iε
dk +

∫ ξ+ y
t
−iε

kL−iε
dk +

∫ ξ+ y
t
+iε

ξ+ y
t
−iε

dk +

∫ kR+iε

ξ+ y
t
+iε

dk −
∫ kR+iε

kR

dk (119)

and, as we argue below, the contribution of γc′ vanishes at large time. On the other hand,
since γc′′ is a closed contour which surrounds the interval [kL, ξ + y

t ], its total contribution to
C(ξt+y, ξ′t+y′, t) is given by a sum of residues at k = kb and reads (it involves only the second
term in (117) since the first term can be discarded for any ξ > 0)∫ +∞

0

dkb
π

∮
γc′′

dk

π

hξt+y,ξ′t+y,t(k, kb)

k − kb
= −2i

∫ ξ+ y
t

kL

dkb
π

−1

2i
e−ikb(ξt+y)h̃ξ′t+y′,t(kb, kb) , (120)

where

h̃x′,t(k, kb) =
kb cos(kbx

′) + g sin(kb|x′|)
g2 + k2

b

kkb
k + kb

e
i
2

(k2−k2b )t (121)
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ϵ ϵ ϵ
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Re(k)

Figure 9: Illustration of the contour γc, γc′ and γc′′ . To be precise the contour γc′ includes the
vertical line at ξ + y

t (instead of ξ as indicated in the figure) but this difference is irrelevant in
the large t limit.

It thus adds to the residue term on the second line of (85), noting however that in (85)
hx,x′,t(k, kb) = sin(kx)h̃x′,t(k, kb).

Let us now discuss the contribution of the contour γc′ in Fig. (9) denoting k = k̄ + iq. The
general idea is that this new contour has been chosen such that its contribution decays to zero
at large time. For the first and last term in (119), it is clear that the large time limit vanishes
since q(ξ − k̄) < 0 in both cases on the new contour. It is convenient to take again the limit
ε → +∞ which makes the contributions of the horizontal parts (second and fourth terms in
(119)) vanish. Let us analyze the contribution to C of the remaining integral (the third integral
in the right hand side of Eq. (119)) along the vertical axis at k̄ = ξ + y

t , setting y = y′ = 0 the
conclusion remains unchanged for the general case. Writing q = ξ + iq, it reads (retaining only
the second term in Eq. (118))

−1

2

∫ +∞

0

dkb
π

∫ +∞

−∞

dq

π

kb cos(kbξ
′t) + g sin(kb|ξ′|t)
g2 + k2

b

(ξ + iq)kb
(ξ + iq)2 − k2

b

e−
i
2

(ξ2+q2+k2b )t . (122)

One can argue that this integral vanishes at large time. By expressing the sine and cosine
terms in (122) as the sum of exponentials, the resulting exponential terms have the form

e−
i
2

(q2+(kb±ξ′)2+ξ2−(ξ′)2)t which have a saddle point at q = 0, kb = ±ξ′. By expanding around
these saddle points kb = ±ξ′ + p one finds that the integral decays algebraically at large t.

For ξ < 0 it is the second term in (118) which vanishes at large time. For the first term in
(118) one can perform the same manipulations as above with ξ → |ξ| and the right hand side
in (120) is changed to

sign(ξ)

∫ |ξ|
kL

dkb
π
e−sign(ξ)ikb(ξt+y)f̃ξ′t+y′,t(kb, kb) , (123)

where we have used that the shift by y/t in the bounds of the integral is irrelevant in the
following.

Discarding all the terms which vanish at large time, we are left with the sum of (118) and
the contribution from the second line in (85) which leads to

C(ξt+ y, ξ′t+ y′) '
(

sign(ξ)

∫ max(min(|ξ|,kR),kL)

kL

dkb
π
e−sign(ξ)ikb(ξt+y) (124)

+

∫ kR

kL

dkb
π

(i+
g

kb
) sin(kb(ξt+ y))

)
kb
2

kb cos(kb(ξ
′t+ y′)) + g sin(kb|ξ′t+ y′|)

g2 + k2
b

.
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It vanishes at large time unless ξ′ = ξ or ξ′ = −ξ. For ξ′ = ξ we find using standard trigonometric
identities

C(ξt+ y, ξt+ y′) ' sign(ξ)

∫ max(min(|ξ|,kR),kL)

kL

dkb
4π

kb(kb − ig)

g2 + k2
b

e−isign(ξ)kb(y−y′) (125)

+

∫ kR

kL

dkb
π

g + ikb
4(g2 + k2

b )
(kb sin(kb(y − y′)) + (sign(ξ))g cos(kb(y − y′)) ,

from which one computes the combination C(ξt+y, ξt+y′)+C(ξt+y′, ξt+y)∗ which is needed
for the kernel (see Eq. (81)). For ξ′ = −ξ we find similarly

C(ξt+ y,−ξt+ y′) ' signξ

∫ max(min(|ξ|,kR),kL)

kL

dkb
4π

kb(kb − ig)

g2 + k2
b

e−isign(ξ)kb(y+y′) (126)

+

∫ kR

kL

dkb
4π

ikb + g

g2 + k2
b

(kb sin(kb(y + y′)) + g(signξ) cos(kb(y + y′))

from which one computes the combination C(ξt + y,−ξt + y′) + C(−ξt + y′, ξt + y)∗ which is
needed for the kernel (see Eq. (81)).

The term B(x, x′, t). Let us start with Bdiag
R (x, x′, t). From (92) one has

Bdiag
R (ξt+ y, ξ′t+ y′) =

∫ kR

0

dka
2π

F̃ξt+y,ξ′t+y′(ka)

g2 + k2
a

(127)

where
F̃x,x′,t(ka) = (ka cos(kax) + g sin(ka|x|))(ka cos(kax

′) + g sin(ka|x′|)) (128)

Using trigonometric identities, one finds that it vanishes at large time except for ξ′ = ±ξ. One
finds for ξ′ = ξ

Bdiag
R (ξt+ y, ξt+ y′) =

∫ kR

0

dka
4π

cos ka(y − y′) (129)

and for ξ′ = −ξ

Bdiag
R (ξt+ y,−ξt+ y′) =

∫ kR

0

dka
4π

cos ka(y + y′) . (130)

Finally note that the term Boff−diag
L/R (x, x′, t), which was shown to vanish in the NESS regime

(see previous Section 6), is expected to also vanish in the present ray regime (although we will
not study here its decay in detail).

Final result. Adding all the terms computed above we obtain the final result for the kernel
K±ξ (y, y′) = limt→+∞K(ξt+ y,±ξt+ y′). For K+

ξ we obtain, recalling the identity ρR
4

sin(kRx)
kRx

=∫ kR
0

dk
4π cos(kx),

K+
ξ (y, y′) =

ρL
2

sin(kL(y − y′))
kL(y − y′) +

ρR
2

sin(kR(y − y′))
kR(y − y′) (131)

+sign(ξ)

∫ max(min(|ξ|,kR),kL)

kL

dkb
2π

k2
b

g2 + k2
b

e−isign(ξ)kb(y−y′)

+

∫ kR

kL

dkb
2π

ik2
b sin(kb(y − y′)) + (signξ)g2 cos(kb(y − y′))

g2 + k2
b

.
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This can be reorganized, leading to the result given in the text in (47). From this formula we
obtain the density ρ̃(ξ) = K+

ξ (y, y), which is independent of y, and given in the text in (41).

Similarly one obtains the current J̃(ξ) = ImK+
ξ,01(y, y) leading to the expression (44).

For K−ξ , i.e. ξ′ = −ξ, we obtain

K−ξ (y, y′) = −i sign(ξ)

∫ max(min(|ξ|,kR),kL)

kL

dkb
2π

kbg

g2 + k2
b

e−isign(ξ)kb(y+y′)

+

∫ kR

kL

dkb
2π

gkb
g2 + k2

b

(sin(kb(y + y′)) + i(signξ) cos(kb(y + y′)) (132)

These two terms can be combined and one obtains the result (48).

8 Wigner function and semi-classical approach

It turns out that the results for the density and current obtained here by an exact computation
in the regime of large time and ξ = x/t fixed, agree with the prediction of a semi-classical
approach. A similar agreement was observed for the discrete model studied in [51]. Here in
addition we show that the agreement extends to the full kernel K(x, x′, t) at large time with
x = ξt + y, x′ = ξ′t + y′ obtained here in Section 7 with ξ′ = ξ and y, y′ = O(1) from an
exact computation. However, as we discuss below, this semi-classical approach does not allow
to predict the non trivial correlations obtained here for ξ′ = −ξ. Let us present here this
approach.

The many-body Wigner function W (x, k, t) was defined and studied in e.g. [67] in the case
of noninteracting fermions (see also [25]). It was shown to be related to the kernel via (we recall
that we set here ~ = 1)

W (x, k, t) =

∫ ∞
−∞

dy

2π
eikyK(x+

y

2
, x− y

2
, t) , (133)

and we recall that the time-dependent mean fermion density is simply

ρ(x, t) =

∫ ∞
−∞

dkW (x, k, t) . (134)

The Wigner function for fermions in an external potential obeys an exact time evolution
equation, see e.g. [24]. For smooth potentials one can define a semi-classical limit (~ → 0,
large N and fixed N~ see e.g. [25]) and this equation simplifies into the Liouville equation
∂tW = −k∂xW +V ′(x)∂kW . For a delta function potential this limit cannot be defined in that
way, but one can define instead a semi-classical form for the Wigner function by introducing
transmission and reflection coefficients, as was done in [51]. Let us now recall this approach.

Consider first the easier case with no defect. The fermions evolve freely with speed v(k),
and in the present model v(k) = k. The Liouville equation applies to this free evolution with
V ′(x) = 0 and the Wigner function is simply transported along the classical trajectories. It is
thus obtained from the trajectories run backward in time as

W (x, k, t) = W0(x− v(k)t, k) (135)

where W0(x, k) is the Wigner function at time t = 0. As described in Section 2.2, here we
consider an initial condition which is the product of two independent fermionic ground states,
separated by an infinite hard wall at x = 0. On each side of the wall one considers the ground
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x

k

t=0 t>0

kR

xx=t kR

kR

x=-t kR

k

xx=t kR

kR

x=-t kR

k

W(x,k)=1/(2pi)

W(x,k)=T(k)/(2pi)

W(x,k)=R(k)/(2pi)

Figure 10: Semi-classical evolution of the Wigner function. On the left panel we have indicated
the initial condition for which the Wigner function is equal to 1

2π in the black hatched area and
0 otherwise. For simplicity we choose kL = 0 and kR > 0. On the right top panel the Wigner
function is propagated at time t without reflection at x = 0 (this corresponds to g = 0 or
T (k) = 1). On the bottom right panel we show the evolution with g 6= 0: the blue hatched area
corresponds to transmitted part, while the red hatched area corresponds to the reflected part.
Therefore the Wigner function is affected by the corresponding factors R(k) and T (k) (see Eqs.
(138) and (139)). Note that to compute the density at a given point x one has to integrate the
Wigner function over the vertical line passing through x, as indicated in the figure.
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(x, t)
k > ξ

k < ξ

time

space

0
Figure 11: Illustration of some trajectories in the semi-classical method. The defect is at
position x = 0 (black dot). Consider a fermion which at time t is at position x = ξt (blue dot)
with momentum k. There are several possibilities for its initial position: (i) k < ξ and it was
to the right of the defect at time zero, (ii) k > ξ and either it was to the left of the defect and
has been transmitted (with probability T (k)) or it was to the right of the defect and has been
reflected (with probability R(k) = 1 − T (k)). The dashed line corresponds to k = ξ. Here we
assume T (k) = T (−k).

state at Fermi energy µL =
k2L
2 for x < 0, respectively µR =

k2R
2 for x > 0, of noninteracting

fermions in the absence of an external potential, with vanishing wave function at x = 0. The
corresponding kernel is given in Eqs. (4)-(6). As a consequence

W0(x, k) = WR
0 (x, k)Θ(x > 0) +WL

0 (x, k)Θ(x < 0) (136)

where the functions W
L/R
0 (x, k) are obtained from KL/R(x, x′) in (5),(6) by the same transfor-

mation as in (133). The exact calculation of these functions is performed in Appendix C.1 of
[68]. Away from a small layer of width x = O(1/kL/R) near the wall, it takes the form predicted
by the local density approximation (LDA)

W0(x, k) ' 1

2π
Θ(kR − |k|)Θ(x > 0) +

1

2π
Θ(kL − |k|)Θ(x < 0) (137)

which is discontinuous at x = 0, as represented in Fig. 10 (left panel). We will use this form
(137) from now on.

Now we add the defect at x = 0. Consider a fermion at position (x, t) with x > 0 and with
momentum k. If the condition ξ = x

t > v(k) holds, then the fermion has traveled to position
x without crossing the defect, as shown by the red solid line in Fig. 11. On the other hand,
if the condition ξ < v(k) holds, there are two possibilities (indicated by the blue solid lines in
Fig. 11): (i) either the fermion was at t = 0 on the half-line x < 0 to the left of the defect, and
it has been transmitted, or (ii) it was at t = 0 on the half-line x > 0 to the right of the defect,
and it has been reflected, see Fig. 11. The picture is similar for x < 0. Setting v(k) = k this
leads to the prediction, for x > 0

W (x, k, t) =
1

2π
((T (k)Θ(kL− |k|) +R(k)Θ(kR− |k|))Θ(k >

x

t
) + Θ(kR− |k|)Θ(k <

x

t
)) (138)

and for x < 0

W (x, k, t) =
1

2π
((T (k)Θ(kR− |k|) +R(k)Θ(kL− |k|))Θ(k <

x

t
) + Θ(kL− |k|)Θ(k >

x

t
)) (139)
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where T (k) and R(k) = 1 − T (k) are the transmission and reflection coefficients of the defect.
We have assumed here for simplicity that T (k) = T (−k). Although this applies to any defect
which is symmetric under x→ −x, for the present delta function potential one has

R(k) =
g2

g2 + k2
, T (k) =

k2

g2 + k2
. (140)

Note that the Wigner function is invariant under the symmetry x→ −x and kL → kR.
It is useful to rewrite the Wigner function using R(k) = 1−T (k) in the following form, with

ξ = x/t, for ξ > 0

W (x, k, t) =
1

2π
Θ(kR − |k|)−

T (k)

2π
Θ(kL ≤ k ≤ kR)Θ(k > ξ) , (141)

and for ξ < 0

W (x, k, t) =
1

2π
Θ(kL − |k|) +

T (k)

2π
Θ(−kR ≤ k ≤ −kL)Θ(k < ξ) . (142)

The density is then obtained from (134). Using (141) and (142) we obtain, with ξ = x
t fixed

ρ(x > 0, t) = ρR −
∫ kR

kL

dk

2π
T (k)Θ(k − ξ) (143)

ρ(x < 0, t) = ρL +

∫ kR

kL

dk

2π
T (k)Θ(k − |ξ|) , (144)

where in the second equation we have changed k → −k and used T (k) = T (−k). One can check
upon rearranging and using R(k) = 1 − T (k) that this prediction coincides with the result of
the exact calculation obtained in (41).

Let us now extend this prediction to the full kernel using the semi-classical Wigner function.
By inverse Fourier transform of (133) one has

K(x, x′, t) =

∫
dke−ik(x−x′)W

(
x+ x′

2
, k, t

)
. (145)

Let us consider the large time limit in the ray regime with x = ξt + y and x′ = ξt + y′, where
y, y′ = O(1). In that case one can approximate (145) as

K(ξt+ y, ξt+ y′, t) '
∫
dk e−ik(y−y′)W (ξt, k, t) . (146)

Using again (141), for t→ +∞ and ξ > 0 one obtains

K(ξt+ y, ξt+ y′, t) '
∫ kR

0

dk

π
cos(k(y − y′))−

∫ kR

kL

dk

2π
T (k)e−ik(y−y′)Θ(k − ξ) (147)

and using (142) for ξ < 0

K(ξt+ y, ξt+ y′, t) '
∫ kL

0

dk

π
cos(k(y − y′)) +

∫ kR

kL

dk

2π
T (k)eik(y−y′)Θ(k − |ξ|) , (148)

where we have used k → −k and the symmetry T (k) = T (−k). Remarkably, this semi-classical
prediction coincides with the exact limiting kernel in (47) obtained by explicit calculation for
the delta function potential model in the ray regime for any ξ 6= 0, including ξ = 0+ and
ξ = 0−. It is natural to expect that this semi-classical method will predict the correct behavior
for more general potential, although this remains to explored. However, as discussed in the
previous section, the semi-classical approach, in the present form, does not predict the kernel in
the NESS regime (except in the limit x, x′ → +∞ with x− x′ = O(1)) nor the kernel K−ξ (y, y′)
which is obtained for ξ′ = −ξ.
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9 Conclusion

In summary, we have studied a quantum quench of noninteracting fermions in one dimension in
the presence of a delta impurity at the origin whose strength is changed at t = 0 from g = +∞
to a finite value g. The initial state consists in two Fermi gases separately at equilibrium on
the two half-axis, with different bulk densities and temperatures TL/R. We have obtained exact
results in the thermodynamic limit (i.e., for an infinite size system) for the correlation kernel,
density and current (particle and energy) for any time t after the quench. This allowed us to
study analytically the large time limit of these quantities and their relaxation properties. We
found that there are two distinct regimes:

(i) For fixed position x and large time, the system relaxes to a non equilibrium steady
state (NESS) characterized by a uniform particle transport current J∞ and energy current JQ∞.
We have obtained explicit expressions for the kernel, density and J∞, J

Q
∞ in this regime as a

function of g. In particular, we showed that the density in the NESS exhibits a non-trivial
spatial dependence near the defect, with a jump in the first derivative at x = 0, oscillations
which extend far from the defect (which are non equilibrium analogs of Friedel oscillations) and
different plateau values at x = ±∞. We obtain the temperature dependence of the currents J∞
and JQ∞. In particular, in the low temperature limit, we find JQ∞ ∼ T 2

L − T 2
R, with a prefactor

that matches with the conformal field theory universal prediction in the small g limit.
(ii) The ray regime x ∼ ξt, at fixed ξ, where the density and current reach asymptotic

finite values which depend only on ξ. At zero temperature, their dependence on ξ shows slope
discontinuities along the two pairs of light cones at ξ = ±kL/R. We also obtain the spatial

dependence of the asymptotic kernel, denoted K+
ξ , in the vicinity of the ray ξ. We also obtain

K−ξ , which describes the correlations between two points with two opposite rays ξ and −ξ.
It is important to note that these two regimes match smoothly, as we have shown, which

indicates the absence of possible intermediate regime. This means that in the ray regime, as
ξ → 0± one recovers the asymptotic densities ρ∞(±∞) of the NESS, as well as the current J∞.
Finally, in the case (i) we have studied in detail the convergence in time t towards the NESS.
We have found that at zero temperature the kernel and the density decay as t−5/2 modulated
by oscillations, superposed to a t−3 non-oscillating part, towards their values in the NESS.

The present study is the analog for the non-equilibrium dynamics of our recent work in [14]
where we studied the ground state of noninteracting fermions in the presence of a delta impurity.
The form obtained here for the kernel and density in the NESS can be compared with the one
obtained at equilibrium in [14]. Although they have some common features (such as the cusp
in the density and Friedel-like oscillations) their overall form is different. In the limit kR = kL
(at zero temperature) they become identical, however only in the case g > 0. This can be
qualitatively understood since for g > 0 the excitations which are present in the initial state
can propagate to infinity, while for g < 0 there is a bound state which cannot carry propagating
excitations.

Our work has close relations to the work of Ljubotina, Sotiriadis and Prosen [51], which
has inspired the analytical methods used here. However, in addition to being defined on a
lattice, the initial state considered there is completely uncorrelated, while in our case there are
the correlations of a Fermi gas with two Fermi momenta kR and kL. This leads to a different
structure in the ray regime with two distinct pairs of light cones. As pointed out in Ref. [51], the
results for the density and the current in the ray regime can be obtained from a semi-classical
method. However the density in the NESS (at finite x) cannot be obtained from this method.
We have shown that the same properties hold in the present continuum model. In addition
we have computed the kernels K±ξ : while K+

ξ can indeed be predicted by the semi-classical

method, the kernel K−ξ which measures correlations in opposite rays cannot be predicted by
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this approach, and requires exact methods.
The present study unveils a number of correlation kernels, which have a non trivial form

at the Fermi scale kL/R, different from the universal sine kernel (which is recovered here only
outside the light cones). At variance with standard kernels of RMT, which also describe trapped
fermions at equilibrium, the present ones found here carry currents, hence they are not purely
real. It would be interesting to find analog in the context of RMT.

Finally, we obtained here the kernel in the NESS, but it would be interesting to obtain also
the full density matrix and compute other observables such as the entanglement entropy. This
is left for future studies.
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Appendix A: Large ` limit, term B

In this appendix we give some more details on the evaluation of the large ` limit of the term
B(x, x′, t) = BR(x, x′, t) + BL(x, x′, t) defined in the text in (80). As discussed in the text [see
Eq. (89)] each BL/R is split into two parts, an off-diagonal one with ka 6= kb and a diagonal one
with ka = kb. Below, we discuss them separately.

A.1 The off-diagonal part

Let us focus on the off-diagonal term Boff-diag
R from (80) (the term Boff-diag

L is obtained
similarly by changing kR → kL)

Boff-diag
R (x, x′, t) =

(
2

`

)3 ∑
k∈Λ−,k≤kR

∑
ka∈Λ+,kb∈Λ+

ka 6=kb

2
ka cos(kax) + g sin(ka|x|)

g2 + k2
a

×kb cos(kbx
′) + g sin(kb|x′|)
g2 + k2

b

k2kakb
(k2
a − k2)(k2

b − k2)
ei(E(ka)−E(kb))t , (A1)

where the discrete sum has been restricted to ka 6= kb (and the term 2g/` which is subdominant
at large ` has been removed). As in the text we denote

Fxx′(ka, kb) = 2
ka cos(kax) + g sin(ka|x|)

g2 + k2
a

kb cos(kbx
′) + g sin(kb|x′|)
g2 + k2

b

kakb . (A2)

The large ` analysis is very similar to the one presented in the text for the term C in Section 5.
Namely we replace the discrete sum over k in (A1) by a contour integral using the same trick
as in (87). The contour γδ in Fig. 8 is now a rectangle with kL replaced by 0, which in the large
` limit becomes again a half-rectangle, similar to γc in Fig. 7 (with kL set to zero). In addition
to this contour integral there are residues which we need to take into account. Since ka 6= kb
one sees that there are only simple poles at either k = ka or k = kb and their residues must be
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summed up. Hence we arrive at the following formula in the large ` limit

Boff-diag
R (x, x′, t) =

∫ ∞
0

∫ ∞
0

dka
π

dkb
π
Fxx′(ka, kb)e

i(E(ka)−E(kb))t

+

(∫ iε

0

dk

π
+

∫ kR+iε

+iε

dk

π
−
∫ kR+iε

kR

dk

π

)
k2

(k2
a − k2)(k2

b − k2)
(A3)

−2i

[
Θ(kR − ka)(−

1

2
+
i

2

g

ka
)Resk=ka + Θ(kR − kb)(−

1

2
+
i

2

g

kb
)Resk=kb

]
k2

(k2
a − k2)(k2

b − k2)

Let us now compute each term separately in (A3). The last line (the residue part) is found
to be equal to

1

2(k2
a − k2

b )
(Θ(kR − ka)(ika + g)−Θ(kR − kb)(ikb + g)) . (A4)

On the other hand the contour integral can be calculated explicitly, namely(∫ iε

0

dk

π
+

∫ kR+iε

+iε

dk

π
−
∫ kR+iε

kR

dk

π

)
k2

(k2
a − k2)(k2

b − k2)
(A5)

=
1

π(k2
a − k2

b )

[
kb
2

(
log(

kb + k

|kb − k|
) + iπΘ(k − kb)

)
− ka

2

(
log(

ka + k

|ka − k|
) + iπΘ(k − ka)

)]kR
0

,

which holds for any ε > 0. When adding to (A4) we see that the imaginary part cancels and
we are left with the result given in the text in (90).

A.2 The diagonal part

We now turn to the diagonal part, i.e., the term with ka = kb in (80), focusing on Bdiag
R (the

term Bdiag
L is obtained similarly by changing kR → kL). It reads

Bdiag
R (x, x′) =

(
2

`

)3 ∑
k∈Λ−,k≤kR

∑
ka∈Λ+

Fxx′(ka, ka)
k2

(k2
a − k2)2

, (A6)

where Fxx′(ka, kb) is given in (A2). To take the large ` limit, we again use the contour integral
trick used above. We convert the discrete sum over k into a contour integral, denoted by
Bdiag,1
R (x, x′), plus a residue term, denoted by Bdiag,2

R (x, x′). However, instead of having two
simple poles as in the off-diagonal terms, we now have a double pole at k = ka, which changes
the result for the residue.

Let us first consider the contour integral term. It has the form, in the large ` limit

Bdiag,1
R (x, x′) '

(
2

`

)3

`2
∫ +∞

0

dka
2π

Fxx′(ka, ka)I(ka, kR) (A7)

where the expression of the integral I(ka, kR) is obtained from (A5) by setting kb = ka. We get

I(ka, kR) =

(∫ iε

0

dk

π
+

∫ kR+iε

+iε

dk

π
−
∫ kR+iε

kR

dk

π

)
k2

(k2
a − k2)2

(A8)

=
kR

2π(k2
a − k2

R)
− 1

4πka
log

ka + kR
|ka − kR|

− i

4ka
Θ(kR − ka) .

The remaining integral over ka is well defined (in the principal value sense around kR). Hence
this term clearly vanishes in the large ` limit since it is of order O(1/`). This is because the

initial triple sum in Bdiag,1
R (x, x′) has become a double integral, and hence an extra factor 1/`.
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Let us now consider the residue term. It can be read off from (A6) as

Bdiag,2
R (x, x′) =

(
2

`

)2 ∫ +∞

0

dka
π
Fxx′(ka, ka)

∫
Γ1

dk

2π

`

eik` − 1

v(k, ka)

(k − ka)2
, v(k, ka) =

k2

(k + ka)2
,

(A9)
where Γ1 is a contour in the complex k-plane consisting of the union of small circles oriented
clockwise centered around k = ka with 0 < ka ≤ kR. We now use the residue formula for a
double pole with a counterclockwise contour around z = 0, namely∮

dz

2iπz2
h(z) = h′(0) , (A10)

which, applied to the integral over k in Eq. (A9), leads to∫
Γ1

dk

2π

`

eik` − 1

v(k, ka)

(k − ka)2
= −i d

dk

(
v(k, ka)

`

eik` − 1

) ∣∣∣∣∣
k=ka

=
k2
a + g2

16k2
a

`2 +
g + ika

8k2
a

` , (A11)

where, in the last line, we have computed the derivative with respect to k, set k = ka and used
the quantification condition (70) ei`ka = −ka+ig

ka−ig . In the large ` limit, the first term ∝ `2 in
(A11) dominates and plugging it into (A9), we finally obtain the residue part as

Bdiag,2
R (x, x′) ≈

∫ kR

0

dka
π
Fxx′(ka, ka)

k2
a + g2

4k2
a

. (A12)

Since we found that Bdiag,1
R (x, x′) vanishes, we finally obtain the result for the limit ` → +∞

given in the text for Bdiag
R (x, x′) in (92).

Appendix B: Convergence to the NESS at large time (x, x′ = O(1))

In this appendix we extract the leading decay in time of the kernel to its stationary value in
the NESS. We start from the result for the kernel at infinite ` given as a sum of terms in (81),
where the BL/R terms are themselves decomposed in (89). In this sum only the terms C(x, x′, t)

and Boff−diag
L/R (x, x′, t) depend on time. Below we study them separately.

B.1 Time decay of the term C

Let us define ∆C(x, x′, t) = C(x, x′, t) − C∞(x, x′). We start from the expression (85) for
C(x, x′, t). Only the contour integral in the first line depends on time. As discussed above it
is independent of ε > 0 so we can choose here ε = +∞, in which case the contribution of the
second integral in the first line of (85) vanishes (since it contains a factor e−εpt where k = iε+p
with p ∈ [kL, kR] on this contour). Hence we obtain

∆C(x, x′, t) =

∫ +∞

0

dkb
π

[(∫ kL+i∞

kL

dk

π
−
∫ kR+i∞

kR

dk

π

)
hx,x′,t(k, kb)

k − kb

]
(B1)

where hx,x′,t(k, kb) is defined in (84). We now notice that it is convenient to take the time
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derivative of this expression so that the two integrals decouple, leading to

∂t∆C(x, x′, t) =
i

2
Gb(t)(GL(t)−GR(t)) (B2)

Gb(t) =

∫ +∞

0

dkb
π
kb
kb cos(kbx

′) + g sin(kb|x′|)
g2 + k2

b

e−
i
2
k2b t (B3)

GL/R(t) = i

∫ +∞

0

dp

π
(kL/R + ip) sin((kL/R + ip)x)e

i
2

(kL/R+ip)2t (B4)

At large t, the integral in Gb(t) is dominated by the vicinity of kb = 0, while the integral in
GL(t) is dominated by the vicinity of p = 0. One finds, assuming g > 0 and x fixed

Gb(t) '
1

g2
√

2π
(1 + g|x′|) 1

(it)3/2
, GL/R(t) =

i

πt
sin(kL/Rx)e

i
2
k2
L/R

t
. (B5)

Putting all together and integrating (up to subdominant terms) we obtain the estimate

∆C(x, x′, t) ' e−i
π
4

(π)3/2g2
√

2
(1 + g|x′|) 1

t5/2

(
1

k2
L

e
i
2
k2Ltsin(kLx)− 1

k2
R

e
i
2
k2Rtsin(kRx)

)
, (B6)

which we have also checked numerically.

Remark. One can also start from the discrete double sum expression (83) at finite ` for
C(x, x′, t) and take a time derivative, which leads to a product of two decoupled discrete sums

∂tC(x, x′, t) =
i

2
Hb(t)H(t) (B7)

Hb(t) =
2

`

∑
kb∈Λ+

kb
kb cos(kbx) + g sin(kb|x|)

g2 + k2
b

e−
i
2
k2b t (B8)

H(t) =
2

`

kR∑
k∈Λ−,k=k+L

k sin(kx)e
i
2
k2t . (B9)

For each term the large ` limit is straightforward, hence here there is no need for the contour
integral trick. The formula for Hb(t) gives immediately the formula for Gb(t) in Eq. (B3) in
the large ` limit. The formula for H(t) becomes, in the large ` limit

H(t) =

∫ kR

kL

dk

π
k sin(kx)e

i
2
k2t , (B10)

which can be shown to be equal to GL(t)−GR(t) upon changing the contour of integration. Note
that using the integration by part method described in (112) one shows that for any smooth
function with bounded h′′(k)∫ kR

0
dk k h(k)e

i
2
k2t =

i

t
(h(0)− h(kR)e

i
2
k2Rt) + o

(
1

t

)
, (B11)

from which we can obtain the asymptotics of H(t) from (B10), recovering the result in (B5).
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B.2 Time decay of the term B

We start from the expression for Boff-diag
R (x, x′, t) in (90) together with the definition of

Fx,x′(ka, kb) in (91). The same analysis can be made for Boff-diag
L (x, x′, t). As we show below,

the large time limit is dominated by two contributions: one where ka, kb in the double integral
in (90) are both close to zero, and one where one of these momenta is close to kR. Before
presenting the detailed computation, let us show how the first contribution can be obtained by
a simple argument. Upon rescaling ka → ka/

√
t and kb → kb/

√
t, this gives straightforwardly

by estimating the behavior of the integrand near ka = kb = 0,

Boff-diag
R (x, x′, t) ' − 2

t3g4πkR
(1 + g|x|)(1 + g|x′|)

∫ ∞
0

∫ ∞
0

dka
π

dkb
π
k2
ak

2
be

1
2
i(k2a−k2b )

= − 1

π2g4kR
(1 + g|x|)(1 + g|x′|) 1

t3
. (B12)

In this calculation the terms in (90) containing the Θ functions do not contribute since they
vanish when both ka, kb < kR. However the full calculation, to which we now turn, shows that
this part does produce an additional contribution.

Let us now again consider the time derivative of Boff-diag
R (x, x′) which allows to decouple the

two integrals over ka and kb. It can be written as a sum of two parts. The first part is

∂tB
off-diag,1
R (x, x′) = i(Gx(t)∗Hx′(t)− Gx′(t)Hx(t)∗) , (B13)

where we have defined

Gx(t) =

∫ +∞

0

dka
π
ka
ka cos(kax) + g sin(ka|x|)

g2 + k2
a

e−
i
2
k2at (B14)

Hx(t) =

∫ +∞

0

dka
π
ka
ka cos(kax) + g sin(ka|x|)

g2 + k2
a

1

2π
ka log

(
ka + kR
|ka − kR|

)
e−

i
2
k2at . (B15)

It is easy to analyze the large time behavior of these functions, and one obtains

Gx(t) ' 1

g2
√

2π
(1 + g|x|) 1

(it)3/2
, Hx(t) ' 3

πkR
√

2πg2
(1 + g|x|) 1

(it)5/2
. (B16)

This leads to

∂tB
off-diag,1
R (x, x′) =

3

g4kRπ2
(1 + g|x|)(1 + g|x′|) 1

t4
, (B17)

which agrees with the previous result (B12). The second part reads

∂tB
off-diag,2
R (x, x′) = i

g

2

(
Gx(t)∗G>x′(t)− (G>x )(t)∗Gx′(t)

)
(B18)

where we have defined

G>x (t) =

∫ +∞

kR

dka
π
ka
ka cos(kax) + g sin(ka|x|)

g2 + k2
a

e−
i
2
k2at . (B19)

Using linear combinations of (B11) (and the fact that h(k)→ 0 as k → +∞, we obtain at large
time

G>x (t) ' kR cos(kRx) + g sin(kR|x|)
g2 + k2

R

e−
i
2
k2Rt

iπt
. (B20)
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This leads to

∂tB
off-diag,2
R (x, x′) ' 1

g(2π)3/2t5/2

(
(1 + g|x′|)kR cos(kRx) + g sin(kR|x|)

g2 + k2
R

1

i3/2
e
i
2
k2Rt

+(1 + g|x|)kR cos(kRx
′) + g sin(kR|x′|)
g2 + k2

R

1

(−i)3/2
e−

i
2
k2Rt

)
.

Integrating with respect to time, and putting together the two terms, we finally obtain the large
time behavior

Boff-diag
R (x, x′) ' − 1

π2g4kR
(1 + g|x|)(1 + g|x′|) 1

t3
(B21)

− 2

g(2π)3/2k2
Rt

5/2

(
(1 + g|x′|)kR cos(kRx) + g sin(kR|x|)

g2 + k2
R

e−i
π
4 e

i
2
k2Rt

+(1 + g|x|)kR cos(kRx
′) + g sin(kR|x′|)
g2 + k2

R

ei
π
4 e−

i
2
k2Rt

)
,

which is the sum of 1/t3 term and an oscillating 1/t5/2 term.

B.3 Summary

One can put together the terms computed above and obtain the convergence of the kernel
towards its asymptotic value in the NESS. Denoting ∆K(x, x′, t) = K(x, x′, t) −K∞(x, x′) we
obtain

∆K(x, x′, t) = ∆C(x, x′, t) + ∆C(x′, x, t)∗ +Boff-diag
R (x, x′) +Boff-diag

L (x, x′) (B22)

where ∆C is given in (B6) and Boff-diag
R (x, x′) is given in (B21) (with the same formula for

Boff-diag
L (x, x′) with kR replaced by kL. We display here the large time behavior of the density

ρ(x, t)− ρ∞(x) = − 1

π2g4
(1 + g|x|)2 1

t3
(

1

kL
+

1

kR
) (B23)

− 4(1 + g|x|)
g(2π)3/2t5/2

(kR cos(kRx) + g sin(kR|x|)
k2
R(g2 + k2

R)
cos(

k2
Rt

2
− π

4
)

+
kL cos(kLx) + g sin(kL|x|)

k2
L(g2 + k2

L)
cos(

k2
Lt

2
− π

4
)
)

+
4(1 + g|x|)
g2(2π)3/2t5/2

(
sin(kLx)

k2
L

cos(
k2
Lt

2
− π

4
)− sin(kRx)

k2
R

cos(
k2
Rt

2
− π

4
)

)
.

We note that these formulae are valid for large time at fixed x and for g > 0. We expect that
this expansion breaks down when x becomes large simultaneously with t. Note also that this
formula does not apply to the case g = 0. Indeed, consider e.g. the 1/t3 in Eq. (B12): this decay
was obtained by rescaling ka → ka/

√
t and kb → kb/

√
t, and approximating the denominator

k2
a + g2 by g2. Obviously, this estimate and the 1/t3 decay holds only if t� 1/g2.

Finally note that the decay of the time dependent current J(x, t)−J∞ can be obtained from
the kernel (B22) using (15). We find that it decays as t−5/2 modulated by oscillating terms. It
can also be obtained from the conservation equation (16) and (B23).
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Appendix C: Details for g < 0

If g is negative there is an additional eigenstate of Ĥg, namely φg(x) '
`→∞

√−geg|x| of energy

E = −g2

2 . The kernel then has an additional term which we call δK.
Before we start our computation we recall the overlap of the eigenstate φ1,k′ and φ−1,k′ with

the initial state

R+
k′,k :=

∫ `/2

0
dy

√
4

`
sin(ky)φ+,k′(y) =

23/2

`

kk′

(k2 − k′2)
√
g2 + k′2 + 2g

`

,

L+
k′,k :=

∫ 0

−`/2
dy

√
4

`
sin(ky)φ+,k′(y) = −R+

k′,k ,

R−k′,k :=

∫ `/2

0
dy

√
4

`
sin(ky)φ−,k′(y) =

1√
2
δk,k′ ,

L−k′,k :=

∫ 0

−`/2
dy

√
4

`
sin(ky)φ−,k′(y) = R−k′,k , (C1)

and we also introduce the new overlaps of φg with the left and right initial states

Rg,k :=

∫ `/2

0
dy

√
4

`
sin(ky)φg(y) '

`→∞

√−g
√

4

`

k

g2 + k2
, (C2)

Lg,k :=

∫ 0

−`/2
dy

√
4

`
sin(ky)φg(y) = −Rg,k . (C3)

Let us first consider KR(x, x′, t) which for g > 0 is given by (79) and reads

KR(x, x′, t) =
∑

σa=±,ka∈Λσa

∑
σb=±,kb∈Λσb

∑
k∈Λ−,k≤kR

φ∗σa,ka(x)φσb,kb(x
′)ei(E(ka)−E(kb))t

×
(
δσa,−R

−
ka,k

+ δσa,+R
+
ka,k

)(
δσb,−R

−
kb,k

+ δσb,+R
+
kb,k

)
. (C4)

For simplicity let us introduce the schematic notation

KR =
∑
ka

∑
kb

· · · . (C5)

Now for g < 0, we must add one additional term to the sum over ka corresponding to the bound

state. This means that we substitute φσa,ka → φg, E(ka)→ E(g) = −g2

2 and the overlap(
δσa,−R

−
ka,k

+ δσa,+R
+
ka,k

)
→ Rg,k . (C6)

In our schematic notation (C5) this becomes
∑

ka
→ (

∑
ka

+g). The same procedure is applied
to the sum over kb. The product of sums have to be expanded leading to three additional terms

Kg<0
R = (

∑
ka

+g)(
∑
kb

+g) =
∑
ka

∑
kb

+(g,
∑
kb

)R + (
∑
ka

, g)R + (g, g)R = KR + δKR , (C7)

with δKR = (g,
∑

kb
)R + (

∑
ka
, g)R + (g, g)R in terms of our schematic notations. Each term

is given explicitly below. Similarly, one can obtain δKL. The full expression of δK is then
obtained by summing the right and left contributions, namely δK = δKR + δKL. Among those
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three terms, the only one remaining in the stationary state is (g, g) which is time independent
and computed as follows.

(g, g)(x, x′) = (g, g)R(x, x′) + (g, g)L(x, x′) (C8)

=
∑
kn<kR

φ∗g(x)φg(x
′)R2

g,kn +
∑
kn<kL

φ∗g(x)φg(x
′)L2

g,kn (C9)

= −g eg(|x|+|x′|)
 ∑
kn<kR

+
∑
kn<kL

R2
g,kn (C10)

= 2g2eg(|x|+|x
′|)(

∑
kn<kR

+
∑
kn<kL

)
2

`

k2
n

(g2 + k2
n)2

(C11)

'
`→∞

2g2eg(|x|+|x
′|)(

∫ kR

0
+

∫ kL

0
)
dk

π

k2

(g2 + k2)2
. (C12)

This term corresponds precisely to δK∞ given in Eq. (33) in the text. Now we show that
the other terms do not contribute to the large time limit. For the other term, we have (here
implicitly, in all the discrete sums, k ∈ Λ− and kb ∈ Λ+ )

(g,
∑
kb

)(x, x′) = (g,
∑
kb

)R(x, x′) + (g,
∑
kb

)L(x, x′) (C13)

=
∑

k<kR,kb

φ∗g(x)φσb,kb(x
′)e−i

g2+k2b
2

tRg,k(δσb,−R
−
kb,k

+ δσb,+R
+
kb,k

) (C14)

+
∑

k<kL,kb

φ∗g(x)φσb,kb(x
′)e−i

g2+k2b
2

tLg,k(δσb,−L
−
kb,k

+ δσb,+L
+
kb,k

)

= (g,
∑
kb

)(x, x′)1 + (g,
∑
kb

)(x, x′)2 , (C15)

in terms of the quantities

(g,
∑
kb

)(x, x′)1 = (
∑

k<kR,kb

+
∑

k<kL,kb

)φ∗g(x)φ+,kb(x
′)e−i

g2+k2b
2

tRg,k
`

23/2k kb

(k2 − k2
b )
√
g2 + k2

b + 2g
`

(C16)

(g,
∑
kb

)(x, x′)2 =
1√
2

∑
kL<k<kR

φ∗g(x)φ−,k(x
′)e−i

g2+k2

2
tRg,k , (C17)

where we have used the explicit expressions of the overlaps R±kb,kn and L±kb,kn in Eq. (C1).
It is easy to take the large ` limit of the second piece (C17), which gives

(g,
∑
kb

)(x, x′)2 = −geg|x|
∫ kR

kL

dk

π
sin(kx′)

k

g2 + k2
e−i

g2+k2

2
t . (C18)

At large times, this term decays to zero as 1/t modulated by oscillations at kR and kL. To
take the large ` limit of the first piece (C16) requires again to introduce a contour inte-
gral because of the pole at k = kb. The contours γR and γL are defined such that

∫
γR/L

=
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∫ iε
0 +

∫ iε+kR/L
iε +

∫ kR/L
iε+kR/L

. Let us introduce the notations

ik(x) =
k cos(kx) + g sin(k|x|)√

g2 + k2
(C19)

I(kb, x
′) = 2[

∫
γR

dk

π
+

∫
γL

dk

π
(C20)

+(
g

kb
+ i)(Θ(kb < kR) + Θ(kb < kL)) Resk=kb ]

ikb(x
′)√

k2
b + g2

k

g2 + k2

kkb
k2 − k2

b

where I(kb, x
′) is a continuous function except for kb = kL/R where is has a logarithmic diver-

gence. Using the usual arguments we obtain

(g,
∑
kb

)(x, x′)1 = −geg|x|e−i g
2

2
t

∫ ∞
0

dkb
π
e−i

k2b
2
tI(kb, x

′) , (C21)

and one can argue that the large time limit of this term vanishes. Finally the last term can be
computed using (

∑
ka
, g)(x, x′) = (g,

∑
kb

)∗(x′, x) with a similar conclusion.

Appendix D: Details for finite temperature

In this appendix we give some details of the finite temperature calculation. One starts from the
initial kernel defined in Section 3.3. The formula (79) for KR/L(x, x′, t) becomes

KR/L(x, x′, t) =
∑

σa=±,ka∈Λσa

∑
σb=±,kb∈Λσb

∑
k∈Λ−

fL/R(k)φ∗σa,ka(x)φσb,kb(x
′)ei(E(ka)−E(kb))t

×

 1√
2
δσa,−δk,ka ± δσa,+

23/2

`

kka

(k2 − k2
a)
√
g2 + k2

a + 2g
`


×

 1√
2
δσb,−δk,kb ± δσb,+

23/2

`

kkb

(k2 − k2
b )
√
g2 + k2

b + 2g
`

 , (D1)

where the only difference with (79) is the introduction of the Fermi factors fL/R(k) and the fact
that the sum over k extends over the entire lattice Λ−. Expanding the terms in parenthesis one
finds an expression similar to (80). The obtained expression defines the terms A,B,C,D as in
(81).

D.1 Large ` limit

The large ` limit is easy to perform on the term A and one obtains

AL/R(x, x′) =

∫ ∞
0

dk

2π
fL/R(k) sin(kx) sin(kx′)

which is the finite temperature generalization of (82).
For the term C one needs again to use the contour integral trick. The contour γδ in Fig.

8 is now replaced by the semi-infinite rectangular contour γδ′ with horizontal width 2ε shown
in Fig. D1 (top right panel). A formula analogous to (87) can be written where the integrand
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Im(k)

Re(k)
ϵ

-ϵ

Im(k)

Re(k)
ϵ

-ϵ

T=0 T>0

Im(k)

Re(k)
ϵ

-ϵ

T→0

kR kR

kR

kL kL

kL

γδ

γδ''

γδ'γδ γδ′�

γδ′�′�
Figure D1: Modification of the contour of integration for nonzero temperature. The top left
part shows the zero temperature contour γδ, while the top right panel shows the contour γδ′

used at finite temperature. The red dots are the poles of the Fermi functions which, at low
temperature, are located approximately along two vertical lines going through kL and kR. As
explained in the text the residues at these poles can be used to recover the results in the T → 0
limit, using the contour γδ′′ shown on the lower panel.

in the first term now contains the additional factor fR(k)− fL(k) while the sum in the second
term contains the additional factor fR(kb)−fL(kb) and kb is now summed over the whole lattice
Λ+. This formula is valid however only provided the contour γδ′ does not enclose a pole of the
Fermi factors. Recall that the Fermi factor fL/R(k) has poles at k = ±kn with

kL/Rn =
√
k2
L/R + 2(2n+ 1)iπT , n ∈ Z . (D2)

Hence we need to choose
ε <

√
k2
L/R + 2iπT , (D3)

which we will assume from now on. The limit ` → +∞ can now be performed and as before
(see Section 5) the contribution of the lower half of γ′δ (i.e., for Im(k) < 0) vanishes in that
limit. This leads to the finite temperature formula for the term C at infinite `

lim
`→∞

C(x, x′, t) =

∫ +∞

0

dkb
π

[ ∫
η∞

dk

π
(fR(k)− fL(k))

hx,x′,t(k, kb)

k − kb

]
+

∫ ∞
0

dkb
π

(fR(kb)− fL(kb))

(
i+

g

kb

)
hx,x′,t(kb, kb) (D4)

where we denote γε the integration contour
∫
γε

=
∫ +iε

0 +
∫∞+iε

+iε , which is the finite temperature

analog of (85) and hxx′t is defined in (84).
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The analysis of the term B proceeds along the same line as in the zero-temperature case
(see Section A). The term B is the sum of two parts as in (89). The starting formula for

Boff-diag
R (x, x′, t) (and similarly for BL) is (A1) where the sum over k is over the whole lattice

Λ− and the Fermi factor fR(k) has been inserted. One then uses the contour integral trick with
the same modifications of the contour as explained above (see Fig. D1). This leads to the finite
temperature analog of the formula (A3) which reads

Boff-diag
R (x, x′, t) =

∫ ∞
0

∫ ∞
0

dka
π

dkb
π
Fx,x′(ka, kb)e

i(E(ka)−E(kb))t

+

(∫ iε

0

dk

π
+

∫ +∞+iε

+iε

dk

π

)
fR(k)

k2

(k2
a − k2)(k2

b − k2)
(D5)

−2i

[
(−1

2
+
i

2

g

ka
)Resk=ka + (−1

2
+
i

2

g

kb
)Resk=kb

]
fR(k)

k2

(k2
a − k2)(k2

b − k2)

where Fx,x′(ka, kb) is defined in (91) and Boff−diag
L (x, x′) is obtained by changing fR → fL. The

starting formula for Bdiag
R (x, x′, t) is (A6) where the sum over k is over the whole lattice Λ−

and the Fermi factor fR(k) has been inserted. The same argument shows, as in Appendix A,

that the first part Bdiag,1
R (x, x′, t) vanishes at large `. The second part Bdiag,2

R (x, x′, t) is given
by formula (A9) where the factor fR(k) has been inserted in the contour integral which is now
over Γ′1 which is the union of small circles oriented clockwise centered around k = ka with
0 ≤ ka < +∞. When computing the residues of the double pole one must be careful that the
Fermi factor has been inserted. Hence Eq. (A11) is replaced by∫

Γ′1

dk

2π

`

eik` − 1

fR(k)v(k, ka)

(k − ka)2
= −i d

dk

(
fR(k)v(k, ka)

`

eik` − 1

) ∣∣∣∣∣
k=ka

=
k2
a + g2

16k2
a

fR(ka)`
2 +O(`) (D6)

This finally leads to the large ` limit of the Bdiag
R term as

Bdiag
R (x, x′) = Bdiag,2

R (x, x′) =

∫ +∞

0

dka
π
fR(ka)Fxx′(ka, ka)

k2
a + g2

4k2
a

, (D7)

and Bdiag
L (x, x′) is obtained by changing fR → fL.

To summarize, the infinite ` limit of the kernel at finite temperature is equal to the following
sum

K(x, x′, t) = AL(x, x′) +AR(x, x′) + C(x, x′, t) + C(x′, x, t)∗ (D8)

+Boff-diag
R (x, x′, t) +Boff-diag

L (x, x′, t) +Bdiag
R (x, x′) +Bdiag

L (x, x′)

where AL/R is given in (D2), C is given in (D4), Boff-diag
R/L is given in (D5) and Bdiag

R/L is given in

(D7). Note that AL/R and Bdiag
L/R are time independent.

Remark. In the above formula we have assumed that ε satisfies the bound in (D3) such
that the contour γ′δ does not enclose any pole of the Fermi factors. However these poles get
closer to the real axis when temperature goes to zero. In other words the bound (D3) becomes
ε < πT

kR
at low T . So one can ask how is the T = 0 recovered. The answer is illustrated in the
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Fig. D1. The contour γδ′ can be deformed into the contour γδ′′ as shown in the third panel in
Fig. D1. Consider for instance the term C. One notes that as T → 0 the contribution of the
part of the contour to the left of kL and the part of the contour to the right of kR vanishes.
Hence the result is indentical in that limit to the one obtained from the previously considered
contour γδ (see first panel in Fig. D1), and to the T = 0 result.

D.2 Large time limit: regime of the NESS

In the large time limit (once the infinite ` limit has been taken) the terms Boff-diag
R/L (x, x′, t) in

(D8), as well as the contour integral part of C(x, x′, t) are found to vanish, by similar arguments
as for T = 0. One is thus left with

K∞(x, x′) = AL(x, x′) +AR(x, x′) + C∞(x, x′) + C∞(x′, x)∗ +Bdiag
R (x, x′) +Bdiag

L (x, x′) (D9)

with

C∞(x, x′) =
1

2

∫ ∞
0

dk

π
(fR(k)− fL(k)) (g + ik) sin(kx)

k cos(kx′) + g sin(k|x′|)
g2 + k2

, (D10)

given by the residue part in (D4).
Putting all terms together, using also (D2) and (D7) we obtain the kernel in the NESS at

finite temperature for g > 0 as

K∞(x, x′) =

∫ ∞
0

dk

2π
(fR(k) + fL(k)) sin(kx) sin(kx′) (D11)

+(fR(k) + fL(k))
(k cos(kx) + g sin(k|x|))(k cos(kx′) + g sin(k|x′|))

g2 + k2

+(fR(k)− fL(k))(g + ik) sin(kx)
k cos(kx′) + g sin(k|x′|)

g2 + k2

+(fR(k)− fL(k))(g − ik) sin(kx′)
k cos(kx) + g sin(k|x|)

g2 + k2
.

We have checked that, in the limit T → 0, this formula (D11) coincides with the expression
obtained for the zero-temperature kernel in the NESS given in Eqs. (29) and (30). From the
kernel (D11), we can recover the result for the density and the current at finite temperature
given in (53) and (54).

Large time decay to the NESS. The decay in time to the NESS is different at finite
T . We will not present the analysis for the full kernel but only show the decay of the term
C(x, x′, t). For fixed T let us compute the large time behaviour of ∆C = C − C∞. One has,
from (D4), where the time independent residue part is cancelled,

∆C(x, x′, t) =

∫ ∞
0

dkb
π

∫
γε

dk

π
(fR(k)− fL(k)) sin(kx)

kb cos(kbx
′) + g sin(kb|x′|)
g2 + k2

b

kkb
k2 − k2

b

ei(k
2−k2b ) t

2

(D12)
Taking the time derivative leads to the following decoupling of integrals

∂t∆C(x, x′, t) =
i

2
Gb(t)G(t) (D13)

where Gb(t) is defined in (B3) and

G(t) =

∫
γε

dk

π
(fR(k)− fL(k)) k sin(kx)e

i
2
k2t . (D14)
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The large time behavior of Gb(t) was obtained before, and now the behavior of G(t) is dominated
by the vicinity of k = ip = 0 on the vertical part of the contour, leading to

Gb(t) '
1

g2
√

2π
(1 + g|x′|) 1

(it)3/2
(D15)

G(t) ' −i (fR(0)− fL(0))
x

t3/2

∫ +∞

0

dp

π
p2e−

i
2
p2 = (−1 + i) (fR(0)− fL(0))

x

2
√
πt3/2

.

(D16)

In summary we obtain the decay (provided βRµR 6= βLµL)

∆C(x, x′, t) ∼ t−2 . (D17)

It is slower that the result obtained at zero temperature, where we found an oscillating t−5/2

decay dominated by k = kL/R (see Eq. (B6)).

It is also interesting to check how to recover the decay in the zero temperature limit. To
this aim we first send ε to infinity in the contour γε. When moving the contour it will cross the
poles from the Fermi function (in the upper half-plane) as in Fig. (D1). Taking into account
the series of residues at these poles we obtain

G(t) =

∫ +i∞

0

dk

π
(fR(k)− fL(k)) k sin(kx)e

i
2
k2t +

+∞∑
n=0

2iT sin(kLnx)ei
(kLn )2

2
t

−
+∞∑
n=0

2iT sin(kRn x)ei
(kRn )2

2
t (D18)

where we recall that k
L/R
n ’s are defined in Eq. (D2). In the zero temperature limit the integral

part vanishes since fR(k) − fL(k) decays to zero. Using that in that limit dkn
dn ' 2iπT

kn
the two

series converges towards the already known integrals GL(t) and GR(t) defined in (B2), leading
to

G(t) '
T→0

∫ kL+i∞

kL

dk

π
k sin(kx)ei

k2

2
t −
∫ kR+i∞

kR

dk

π
k sin(kx)ei

k2

2
t

= GL(t)−GR(t) (D19)

which leads to the zero temperature result ∆C(T ) →
T→0

∆C(T = 0) and allows to match the

finite temperature decay to the zero temperature decay.

D.3 Large time limit: ray regime at fixed ξ = x
t

In the ray regime the Fermi factor do not change the arguments about the contours in
Section 7. Hence Eqs.(47) and (48) turn into

K+
ξ (y, y′) =

∫ ∞
0

dk

π
fR(k) cos(k(y − y′))Θ(ξ) +

∫ ∞
0

dk

π
fL(k) cos(k(y − y′))Θ(−ξ)

− sign(ξ)

∫ ∞
0

dk

2π
(fR(k)− fL(k))T (k)e−isign(ξ)k(y−y′)Θ(k − |ξ|) (D20)

K−ξ (y, y′) = i sign(ξ)

∫ ∞
0

dk

2π
(fR(k)− fL(k))

gk

g2 + k2
e−isign(ξ)k(y+y′)Θ(k − |ξ|) . (D21)

As a consequence we obtain the expressions for the density (57) and the current (58) in the
ray-regime at finite temperature.
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Appendix E: Energy current

In this section we give some details about the calculation of the energy current. We recall its
definition

J
L/R
Q (x, t) =

∞∑
n=1

fL/R(kn)Im
(

(Ĥgψ
n
L/R)(x, t)∗∂xψ

n
L/R(x, t)

)
, (E1)

where kn = 2πn
` and Ĥg is the single-particle Hamiltonian with a delta-impurity in Eq. (1). We

recall that the evolution of a given state is given by

ψnR(x, t) =

∫ `/2

0
dy

∑
σ,k∈Λσ

φσ,k(x)φ∗σ,k(y)e−iE(k)tψn(y, 0) , (E2)

and similarly for ψnL(x, t). Substituting this expression in Eq. (E1), we get the time evolution
of the heat current

JRQ (x, t) = Im[
∑

kn
fR(kn)

∑
σE ,kE

∑
σj ,kj

φ∗σE ,kE (x)E(kE)∂xφσj ,kj (x)ei(E(kE)−E(kj))t (E3)

×
∫ `/2

0 dyφσE ,kE (y)ψn(y, 0)
∫ `/2

0 dyφ∗σj ,kj (y)ψn(y, 0)] .

where, here and below, kn ∈ Λ− and kE , kj ∈ Λ+. Injecting the overlaps as in the calculation
of the kernel (see Eq. 78) we obtain

J
L/R
Q (x, t) = Im[

∑
kn
fL/R(kn)

∑
σE ,kE

∑
σj ,kj

φ∗σE ,kE (x)E(kE)∂xφσj ,kj (x)ei(E(kE)−E(kj))t

( 1√
2
δσE ,−1δkE ,kn ± δσE ,1 23/2

`
kEkn

(k2n−k2E)
√
g2+k2E+ 2g

`

) (E4)

( 1√
2
δσj ,−1δkj ,kn ± δσj ,1 23/2

`
kjkn

(k2n−k2j )
√
g2+k2j+ 2g

`

)] .
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As before for the computation of the kernel, we decompose JQ(x, t) = JLQ(x, t)+JRQ (x, t) in four
different contributions

JQ(x, t) = Im[
∑
kn

1

`
(fR(kn) + fL(kn))E(kn) sin(knx)kn cos(knx)]︸ ︷︷ ︸

AQ

(E5)

+Im[2
∑

kn,kE ,kj

(
2

`
)3 (fR(kn) + fL(kn))E(kE)

kE cos(kEx) + g sin(kE |x|)
g2 + k2

E + 2g
`

×kj
−kj sin(kjx) + g sgn(x) cos(kjx)

g2 + k2
j + 2g

`

kEkjk
2
n

(k2
n − k2

E)(k2
n − k2

j )
ei(E(kE)−E(kj)t]︸ ︷︷ ︸

BQ

+Im[
∑
kn,kj

(
2

`
)2 (fR(kn)− fL(kn))E(kn) sin(knx)

× kj
−kj sin(kjx) + g sgn(x) cos(kjx)

g2 + k2
j + 2g

`

ei(E(kn)−E(kj))t
kjkn
k2
n − k2

j

]︸ ︷︷ ︸
CQ

+Im[
∑
kn,kE

(
2

`
)2 (fR(kn)− fL(kn)) kn cos(knx)

×E(kE)
kE cos(kEx) + g sin(kE |x|)

g2 + k2
E + 2g

`

ei(E(kE)−E(kn))t kEkn
k2
n − k2

E

]︸ ︷︷ ︸
DQ

.

The term AQ is trivially zero since the summand is real. The term BQ can again be split
into off-diagonal and diagonal part. The off-diagonal part vanishes in the large time limit by
analogy with the calculation of the kernel (see Section B.2). The diagonal part, i.e. keeping
only kE = kj in the sum is non zero but becomes zero when taking the imaginary part.

Let us now consider the crossed terms (CQ = CQL + CQR and DQ = DQ
L +DQ

R):

CQR/L = ±Im
∑
kn,kj

(
2

`
)2fR/L(kn)kjE(kn) sin(knx)

−kj sin(kjx) + gsgn(x) cos(kjx)

g2 + k2
j + 2g

`

(E6)

×ei(E(kn)−E(kj))t
kjkn
k2
n − k2

j

]

'
`→∞

±Im[

∫ ∞
0

dkj
π

[

∫
γε

dkn
π
fR/L(kn)− 2i(−1

2
+
i

2

g

kj
)fR/L(kj)Reskj=kn ] (E7)

kjE(kn) sin(knx)
−kj sin(kjx) + gsgn(x) cos(kjx)

g2 + k2
j

ei(E(kn)−E(kj))t
kjkn
k2
n − k2

j

]

Here γε is the contour such that
∫
γε

=
∫ iε

0 +
∫ +∞
iε . In the large time limit the contour integral

vanishes and

lim
t→∞

CQR/L = ±
∫ ∞

0

dk

2π
fL/R(k)kE(k)k sin(kx)

−k sin(kx) + gsgn(x) cos(kx)

g2 + k2
] (E8)
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A similar method gives DQ
L/R.

DQ
L/R '

`→∞
±Im[

∫ ∞
0

dkE
π

[

∫
ηL/R

dkn
π
fL/R(kn) + 2i(−1

2
− i

2

g

kE
)fL/R(kE)ReskE=kn ] (E9)

E(kE)
kE cos(kEx) + g sin(kE |x|)

g2 + k2
E + 2g

`

kn cos(knx)ei(E(kE)−E(kn))t kEkn
k2
n − k2

E

]

'
t→∞

∓
∫ ∞

0

dk

2π
fL/R(k)kE(k)k cos(kx)

k cos(kx) + g sin(k|x|)
g2 + k2

(E10)

After summing these contributions, JQ∞ = CQR + CQL + DQ
R + DQ

L we obtain the result for the
asymptotic energy current in the NESS (63).

Appendix F: Low temperature expansions

In this appendix we perform the low temperature expansions for the energy and particle currents.

F.1 Energy current

Let us compute the energy current JQ,∞ as given by formula (63), recalling that here E(k) =

k2/2. Using the variable ε = k2

2 it takes the form JQ,∞ = JLQ,∞ − JRQ,∞ with

J
L/R
Q,∞ =

∫ +∞

0
dε

h(ε)

1 + eβL/R(ε−µL/R)
(F1)

where h(ε) = ε2

π(g2+2ε)
. At low temperature one one can use the Sommerfeld expansion∫ +∞

0
dε

h(ε)

1 + eβ(ε−µ)
'

β→∞

∫ µ

0
dεh(ε) +

π2h′(µ)

6β2
+

7π4

360β4
h′′′(µ) +O(β6) (F2)

and one obtains

JQ,∞ = −
∫ µR

µL

dε
ε2

π(g2 + 2ε)
+
π

6

(
T 2
L

2µL(g2 + µL)

(g2 + 2µL)2
− T 2

R

2µR(g2 + µR)

(g2 + 2µR)2

)
+O(T 4

R, T
4
L) . (F3)

In the case µL = µR =
k2F
2 it simplifies (using (F2) up to order β−4) into the formula (64)

given in the text. In the absence of impurity, for g = 0, one has h(ε) = ε
2π and all terms

beyond O(β−2) in the Sommerfeld expansion vanish. To obtain the subleading terms which are
exponential in β one uses the low temperature expansion∫ +∞

0
dε

ε

2π(1 + eβ(ε−µ))
= − 1

2πβ2
Li2(−eβµ) =

µ2

4π
+

π

12β2
− 1

2πβ2
e−βµ +O(e−2βµ) , (F4)

where Li2(z) =
∑

k≥1 z
k/k2 is the di-logarithm function. This expansion (F7) leads to the

formula (67) in the text.

F.2 Particle current

For the particule current one has J∞ = JL∞ − JR∞ with

JL/R∞ =

∫ +∞

0
dε

h̃(ε)

1 + eβL/R(ε−µL/R)
(F5)
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where h̃(ε) = ε
π(g2+2ε)

. Using the Sommerfeld expansion one obtains

J∞ = −
∫ µR

µL

dε
ε

π(g2 + 2ε)
+
π

6

(
T 2
L

g2

(g2 + 2µL)2
− T 2

R

g2

(g2 + 2µR)2

)
+O(T 4

R, T
4
L) (F6)

In the case µL = µR =
k2F
2 it simplifies (using (F2) up to order β−4) into the formula (55) given

in the text.
In the absence of impurity, for g = 0, one uses∫ +∞

0
dε

1

2π(1 + eβ(ε−µ))
=

1

2πβ
log(1 + eβµ) =

µ

2π
+

1

2πβ
e−βµ +O(e−2βµ) , (F7)

which leads to the formula (56) given in the text.

Appendix G: Remarks on NESS and GGE

For non-interacting fermions the prediction from the GGE takes the form for the density matrix

D̂GGE =
1

ZGGE
e
∑
` f`c

†
`c` , (F8)

where here ` labels the eigenstates |ϕ`〉 of the single particle post-quench Hamiltonian Ĥg and

the c†` are the corresponding creation operators. Since it has a Gaussian form it leads to the
kernel

KGGE =
∑
`

〈c†`c`〉GGE|ϕ`〉〈ϕ`| , 〈c†`c`〉GGE = ν` =
1

1 + e−f`
. (F9)

In the GGE the coefficients f` (which should not be confused with the Fermi factors fL/R) are
determined so that the occupation numbers ν` are equal to those in the initial state (which has
density matrix D̂0). Hence one has

〈c†`c`〉GGE = 〈c†`c`〉t=0 = 〈ϕ`|D̂0|ϕ`〉 . (F10)

In the present problem, for any finite size ` (i.e. before taking the thermodynamic limit),
the post-quench eigenstates are denoted |ϕ`〉 = |φσa,ka〉, where σa = ±1 for respectively even
and odd eigenstates given explicitly in (69) and (68), and where ka belongs to either the even
or odd lattices respectively, ka ∈ Λ±, see (71) and (68) respectively. The initial density matrix
reads

D̂0 =
∑
kn

[
fL(kn)|φLn〉〈φLn |+ fR(kn)|φRn 〉〈φRn |

]
, (F11)

where the |φL/Rn 〉 are defined in (2) and fL/R are the Fermi factors for the left and right sides
of the system. Hence the GGE prediction (for any `) takes the form

KGGE(x, x′) =
∑

σa=±1,ka∈Λσa

∑
kn

(
fL(kn)〈φσa,ka |φLn〉〈φLn |φσa,ka〉 (F12)

+ fR(kn)〈φσa,ka |φRn 〉〈φRn |φσa,ka〉
)
φ∗σa,ka(x)φσa,ka(x′) .

We can now compare (F12) to the exact formula for K(x, x′, t) = KR(x, x′, t) +KL(x, x′, t)
at finite ` given in (78) in the particular case of an initial condition at zero temperature. Clearly
KGGE(x, x′) is obtained by retaining only the terms ka = kb and σa = σb in the double sum
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over post-quench eigenstates. This is also called the diagonal approximation and sometimes
denoted Kd (the fact that the two coincide quite generally for a finite size system or for trapped
fermions was discussed in [24]). In the expression (80) it corresponds to keeping only the terms
A(x, x′) (which correspond to σa = σb = −1) and the term denoted Bdiag(x, x′) in (89) (which
correspond to ka = kb in the sum σa = σb = 1). Hence one has, for any `,

KGGE(x, x′) = A(x, x′) +Bdiag(x, x′) , (F13)

which is time independent by construction. This has a well defined ` = +∞ limit, which is
studied in this paper.

The important remark is that the GGE prediction (F13) in the ` = +∞ limit is different
from the result that we obtained for the NESS, i.e. KGGE(x, x′) 6= K∞(x, x′). Indeed one has

K∞(x, x′) = KGGE(x, x′) + C(x, x′, t = +∞) + C(x′, x, t = +∞)∗ . (F14)

While KGGE(x, x′) is real and does not carry any current, the additional terms C lead to a
non zero current in the NESS. Although they are not strictly diagonal for finite ` they contain
”almost diagonal” oscillating terms of the form eit(E(k)−E(ka)) where k and ka do not belong to
the same lattice. Since E(k)− E(ka) can be of order 1/`2 at large ` (for some couples (k, ka))
they do lead to a finite contribution in the NESS where one takes `→ +∞ first.

The above result also implies that D̂NESS 6= D̂GGE. One can in principle obtain D̂NESS from
our result for the kernel K∞(x, x′). Let us just indicate it in the simpler case g = 0. In that
case one has from (D11)

K∞(x, x′) =

∫ +∞

−∞

dk

2π
(fL(k)θ(k) + fR(k)θ(−k))e−ik(x−x′) . (F15)

Using that c†xcx′ =
∫
dk
2π c
†
kcke

−ik(x−x′) we obtain

D̂NESS =
1

ZNESS
e
∫+∞
−∞

dk
2π
hkc
†
kck ,

1

1 + e−hk
= fR(k)θ(−k) + fL(k)θ(k) . (F16)

Hence hk = βL(k
2

2 − µL)θ(k) + βR(k
2

2 − µR)θ(−k), i.e. the fermions with positive momentum
as those coming from the left and reciprocally.
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