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Department of Astronomy, Pontificia Universidad Católica de Chile, Casilla 306, Santiago 22, Chile; parriaga@astro.puc.cl
Received 2010 October 20; accepted 2011 April 5; published 2011 May 25

ABSTRACT

I present chromospheric-activity measurements of ∼670 F, G, K, and M main-sequence stars in the Southern
Hemisphere, from ∼8000 archival high-resolution echelle spectra taken at Las Campanas Observatory since 2004.
These stars were targets from the Old Magellan Planet Search, and are now potential targets for the New Magellan
Planet Search that will look for rocky and habitable planets. Activity indices (S values) are derived from Ca ii

H and K line cores and then converted to the Mount Wilson system. From these measurements, chromospheric
(log R′

HK) indices are derived, which are then used as indicators of the level of radial-velocity jitter, age, and rotation
periods these stars present.
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1. INTRODUCTION

The Magellan Planet Search Program has been monitoring
radial velocities of 690 G, F, and K main-sequence stars since
2002 December at high spectral resolution with the main goal
of finding extrasolar planets. Precision Doppler surveys rely on
finding a repeating pattern on the radial velocities, and thus,
one must take into account major sources of error that may
mimic a planet’s signature. One of these sources is the activity in
the star’s chromosphere, otherwise called “photospheric jitter”
(Queloz et al. 2001; Henry et al. 2002; Santos et al. 2003).
Activity measurements are, therefore, essential for selecting the
most inactive, stable stars for a planet search survey. Magnetic
activity levels can be determined from the strength of emission
in the Ca ii H & K line cores of a star’s spectrum, which
gives an estimate of the stellar jitter and the rotation period,
both critical values for understanding and interpreting the noise
present in radial velocity (RV) measurements (Noyes et al.
1984; Saar & Fischer 2000; Santos et al. 2000). Since 1966,
the Mount Wilson program has been monitoring Ca ii H and
K emission of more than 1200 Northern-Hemisphere dwarfs
and giants, defining the Mount Wilson S value (SMW; Duncan
et al. 1991). Due to the long-term monitoring of their stars,
the SMW has been used by other programs as the standard
metric of photospheric activity. In the Southern Hemisphere, two
large programs have made the efforts to provide measurements
and analysis of photospheric activity of solar-type stars. Henry
et al. (1996) observed more than 800 stars at CTIO using the
Cassegrain Spectrograph at the 1.5 m telescope. More recently,
Gray et al. (2006) has observed more than 1600 dwarf and giants
as part of the Nstars project. Although they provide us with a
useful testbed to the conclusions drawn in the north, and also an
independent sample for statistical analysis, both were done using
low-resolution spectra and none provide the long-term coverage
as Mount Wilson’s. Other efforts in the Southern Hemisphere
were made by Tinney et al. (2002) and Jenkins et al. (2006),
who performed a long-term analysis of ∼200 stars as part of the
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Anglo-Australian Planet Search (AAPS) using high-resolution
spectra, as well as chromospheric measurements of 353 bright
stars by Jenkins et al. (2008).

2. OBSERVATIONS AND DATA REDUCTION

The Magellan Planet Search Program has been monitoring
∼690 stars since late 2002. The observations have been done
using the MIKE echelle spectrograph (Bernstein et al. 2003)
mounted on the 6.5 m Clay Telescope (Magellan II) at Las
Campanas Observatory. Using a 0.35 arcsec slit, MIKE obtains
spectra with a resolution of R ∼ 70,000 in the blue and ∼50,000
in the red, covering the wavelength range from 3900 to 6200 Å
divided into a red and a blue CCD. The Iodine spectrum
(5000–6200 Å) falls on the red CCD while the blue CCD
captures the Ca ii H and K lines to monitor stellar activity. The
detector on MIKE is a Lincoln Labs 2048 × 4096 15 μm CCD,
with a Ca ii HK slit-to-detector efficiency of ∼30% at 3800 Å.

The targets presented here are part of the Magellan Planet
Search Program stars, which are 690 F7-M5 dwarfs and sub-
giants, that were observed in seeing that ranged from 0.5
to 1.5 arcsec. The dispersion at the Ca ii H and K lines is
0.02 Å pixel−1. Exposure times ranged from 90 s on bright-
est objects to 600 on the fainter ones, giving a signal-to-noise
ratio per pixel that would fall between 20 and 100 at the Ca ii H
and K lines.

Extraction from raw CCD images was carried out using a
modified version of the pipeline used to extract spectra from
the red CCD images used then to calculate velocities. Besides
the standard reduction, this pipeline also measures scattered
light from inter-order pixels and subtracts it. No sky subtraction
is done as the sky brightness around the Ca ii H and K lines
(and throughout the whole echellogram) is negligible compared
to the brightness of our sources. A cosmic ray removal is
also performed on the two-dimensional echellogram, as with
all MIKE data. Wavelength calibration was done using ThAr
spectra acquired each night to focus the instrument.

Since the blaze function removal is not part of the standard
pipeline, and no flux standards are observed during the Planet
Search program, a different approach had to be applied. In
order to correct for the blaze function we fit a seventh-order
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Figure 1. V, K, H, and R channels in a representative MIKE spectrum. The relative flux is in arbitrary units. Wavelengths have been shifted to zero velocity in order to
make the measurements.

polynomial to a quartz lamp spectrum, and divided it out of all
spectra in the region of interest. I note at this point that during the
first nine observing runs quartz lamp spectra were not properly
taken and a slightly modified reduction code was used in order
to extract the spectra.

Wavelength calibration was done using ThAr spectra that was
acquired each night to focus the instrument and to set the grating
in place. All stars were then cross-correlated with a binned
spectrum of the sun taken from the National Solar Observatory,
to correct for the barycentric velocity of each star.

3. ANALYSIS

3.1. Derivation of S Indices from MIKE/Magellan
Observations

Duncan et al. (1991) define the S index as the ratio between
the total counts H and K bandpasses centered on the H and
K lines, and the total counts in the R and V bandpasses
centered in the continuum. The MW project calculated this
index individually each night using the HKP-2 spectrometer,
which is a specialized multichannel spectrometer. The H and
K bandpasses have triangular profiles with full width at half-
maximums of 1.09 Å and are centered at the very cores of the H
and K lines (3933.667 and 3968.470 Å, respectively). The other
two, R and V, have rectangular profiles with widths of 20 Å and
are centered in the continuum at 3901 and 4001 Å:

SMW = α
NH + NK

NR + NV

, (1)

where α is a constant that was calculated to be 2.4, and that
would make the mean S correspond to the mean F of standard
stars, the original chromospheric measurements determined at
MW using the old HKP-1 spectrometer which had different
bandpasses.

Following the prescription of Duncan et al. (1991), I have
simulated the measurement of the Mount Wilson spectrometers
by defining two triangular bandpasses with 1.09 Å FWHM
centered on the H and K lines, and two rectangular channels
20 Å wide centered at 3901 and 4001 Å. Figure 1 shows the
position of these channels in our MIKE spectra. I have summed
the counts within these four effective bandpasses and taken the
ratio between the sum of H and K and the sum of R and V. The
relation used to determine MIKE S values is

SMIKE = NH + NK

NR + NV

. (2)

In order to correct for systematic effects due in part to
differences in removing the blaze function as noted in Section 2,
and to upgrades of the MIKE blue CCD chip, which presented
linearity problems between 2004 May and 2005 September, we
performed linear calibrations between the two earlier epochs and
the latter one, shown in Figure 2, in the same way that MIKE
S values are then calibrated into the Mount Wilson system as
detailed in the next section.

Thus, using Equation (2) we produced a set of SMIKE that
were then calibrated into the Mount Wilson System. Individual
S values will be available online.

3.2. Converting from SMIKE to Mount Wilson SMW

A conversion had to be applied in order to calibrate MIKE
S values into the Mount Wilson standard frame. Tinney et al.
(2002), Jenkins et al. (2006) and Jenkins et al. (2008) have
demonstrated that to bring S values derived from high-resolution
spectra using the Duncan et al. (1991) prescription into the MW
system only requires a linear calibration. To find this relation, a
statistically significant amount of stars with SMW values must be
used. Only two stars previously observed at MW were observed
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Figure 2. Comparison between SMIKE measurements taken in different epochs. In the left panel, filled circles correspond to measured S values using data taken
between 2004 May and 2005 September vs. S measured using data taken after 2005 September. The solid line corresponds to a linear regression, yielding a slope of
0.995 and an intercept of −0.002. In the right panel, filled circles correspond to measured S values using data taken before 2004 May vs. measured using data taken
after 2005 September. The solid line corresponds to a linear regression, yielding a slope of 0.987 and an intercept of −0.011.

during the program (HD 10700 and HD 119217), so a different
approach had to be taken in order to perform the calibration.

Stars which have already been part of low- and high-
resolution chromospheric studies and that were calibrated into
the MW system were selected. One hundred and ninety-five stars
had already been observed by Gray et al. (2006, G06), 117 by
Henry et al. (1996, H96), 115 by Jenkins et al. (2008, J08), and 7
by Wright et al. (2004, W04). Figure 3 shows the median SMIKE
value against the reported values from G06, H96, J08 and W04.
A tight correlation is seen between SMIKE and all four studies,
although the scatter increases when comparing against values
obtained from low-resolution spectra (G06; H96) and where the
number of points is low (W04). Based on this result, we decided
to use only the stars from J08, giving a linear least squares
fit that has a slope of 1.049 ± 0.05 and a zero point offset of
0.012 ± 0.004. The derived calibrated S values are presented
in Table 1, including both stars from Duncan et al. (1991). The
values derived in this study agree within uncertainties.

3.3. Uncertainties and Random Errors

Since chromospherically based quantities depend on intrinsic
variability, which fluctuates on all timescales such as that
of activity cycles or rotational periods, our final log R′

HK
estimations represent median values of the points we obtained
during the period they were observed, but not true averages for
the stars.

Figure 3. Comparison between SMIKE measurements with previous measure-
ments that are already calibrated to the SMW system. Solid lines correspond to
linear regressions for each of the data sets, while the dashed lines show relations
of slope unity. For clarity, the Jenkins et al. (2008), Henry et al. (1996), and
Gray et al. (2006) data sets have an offset of 0.4, 0.8, and 1.2, respectively.

Measurement errors are caused by quality of the spectra
as well as the quality of the calibration into the MW values.
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Table 1
Derived S values from MIKE Spectra Converted to MW System, SMIKE; Chromospheric Activity Indices, log R′

HK; Rotation Periods, Prot; Ages, log(Age/yr); and
Estimated Jitter, σ ′

RV (Isaacson & Fischer 2010 and Wright 2005) Labeled as 1 and 2, Respectively

Name B − V Nobs SMIKE log R′
HK Prot log(Age/yr) σ ′

RV1 σ ′
RV2

(HD) (days) (m s−1) (m s−1)

224789 0.863 7 0.458 −4.47 14. 8.71 3.5 8.8
225155 0.741 4 0.150 −5.08 · · · 9.91 2.1 2.2
225299 0.710 6 0.193 −4.86 28. 9.61 2.3 2.1
23 0.577 8 0.173 −4.89 15. 9.67 2.8 3.6
55 1.076 4 0.454 · · · · · · · · · 1.6 2.1
361 0.624 6 0.195 −4.81 17. 9.52 3.1 4.6
798 0.448 6 0.157 −4.97 5. 9.78 2.4 3.0
1002 0.640 4 0.143 −5.12 · · · 9.92 2.2 2.4
1237 0.750 1 0.458 −4.36 6. 8.33 3.5 18.4
hip1532 1.318 3 0.839 · · · · · · · · · 2.4 2.1

(This table is available in its entirety in a machine-readable form in the online journal. A portion is shown here for guidance regarding
its form and content.)

Figure 4. τ Ceti S values from Magellan/MIKE. Observations have a standard
deviation of 4.9%

The 0.017 scatter shown in Figure 3 between the J08 data set
is in part due to the stellar variability, since MIKE data are
not contemporaneous with the J08 data and many stars are in
different parts of their activity cycles. Measurements for stars
observed more frequently and for the full duration of the Planet
Search program will have correspondingly lower uncertainties.

Previous works (Wright et al. 2004; Jenkins et al. 2006) have
used measurements of the stable star τ Ceti (HD 10700) as a
proxy for the random errors introduced in the reduction pro-
cedure (scattered light removal, blaze function correction, cos-
mic ray removal, and barycentric velocity correction). Consid-
ering that, first, τ Ceti has been shown to be extremely stable
(Baliunas et al. 1995), and second, because it is an excellent
source with which to search for any systematic errors in our
precision velocities, this star has been observed continuously
throughout the program; τ Ceti serves as an excellent diagnos-
tic star. One hundred and twenty-seven useful observations of τ
Ceti have been acquired, as shown in Figure 4, with a standard
deviation of 4.9%, which is similar to that of the Keck and Lick
errors from Wright et al. (2004).

3.4. logR′
HK

The S index includes both photospheric and chromospheric
information. However, for an activity analysis, we are only inter-
ested in the chromospheric component. The photospheric con-
tribution, which depends on the stellar temperature (measured
as (B − V )), is removed following the methodology by Noyes
et al. (1984) in order to generate the log R′

HK which appears

Figure 5. Upper panel: comparison between log R′
HK indices obtained from

MIKE spectra in this work and those obtained from FEROS spectra by Jenkins
et al. (2008). The line denotes a 1:1 relationship. Lower panel: the level of
difference between both samples, or σ values vs. our log R′

HK indices. The line
denotes zero level of difference between the samples.

in Table 1. This transformation has been well calibrated for
0.44 < (B − V ) < 0.9, which means that for stars redder than
0.9, the calibration has greater uncertainties.

Figure 5 shows log R′
HK values from this study plotted against

values from J08. The line denotes a 1:1 relationship, and visual
inspection reveals a good match between the two sets. Since
calibration stars were only observed once or twice by J08, we
expected a high dispersion in the data due to propagated errors,
such as the intrinsic variability of the stars, scatter in J08 values
and scatter in my own values, which were discussed in the
previous section. In order to test if there is good agreement
between the samples, first, I compare my values with J08 using

σ = log R′
HK,MIKE − log R′

HK,FEROS

log R′
HK,MIKE

(3)

to look for any systematic differences. These values are plotted
in Figure 5, where we see no clear trend. The mean value for
σ is −0.00013. A two-sample Kolmogorov–Smirnov test was
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Figure 6. Distribution of the chromospheric-activity parameter log R′
HK for

the target stars of the Magellan Planet Search Program. The bulk of stars are
inactive, with a peak at values below −4.9.

also performed to check for any difference between both data
set distributions, obtaining a statistical estimator D = 0.124
and a corresponding probability estimator of P = 0.3, meaning
that my sample is not significantly different from J08.

3.5. Rotation Periods and Ages

Using the results from the activity analysis, one can also
compute rotation periods and ages using empirically derived
log R′

HK relationships. From Mamajek & Hillenbrand (2008),

Ro =

⎧⎪⎪⎨
⎪⎪⎩

(0.233 ± 0.015) − (0.689 ± 0.063)(log R′
HK + 4.23)

if log R′
HK> −4.3

(0.808 ± 0.014) − (2.966 ± 0.098)(log R′
HK + 4.52)

if −5.0 < log R′
HK < −4.3,

(4)
where Ro = log(Prot/τ ) and τ is the convective turnover time
as adopted from Noyes et al. (1984),

log τ =
{

1.362 − 0.166x + 0.025x2 − 5.323x3 if x > 0
1.362 − 0.14x if x < 0,

(5)
where x = 1 − (B − V ) and the ratio of mixing length to scale
height is 1.9. Noyes et al. (1984) note that this relationship
has an rms about the mean curve of ∼0.08, which means that
predicted rotational periods using Equations (4) and (5) may be
fairly accurate.

To estimate ages for individual stars, we use the age–
chromospheric-activity relation of Mamajek & Hillenbrand
(2008):

log t = −38.053 − 17.912 log R′
HK − 1.6675(log R′

HK)2, (6)

where t is the stellar age in years. Mamajek & Hillenbrand
(2008) report an rms of ∼0.07 dex in log t yr−1 for stars with
−5.1< log R′

HK < −4.3. I have extrapolated this relation to
lower log R′

HK in order to get an estimate of the ages, therefore
for less active stars the estimated age will not be as accurate. I
should also note at this point that R′

HK corresponds to the activity
level averaged over many activity cycles. For this reason, one
should obtain as many observations as possible in order to derive
a value closer to the actual age of the star using this relation,
which is not always the case for the program stars.

I present a histogram of the distribution of the median activity
levels for the Magellan target stars in Figure 6. The bimodal

distribution of activity in log R′
HK noted previously by Gray

et al. (2003) and Jenkins et al. (2006, 2008) is evident, although
less pronounced. This slight discrepancy might be explained
by the dependency of bimodality with metallicity ([M/H]), as
shown by Gray et al. (2006). Another work, by Hall et al. (2007),
shows a similar distribution to our sample.

3.6. Radial Velocity Jitter

Since intrinsic stellar variations can lead to false planet
detections, when it shows periodic signals, or to non-detections,
when jitter is larger than planetary signature; it is essential
to quantify this source in order to take it into account when
searching for planets. Saar et al. (1998), Santos et al. (2000)
derived the first empirical relations detected RV dispersion, or
jitter (σ ′

RV), and the activity indices log R′
HK for F, G, and K

dwarfs with only a small sample of stars.
Wright (2005) used ∼450 stars from the California and

Carnegie Planet Search to derive empirical models to predict
a star’s RV jitter based on its (B − V ) color, activity level and
absolute magnitude. Since log R′

HK is not well calibrated in the
B − V < 0.4 or B − V > 0.9, an alternative metric of stellar
activity, F(Ca ii) is used instead. Updated relations to estimate the
baseline expected jitter as a function of excess activity ΔS and
B − V colors were recently published by Isaacson & Fischer
(2010) using more than 2600 stars from the California Planet
Search.

Using Hipparcos (Perryman et al. 1997) colors and parallaxes,
I have applied both Wright’s empirical model and Isaacson’s
relations to my calculated activity S values to predict the
expected RV jitter of the Magellan program stars. These results
are given in the last two columns of Table 1.

4. CONCLUSIONS

Chromospheric activity and S values from over 9,000 archival
spectra from the Magellan Planet Search Program, taken over a
baseline of 6 years, have been measured. The spectra were taken
using the MIKE spectrograph at Las Campanas Observatory.

Analysis of the measured level of activity of τ Ceti yields a
random error of ∼6% and the S values presented here correspond
to the median activity levels of each star during the time span
of the observations.

As stellar activity has proven to mimic an extrasolar planet
signal, an expected value of the RV jitter due to the star’s
intrinsic variability is an essential tool when it comes to selecting
targets, as it can constrain the minimum RV amplitude variation
detectable due to a true planetary companion. I have computed
the expected stellar RV jitter for all the stars in the sample,
with the main goal of selecting the best targets for the new
Magellan Planet Search, which is making use of the new
Planet Finder Spectrograph (Crane et al. 2006; Crane et al.
2008). Advantages of this new spectrograph include higher
throughput, higher resolution, active and passive temperature
stabilization, fixed format, and all optics optimized for the Iodine
region (5000–6200 Å). Data collected in the first five months of
scientific operation indicate that velocity precision better than
1 m s−1 rms is being achieved (Crane et al. 2010).

I am grateful to the Magellan observers: R. P. Butler, Dante
Minniti, and Merecedes López-Morales. I thank James S.
Jenkins for helpful discussions. I also acknowledge support
by the FONDAP Center for Astrophysics 15010003, BASAL
CATA Center for Astrophysics and Associated Technologies
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PFB-06, and MIDEPLAN Iniciativa Cientı́fica Milenio project
Milky Way Millenniun. This paper has made use of the Simbad
and NASA ADS data bases.
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