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Abstract

We present a second-order formulation of multi-reference algebraic diagrammatic construction the-
ory [Sokolov, A. Yu. J. Chem. Phys. 2018, 149, 204113] for simulating photoelectron spectra of
strongly correlated systems (MR-ADC(2)). The MR-ADC(2) method uses second-order multi-reference
perturbation theory (MRPT2) to efficiently obtain ionization energies and intensities for many photo-
electron transitions in a single computation. In contrast to conventional MRPT2 methods, MR-ADC(2)
provides information about ionization of electrons in all orbitals (i.e., core and active) and allows to
compute transition intensities in straightforward and efficient way. Although equations of MR-ADC(2)
depend on four-particle reduced density matrices, we demonstrate that computation of these large ma-
trices can be completely avoided without introducing any approximations. The resulting MR-ADC(2)
implementation has a lower computational scaling compared to conventional MRPT2 methods. We
present results of MR-ADC(2) for photoelectron spectra of small molecules, carbon dimer, and equally-
spaced hydrogen chains (H;, and Hy,) and outline directions for future developments.

1 Introduction

Recently, there has been a significant progress in
increasing tractability of strong electron correla-
tion problem. New methods enable computations
of systems with a large number of strongly cor-
related electrons in the ground or excited elec-
tronic states.! ' These approaches usually start
by computing a multi-configurational wavefunc-
tion that describes strong correlation in a subset
of frontier (active) molecular orbitals with near-
degeneracies. 1> 17 The remaining (dynamic) corre-
lation effects outside of the active orbitals are usu-
ally captured by multi-reference perturbation the-
ory (MRPT),®27 configuration interaction, 232
or coupled cluster (CC) methods.?3 " In partic-
ular, low-order MRPT methods have been very
successful at computing accurate energies of large
strongly correlated systems, due to their relatively
low computation cost and ability to treat large ac-
tive spaces with up to ~ 30 orbitals.?1 %%

Despite significant advances, application of con-
ventional MRPT methods to a wider range of prob-

lems, such as simulating excited-state or spectro-
scopic properties, is hindered by a number of lim-
itations. For example, computation of transition
intensities in MRPT is not straightforward due
to complexity of the underlying response equa-
tions.? Another limitation is that MRPT meth-
ods do not describe electronic transitions involv-
ing orbitals outside active space that are important
for simulating broadband spectra or core-level ex-
citations in X-ray spectroscopies. Furthermore, for
computations involving many electronic states of
the same symmetry, MRPT methods rely on using
state-averaged reference wavefunctions, which in-
troduce dependence of their results on the number
of states and weights used in state-averaging. This
motivates the development of new efficient multi-
reference theories that are not bound by these lim-
itations.

We have recently proposed a multi-reference for-
mulation of algebraic diagrammatic construction
theory (MR-ADC) for simulating spectroscopic
properties of strongly correlated systems.%0 MR-
ADC is a generalization of the conventional (single-
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reference) ADC theory proposed by Schirmer in
1982.%1 Rather than computing energies and wave-
functions of individual electronic states, in MR-
ADC excitation energies and transition intensities
are directly obtained from poles and residues of
a retarded propagator approximated using multi-
reference perturbation theory. In contrast to con-
ventional MRPT, MR-ADC describes electronic
transitions involving all orbitals (i.e., core, active,
and external), enables simulations of various spec-
troscopic processes (e.g., ionization or two-photon
excitation), and provides direct access to spectral
properties. In this regard, MR-ADC is related to
multi-reference propagator theories,? " but has
an advantage of a Hermitian eigenvalue problem
and including dynamic correlation effects beyond
single excitations. For electronic excitations, MR-
ADC can also be considered as a low-cost alter-
native to multi-reference equation-of-motion (MR-
EOM) theories, such as MR-EOM-CC, 443 and
internally-contracted linear-response theories, such
as ic-MRCC.™

In this work, we present a second-order formu-
lation of MR-ADC (MR-ADC(2)) for photoelec-
tron spectra of multi-reference systems. We begin
by describing the derivation of MR-ADC(2) (Sec-
tion 2) and discuss details of its implementation
(Section 3), demonstrating that it has a lower com-
putational scaling with the number of active or-
bitals compared to conventional MRPT methods.
Next, we describe computational details (Section 4)
and test the performance of MR-ADC(2) for com-
puting photoelectron energies and transition inten-
sities of small molecules, carbon dimer, as well as
equally-spaced hydrogen chains H;, and Hs, (Sec-
tion 5). Finally, we present our conclusions (Sec-
tion 6) and outline future developments.

2 Theory

2.1 Multi-Reference
grammatic
(MR-ADC)

We begin with a brief overview of MR-ADC. In
Ref. 60, we have described the derivation of MR-
ADC using the formalism of effective Liouvillean
theory. ”® Here, we only summarize the main re-
sults. Our starting point is a general expression
for the retarded propagator ™7 that describes re-
sponse of a many-electron system to an external
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Figure 1: Orbital energy diagram showing the
index convention used in this work.
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Here, G, (w) and G, (w) are the forward and
backward components of the propagator, |¥) and
E are the eigenfunction and eigenvalue of the elec-
tronic Hamiltonian H, and the frequency w =
w’' + in is written in terms of its real component
(w") and an infinitesimal imaginary number (in).
Depending on the form of operators qi, the prop-
agator G, (w) can describe various spectroscopic
processes. Choosing g} = a},aq — (\I/]a;r)aq\lll>, where
a}T, and a, are the usual creation and annihilation
operators, corresponds to polarization propagator
that provides information about electronic excita-
tions in optical (e.g., UV /Vis) spectroscopy. Al-
ternatively, a propagator with qT = aIT) describes
electron attachment and ionization processes. The
number of creation and annihilation operators in
a (odd or even) determines the sign (+ or —) of
the second term in Eq. (1).

Evaluation of the exact propagator is very ex-
pensive computationally. For this reason, many
approximate methods®16%757106 haye been devel-
oped to compute G, (w) for realistic systems. A
common assumption in most of these approaches
is that the eigenfunction |¥) can be well approx-
imated by a single Slater determinant. Although
this assumption significantly simplifies the under-
lying equations, such single-reference methods do
not provide reliable results when strong correlation
is important and the wavefunction |¥) becomes
multi-configurational.

To efficiently and accurately compute G, (w) for
strongly correlated systems, in MR-ADC we con-
sider an expansion of Eq. (1) using multi-reference



perturbation theory, where the zeroth-order (ref-
erence) wavefunction |¥y) is obtained by solving
the complete active space configuration interaction
(CASCI) or self-consistent field (CASSCF) varia-
tional problem in a set of active molecular orbitals
(Figure 1). The eigenfunction |¥) is related to |¥q)
via a unitary transformation?”44-49

N
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i'j'a’b’ ..

(3)

where T' generates all internally-contracted excita-
tions between core, active, and external orbitals
(see Figure 1 for orbital index notation). Defin-
ing the zeroth-order Hamiltonian to be the Dyall
Hamiltonian 24-26:107
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expressed in the basis of diagonal core and external
generalized Fock operators (f! = &;67, f2 = ,0%),
we expand the propagator in Eq. (1) in perturba-
tive series with respect to the perturbation V =
H—HO:

G(w) =

GOW +GY W) +...+ GM(w) +...

(8)

Truncating Eq. (8) at the nth order in perturbation
theory corresponds to the propagator of the MR-
ADC(n) approximation.

An important property of MR-ADC (along with
that of its single-reference variant) 2 is that the for-
ward and backward components of the propagator
in Eq. (1) are decoupled and, thus, perturbative
expansion (8) can be performed for G}, (w) and
G, (w) separately. The MR-ADC(n) G}, (w) and
G, (w) contributions are expressed in the matrix

form

Gi(w)=Ts (WSt — M) ' TL (9)
where My, T4, and Sy are the effective Liouvil-
lean, transition moment, and overlap matrices, re-
spectively, each evaluated up to nth order in per-
turbation theory. The M4 matrix contains infor-
mation about transition energies, which are ob-
tained by solving the Hermitian generalized eigen-
value problem

MiY L =S.Y, Q4 (10)

where € is a diagonal matrix of eigenvalues. The
eigenvectors Y 1 are used to compute spectroscopic
amplitudes

X. =T.S;/%Y. (11)

which are related to transition intensities. Com-
bining the eigenvalues 1 and spectroscopic am-
plitudes X4, we obtain expressions for the MR-
ADC(n) propagator and spectral function

Gi(w) =Xz (w— Q) ' XL (12)

T(w) = —%Im Tr G ()] (13)

2.2 Second-Order MR-ADC for Ioniza-
tion Energies and Spectra

2.2.1 Overview

In this work, we consider the MR-ADC(2) ap-
proximation for photoelectron spectra, which in-
corporates all contributions to G(w) up to the sec-
ond order in perturbation theory. A propagator
of choice for the description of electron ionization
processes is the backward component of the one-
particle Green’s function G_(w), which can be de-
fined by specifying qi = a; in the second term of
Eq. (1). To simplify our notation, we will drop the
subscript — everywhere in the equations. Thus,
matrices M, T, and S will refer to the components
of G_(w) in Eq. (9). Following the effective Li-
ouvillean approach,%" we express the nth-order



MR-ADC matrices as:

k+l+m=n ~
M = Z (Wl [T, [HO b)), | g)
klm
(14)
k+l=n
T = D (Wollgl, b1+ Wo) (15)
kl
k+l=n
ST =" (Wo|[rPT, K], 1wo) (16)
kl
where [...] and [...]4+ denote commutator and an-

ticommutator, respectively. In Egs. (14) to (16),
H®) and cjl(f) are the kth-order contributions to
the effective Hamiltonian H = e 4 He“ and ob-
servable ¢, = e_AqueA operators. These contri-
butions can be obtained by expanding H and du
using the Baker-Campbell-Hausdorff (BCH) for-
mula and collecting terms at the kth order. The
low-order components of these operators have the
form

g0 — g0 (17)
AY = v 4+ [HO AW (18)
H? = [HO A®) 4 Z[v + AW, AL} (19)
iV =q.=q, (20)
G = lap, AV (21)
G = lap, AP + 2[[ap,A(”],A(”] (22)

where A®) = 7®k) _ T
The operators h,(f)T compose the kth-order ioniza-
tion operator manifold that is used to construct

a set of internally-contracted (ionized) basis states
(k) (k
") = h

() as shown in Eq. (2).

L ) |¥o) necessary for representing the
eigenstates in Eq. (10).

Introducing shorthand notations’? for the matrix
elements of arbitrary operator sets A = {A,} and
B = {Bu}

{AIB} = (Vo|[A,, Bf]+|¥o) (23)
{A[H[B} = (Vol[Ay, [H, Bl]]+|¥o) (24)

we express contributions to the MR-ADC(2) ma-

trices in the following form

M ~ {hOTHOROT + (hOTHO RO
+ {hOFHWOT 4 (hOTH OO

+ {hWTHO RO 4 (WOF7 O R

+ {(hOTHO RO + (WONHD RO (25)
T~ {g” RO} + GV RO7} + GO nM7

a1 + (G RO (26)
S ~ {h(O)T‘h(O)T} + {h(l)T’h(O)T}

+ {h(O)T‘h(l)T} + {h(l)T’h(l)T} (27)

Computing matrix elements in Eqgs. (25) to (27) re-
quires solving for amplitudes of the excitation op-
erators (T and T®)) and determining the ioniza-

tion operator manifolds (h,(Lk)T, k=0,1).
2.2.2 Amplitudes of the Excitation Opera-
tors

To solve for amplitudes of the T®") (k = 1,2) oper-
ators, we express these operators in a general form

T = Z tftk)Tu (28)

m

) _ )

(k)

where ¢, are the kth-order coefficients and 7, are
the corresponding excitation operators (Eq. (3)).
The first-order operator () includes up to two-
body terms (T(1) = T )—i-T(l)) parametrized using
three classes of smgle excitation and eight classes
of double excitation amplitudes
1) _ [,aD), =z(1), ja(1), 4ab(1), jex(1l), ,ab(1),
t()_{ti sty e tig 75 i s i
1), 4ab(1 1
tff’( ), tgy( )’ ay( ) 7534'2( ) taz( )} (29)
Defining a? = aba, and a?? = ajalasa,, the corre-
sponding excitation operators are

_ a, . xr. .a. .ab, _ax. _ab.
T_{aia Qis Qs Qs Qg Qg
ry, _ab, _ay, Yz, 6 _az
aij? axy? Aigs Ay a:cy} (30)

To compute t(1), we consider a system of projected
linear equations

(‘I’OITTH |Wo) =0 (31)

Using the definition of H(!) from Eq. (18), this sys-
tem of equations can be expressed in the matrix



form 60

HOD — _v(@® (32)

where the zeroth-order Hamiltonian and perturba-
tion matrix elements are defined as

H}L?) - <\110|Tg(H<0> — Eo)7| %) (33)
vﬁ = (To|7[ V[ W) (34)

and Fy is the zeroth-order (reference) energy.
Eq. (32) is identical to equation that defines the
first-order wavefunction in the standard Rayleigh—
Schrédinger perturbation theory. Since H(©) is the
Dyall Hamiltonian, the first-order MR-ADC ref-
erence wavefunction |[¥(1)) = T |Ty) is equiva-
lent to the first-order wavefunction in internally-
contracted second-order N-electron valence pertur-
bation theory (NEVPT2).2426 Importantly, this
suggests that solutions of Eq. (31) do not suffer
from intruder-state problems, provided that |¥)
is the ground-state reference wavefunction. The
t(1) amplitudes can be used to compute the second-
order correlation correction to the reference energy

E® = (o] V|wW) = (wo|vTD W) (35)

which is equivalent to the NEVPT2 correlation en-
ergy. We note that Eqgs. (32) and (35) have been
recently derived in the context of perturbation
expansion of internally-contracted multi-reference
coupled cluster theory. %8

Evaluating the MR-ADC(2) matrices in Egs. (25)
and (26) also requires semi-internal amplitudes of
the second-order excitation operator T2

£(2) — {t;@); (22, ga@), (@), =), t;;m}
(36)

These parameters are obtained by solving the
second-order linear equations

HO(2) — _v(©2) (37)
where the matrix elements of V(2) are defined as
1 .
Vi = (olrf[V + HY, AV][Wo) - (38)
Eq. (37) is analogous to the first-order Eq. (32)
with r.h.s. modified by the second-order matrix
V(2 and, thus, can be solved in a similar way. In

practice, only a small number of terms in Egs. (25)
and (26) depend on the t(3) amplitudes and their

contributions have a very small effect on the ion-
ization energies and spectral intensities. We will
discuss solution of the first- and second-order am-
plitude equations in more detail in Section 3.2.

2.2.3 Ionization Operator Manifolds

To determine the ionization operators h,(fﬁ (k =

0,1), we use the fact that these operators must
satisfy two requirements:%72 (i) at the kth or-

(k)T

der, the particle-hole rank of h;’" must not ex-

ceed that of q](Lk)T or q](Lk) for the forward or back-
ward components of the propagator, respectively;
(ii) h,(fﬁ must fulfill the vacuum annihilation condi-
tion (VAC) ™ ™ with respect to the reference state,
ie. hfp |Wp) = 0, which ensures decoupling of the
forward and backward components of the propaga-

tor in Eq. (1).5%7 To obtain hLO)T, we recall that
cjl(LO) = a,, where the annihilation operator can be

of three different types: a;, a, or a, (core, active,
or external). Out of these three classes, only the
core operator a; satisfies VAC with respect to |¥q)
(a;r |Wo) = 0) and, thus, can be added to h,(LO)T.
Since |¥p) does not contain electrons in the ac-
tive space, the external operator a, is redundant
(aq |¥o) = 0) and cannot be included in h,(LO)T. Al-
though the active-space operator a, does not fulfill
VAC (al, |¥o) # 0), it can be expanded® in the
form a, = ), Z}clm, where Z}L is a complete set
of active-space eigenoperators, %9111 defined as:

Z} = Y1) (W (39)

Here, U2 1) are the CASCI states of the jonized
system with N — 1 electrons computed using the
active space and one-electron basis of the reference
state |¥p). We note that in the context of propa-
gator theory the configurational operators Z} were
first used by Freed and Yeager '%?
portant properties: they are linearly-independent
and include all types of active-only ionization op-
erators (ag, ai«ayaz, ...). Incidentally, these opera-
tors also satisfy VAC with respect to |¥() and can
be added to hLO)T. Although we have assumed that
the set of operators Z}L is complete, only a subset of
these operators corresponding to CASCI states in
the spectral region of interest need to be included
in practice. We summarize that the MR-ADC(2)

zeroth-order manifold hLO)T

and have two im-

consists of two sets of
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Figure 2: Schematic illustration of the ionized states produced by acting the h,(?) and h( T operators

(Egs. (40) and (41

)) on the reference state | V(). The black, green, and red energy levels correspond to

core, active, and external orbitals. Empty circle represents ionization and dashed line with an arrow

denotes single excitation.

operators:

hO7 = {%’; Z}} (40)

Following a similar strategy, we determine that

(Dt

the first-order operators h; ' have a general form
aby = a;,aTaq and can be further divided into five
classes

h(Wf = {a cal sal;

i z]? i) Vix acy

(41)

describing ionization in the core or active spaces ac-
companied by core-active, active-external, or core-
external single excitations, as shown in Figure 2.
The all-active operators a7, do not appear in hWT,
since they are already included in the h(®f mani-
fold by the Z}L operators.

Figure 3 illustrates perturbative structure of the
MR-ADC(2) effective Liouvillean (M) and overlap
(S) matrices. The {h(Of|H®|h(O1} block of the M
matrix includes all contributions up to k = 2, while
the coupling block {h(WT|H#) |h(O1} is evaluated to
first order, as given by Eq. (25). In the manifold
of first-order ionized states, the {h(Mf|H©)nMTY
sector is block-diagonal with non-zero elements for
the h,(})T excitations from the same class (Eq. (41)).
Overall, the general perturbative structure of the
MR-ADC(2) matrices closely resembles that of
non-Dyson SR-ADC(2)%% and the two meth-
ods become equivalent in the limit of single-
determinant reference wavefunction |¥g).

3 Implementation

3.1 General Algorithm

In this section, we describe a general algorithm
of our MR-ADC(2) implementation for complete
active space (CAS) reference wavefunctions. Al-
though in this work we always employ the ground-
state CASSCF wavefunction of a neutral system
as a reference, in MR-ADC other choices of refer-
ence orbitals are possible (e.g., Hartree-Fock, state-
averaged, or unrestricted natural orbitals).'? The
main steps of the MR-ADC(2) algorithm are sum-
marized below:

1. Choose active space, compute the reference
orbitals and CAS wavefunction |¥y) for the
neutral system with N electrons.

2. Using reference orbitals, compute the CASCI
energies EY ! and wavefunctions |UY 1) for
Nci lowest-energy states of the ionized sys-
tem with (N — 1) electrons.

3. Compute active-space reduced density ma-
trices (RDMs) for the reference state |¥o),
transition RDMs between |¥p) and ionized
states |UY 1), and transition RDMs between
two ionized states | W ~1).

4. Solve linear amplitude Egs. (32) and (37) to
compute t™) and t(2).

5. Solve the generalized eigenvalue problem
(10) to obtain ionization energies 2.

6. Compute spectroscopic amplitudes (11) and
(if necessary) spectral function (13).



Wy U, \I/;w ‘I’Zw }cuz \Ilfuz ‘Isz

(a) M matrix

Wy \IIJ' \Ilzw \I/Zw ;:l \I/?uz \Ilzl

(b) S matrix

Figure 3: Structure of the effective Liouvillean (M) and overlap (S) matrices of MR-ADC(2) for
photoelectron spectra. Non-zero matrix blocks are highlighted in color. A colored line represents a
diagonal block. Numbers denote the perturbation order to which the effective Hamiltonian H is
approximated for each block. Wavefunctions ¥; = Z;\Ifo and ¥; = q; ¥ are the CASCI and core ionized

states, whereas ¥}, = a;f)araqlllg are singly-excited ionized states with orbital index notation shown in

Figure 1.

As discussed in Section 2.2, the number of active-
space ionized states (Nc¢p) should be sufficiently
large to include all important CASCI states in
the spectral region of interest. Implementation of
the algorithm outlined above requires derivation of
equations for contributions to the M, T, and S
matrices (Egs. (25) to (27)). Although most of
these contributions have compact expressions, ma-
trix elements of the second-order effective Hamil-
tonian (e.g., {hOTH@ O are very compli-
cated containing ~ 250-300 terms for each matrix
block. Such algebraic complexity is a common fea-
ture of many internally-contracted multi-reference
theories, 31+41,54,59,113

To speed up tedious derivation and implementa-
tion of MR-ADC(2), we have developed a Python
program that automatically generates equations
and code for arbitrary-order MR-ADC(n) ap-
proximation. Our code generator is a modified
version of the SECONDQUANTIZATIONALGEBRA
(SQA) program developed by Neuscamman and
co-workers. 113 We use SQA to define and normal-
order all active-space creation and annihilation op-
erators in Egs. (25) to (27) with respect to the
physical vacuum. Next, we additionally normal-
order core creation and annihilation operators rel-
ative to the Fermi vacuum and evaluate expecta-
tion values with respect to the active-space states
|Wo) and [T ). The resulting equations, writ-
ten as contractions of the one- and two-electron
integrals, t() and t(® amplitudes, and RDMs, are

used to generate code and can be implemented us-
ing any available tensor contraction engine. We
present working equations for all matrix elements
in Egs. (25) to (27) in the Supporting Information.

In Sections 3.2 to 3.4, we provide more details
about the solution of amplitude equations, efficient
computation of terms that depend on high-order
RDMs, and solution of the generalized eigenvalue
problem.

3.2 Amplitude Equations

General form of the first- and second-order ampli-
tude equations has been discussed in Section 2.2.2.
Since the Dyall Hamiltonian (Eq. (4)) does not
contain terms that couple excitations outside of
the active space, its matrix representation H(©)
(Eq. (33)) is block-diagonal and the amplitude
equations (32) and (37) can be solved for each
block separately. Using the standard notation
for classifying excitations adopted in N-electron
valence perturbation theory,?4 26 operators 7 in
Eq. (30) are split into eight groups 7l (i €
{0;4+1; —=1; +2; —2; +1’; —1’;0'}), where i is the
number of electrons added to (i > 0) or removed
from (i < 0) active space upon excitation. The
operator classes with i € {+1’;—1';0'} are used
to represent three coupled sets of single and semi-
internal double excitations: 711 = {a¥; a¥?},
V) = {a8; a2z}, and 79 = {ag; ).

Separating the H®, () and V(1) matrices in



Eq. (32) into blocks according to excitation classes
7l (denoted as KO ¢80 and VE®) respec-
tively), we express the first-order amplitude equa-
tions in the following form

K0 — (42)

To solve Eq. (42) for each excitation class, we con-
sider the generalized eigenvalue problem for the
matrix K1

Kz — glilgzil i (43)

which allows to obtain expression for the first-order
amplitudes©®

t1) = —(slihy=1/2 Z[1 (lih =1 ZT (glil)=1/2 y[H1)
(44)

where K[, = (Wo|rM(HO — Eo)rlh1wy), S, =
<\I/0|T,[;HTIEZ]’\I/0>, and Z = (S)1/2 W Comput-
ing the tll™ amplitudes in Eq. (44) requires diag-
onalizing Kl and Sl and removing linear depen-
dencies corresponding to eigenvectors of Sl with
small eigenvalues. Since the matrix elements K ,[fl],
and Sl[f,}, are zero when the operators T‘B]T and T,LZ]
do not share the same core and external indices,
diagonalization of K and Sl! can be performed
very efficiently. For the semi-internal amplitudes
tlM (€ {+1/;-1";0'}), removing redundancies
in the overlap matrix may introduce small size-
consistency errors of the MR-ADC energies due to
the appearance of disconnected terms in the ampli-
tude equations that become non-zero when linear
dependencies are eliminated.%%1'* To restore full
size-consistency of the MR-ADC energies, we use
the approach developed by Hanauer and Kéhn'!?
that removes the disconnected terms by transform-
ing the excitation operators [ (i € {+1’;-1/;0})
to a generalized normal-ordered form. We will
demonstrate size-consistency of the MR-ADC(2)
ionization energies in Section 5.1.

We use Eq. (44) to compute ti(1) for all dou-
ble (i € {0;+1; —1;42; —2}) and one class of semi-
internal (i = 0/) excitations. For the t[*1(1)
and t[~11(1) amplitudes, diagonalization of K]
and K[l requires the four-particle reduced den-
sity matrix (4-RDM) of the reference state |¥g),
which is expensive to compute and store in mem-
ory for large active spaces (see Section 3.3 for de-
tails). To avoid computation of 4-RDM, we eval-
uate t17111) and t[-V1M) yging imaginary-time al-

gorithm developed in Ref. 60, which employs a
Laplace transform®7116 to evaluate the operator re-
solvent (H(©) — FEy)~! without explicitly construct-
ing and inverting the K[t and K[V matrices.
The second-order amplitude equations (37) need
to be solved only for the semi-internal amplitudes
112 t-1132) ) and t012) (Eq. (36)). Among
these, only t[+11(2) enter equations for the M ma-
trix, while all three sets of semi-internal amplitudes
are necessary to compute the T matrix elements.
The second-order amplitudes can be obtained in a
similar way as their first-order counterparts ti®),
i.e. by expressing tl(2) in the form of Eq. (44)
(with VI replaced by V() defined in Eq. (38))
or using the imaginary-time algorithm. Although
solving the second-order equations is straightfor-
ward, matrix elements of the perturbation opera-
tor VII(2) contain ~ 600 terms and are rather te-
dious to evaluate. On the other hand, since the
primary role of t(2) (i € {+1/;-1;0'}) is to de-
scribe relaxation of the orbitals, their contributions
are expected to have a small effect on the results
of the MR-ADC(2) method that already incorpo-
rates orbital relaxation via the first-order ampli-
tudes tll(M) and ionization operators h™Wf. To test
this, we considered an approximation where we ne-
glect contributions of t[+112) and t[-11(2) and ap-
proximate t[01(2) by setting tff ® ~ 0 and neglect-
ing all terms that depend on active-space RDMs in
V1012 o obtain tf(m (see the Supporting Informa-
tion). The resulting amplitude equations ensure
that MR-ADC(2) is equivalent to SR-ADC(2) in
the single-reference limit. As demonstrated in the
Supporting Information, approximating the t(2)
terms has a very small effect on the MR-ADC(2)
results with errors of < 0.005 eV and < 3 x 10~%
in ionization energies and spectroscopic factors, re-
spectively. For this reason, we adopted this approx-
imation in our implementation of MR-ADC(2).

3.3 Avoiding High-Order Reduced Den-
sity Matrices

As other internally-contracted multi-reference per-
turbation theories, MR-ADC(2) contains terms
that depend on high-order reduced density matri-
ces (e.g., 4-RDM) in its equations. In this section,
we will demonstrate that these terms can be ef-
ficiently evaluated without computing and storing
4-RDMs in memory. There are two sources of high-
order RDMs in the MR-ADC(2) equations: (i)
t(M) and t(® amplitude equations and (ii) second-



order contributions to the effective Liouvillean ma-
trix M. As discussed in Section 3.2, using the
imaginary-time algorithm% allows to completely
avoid computation of 4-RDM in the amplitude
equations.

For the M matrix, 4-RDMs appear in ex-
pectation values of the second-order -effective
Hamiltonian H® with respect to the reference
((To|HP|Wp)) and ionized (TN HHP|WI1Y)
wavefunctions. In particular, the latter
matrix elements depend on transition 4-
RDMs between all CASCI ionized states (e.g.,
<\IIN_1|aLa§aLalazfay/amraw/\\I/]}[_1>), which have a
high O(Nget N NS, ) computational scaling, where
Nyet is the dimension of CAS Hilbert space, N¢p
is the number of CASCI ionized states, and Nyt
is the number of active orbitals. To demonstrate
how to avoid computation of 4-RDMs, we consider
one of the contributions to the (W~ 1\7—[ UL iy
matrix elements

Z vzwt"”“tay \Ilj\a

T
oy Lav tary ay,ayavaw/az W)

aw:cyzu
vy'w' 2’

(45)

where we use shorthand notation for the first-
order amplitudes t;‘;;(” = i3, and CASCI states
|1 = |¥;). Changing the order of creation
and annihilation operators, we express Eq. (45) in
the following form

1
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where the remaining terms involve contractions of
transition 2- and 3-RDMs. Computing intermedi-
ate states

t]) = Z t% w,ay,aw/azx|\IfJ> (47)
ywz
vaya ayway|¥r) (48)
ywz

we evaluate the first term in Eq. (46) using a com-
pact expression

1
—5 > tas(vilalaylt) (49)
aruv
Using Egs. (47) to (49) allows us to signif-
icantly lower the cost of computing transi-

T ayal avaz,aw/az/ W) +

tion 4-RDM terms from O(NgetNENS) to
O(Naet NE N2 Next), where Nex is the number
of external orbitals. We use the same technique to
efficiently evaluate all 4-RDM terms that appear in
the (T HH@ |1 and (Uo|H2) |To) matrix el-
ements. We note that similar techniques have been
used to avoid computation of 4-RDM in imple-
mentations of complete active space second-order
perturbation theory (CASPT2) and NEVPT2 in
combination with matrix product state wavefunc-
tions, 57-116,117

The M matrix elements also depend on transi-
tion RDMs of the form (\Ilo\awa$ayaiazfay/ ay | UN Y,
which we denote as 3.5-RDMs. These RDMs
contribute to the second-order matrix elements
<\I/0|aT7-l N1 as well as some elements of the
first-order off- dlagonal blocks {hMT|HM KO}
and {hOTHO LD} in Eq. (25). For example, a
3.5-RDM contribution to (\IlolaZTH DN has a
form

- § : xy yiz gou’
vzwtautaw \Ilo‘a
awxyz
uvu'w’

aT,ayaxaw [P )

(50)

To evaluate this term, we reorder creation and an-

nihilation operators, contract viy, and tzz}l, with
alazaw\ﬁl@ and alaz,aw/]\h) to form intermedi-
ate states (|v*) and [t})), and contract ¢, with
their overlap matrix element ((v* \amt%) As in

the case of 4-RDM, using intermediate states al-

..lows to completely avoid computation and storage

of 3.5-RDMs for all terms of the M matrix, lower-
ing computational scaling from O(Nget Nc1N/-) to
O(NdetNCINactN )

Combining efficient algorithms for the solution
of amplitude equations and evaluation of high-
order RDM terms, our MR-ADC(2) implementa-
tion has O(Nget NG NS.;) computational scaling,
which is significantly lower than the O(NgetNE.;)
scaling of the conventional multi-reference per-
turbation theories (e.g., CASPT2 or NEVPT?2)
with the number of active orbitals. Although
the scaling of our current MR-ADC(2) algo-
rithm or1g1nates from computing transition 3-
RDMs ()~ 1|awaxayay/ax/aw/|‘lf]f*1>) for all ion-
ized states, we note that using intermediate states
the computational cost can be further lowered to
O(Nget No1NS,). We did not take advantage of it

in our present implementation.



3.4 Solution of the Generalized Eigen-
value Problem

Finally, we briefly discuss solution of the
MR-ADC(2) generalized eigenvalue problem
in Eq. (10).  Since the M and S matrices

are computed in the non-orthogonal basis of
internally-contracted ionized states, we transform
the eigenvalue equation to the symmetrically-
orthogonalized form
MY =YQ (51)
where M = S~V/2MS~1/2 and Y = S1/2Y. Here,
the overlap matrix S contains four non-diagonal
blocks corresponding to ionized states |V¥,)
{af; [Wo); af, [Wo); ag, [Wo); ai [Wo); af, |Po)} (Fig-
ure 3b). Conveniently, the S™'/2 matrix can be
constructed together with the (SI)~1/2 matrices
used for solution of the amplitude equations (Sec-
tion 3.2). As an example, we consider non-zero
elements of S for af; |Wo) that have the form
Sz’jz,z’jy = (‘Ilola;jafj]q/@ = <\I/0|ayal\\110). These
clements are equal to the SITY matrix elements
Sl uijar = (Yolaiyaf|¥o) = (¥ola,af|¥o). Thus,
by diagonalizing the density matrix (ﬁlolayal\\llw
and removing linearly-dependent eigenvectors cor-
responding to small eigenvalues (< 74, where 7, is
a user-defined truncation parameter), we simulta-
neously obtain elements of (SIT1)=1/2 and §~1/2
for the aj; [Vo) ionized wavefunctions. Similarly,
we construct (SI71)71/2 and (S[=2)=1/2 together
with S71/2 for a¢, |¥o) and ag, |Yo), respectively.
For the af; [Vo), af, |¥o), and a3, |¥o) states,
numerical instabilities due to linear dependencies
are completely eliminated when using small trun-
cation parameters (ng ~ 10710). Except for very
small active spaces (N,et < 6), orthogonalization
of these ionized states does not require discard-
ing any eigenvectors of the overlap matrix. The
zeroth-order a; | Vo) and first-order a?, |¥¢) ionized
states exhibit much stronger linear dependencies in
their overlap matrix. To remove these linear depen-
dencies, we project out a; |¥o) from af, |¥o) using
the projection approach developed by Hanauer and
Kohn'!* and subsequently orthogonalize a?, |¥g)
between each other. Importantly, this ensures that
the zeroth-order states a; |¥p), which are already
orthogonal, are not affected by removing redundan-
cies in the first-order af |¥¢) ionization manifold.
To discard linearly-dependent eigenvectors of the
al |¥o) overlap matrix, we use a larger truncation
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parameter (15 ~ 107%) than the one used for other
ionized states (1q).

We solve the eigenvalue problem (51) using a
multi-root implementation of the Davidson al-
gorithm, 18119 which avoids storing the full M
and S matrices, significantly reducing the mem-
ory requirements. Since the second-order block
{hOTHE | WO} of M is small (with (Nop+ Naet)?
elements) and its computation is the most time-
consuming step of the MR-ADC(2) implementa-
tion, we precompute this block, store it memory,
and use it for the efficient evaluation of matrix-
vector products in the Davidson procedure.

4 Computational Details

We implemented MR-ADC(2) for photoelectron
spectra in our pilot code PRIsM, which was in-
terfaced with Pyscr!?Y to obtain integrals and
CASCI/CASSCF reference wavefunctions. Our
implementation follows the general algorithm out-
lined in Section 3.1. All MR-ADC(2) computa-
tions used the CASSCF reference wavefunctions
with molecular orbitals optimized for the ground
electronic state of each (neutral) system. To re-
move linear dependencies in the solution of am-
plitude equations and generalized eigenvalue prob-
lem, we truncated eigenvectors of the overlap ma-
trices using two parameters: n, = 1075 and 1y =
10710 (see Section 3.4 for details). The 7y param-
eter was used to orthogonalize the a}, |¥o) ionized
states and to compute the semi-internal t{(1) (;
e {+1;-1;0'}) amplitudes (Section 3.2), while
1nq was employed for other amplitudes and ion-
ized states. To efficiently compute s V1M and
t(711) our implementation used imaginary-time
algorithm, ®76%:116 where propagation in imaginary
time was performed using the embedded Runge-
Kutta method that automatically determines time
step based on the accuracy parameter A;;. 2! In all
computations, we used A;; = 1077 E}, which al-
lows to obtain very accurate amplitudes and refer-
ence NEVPT?2 correlation energy. All MR-ADC(2)
results were converged with respect to the number
of CASCI ionized states (Ncp). For most of the
systems employed in this study, using Ncor = 20
was enough to obtain well-converged results.

We benchmarked the accuracy of MR-ADC(2)
for a set of small molecules (HF, Fy, CO, Ny, HyO,
CS, Hy,CO, and C,H,), carbon dimer (C,), and hy-
drogen chains (H;, and Hs,). For small molecules,
equilibrium and stretched geometries were consid-



ered. The equilibrium structures were taken from
Ref. 94. For diatomic molecules, the stretched
geometries were obtained by increasing the bond
length by a factor of two. For the H,O, H,CO, and
CyH, stretched geometries, we doubled the O—H,
C—0, and C—C bond distances, respectively. The
C—C bond length in C, was set to 1.2425 A, which
is very close to its equilibrium geometry. Unless
noted otherwise, all computations employed the
aug-cc-pVDZ basis set.'?? For HyCO and CyH,,
the cc-pVDZ basis set was used for the hydrogen
atoms, as employed in Ref. 94. We denote active
spaces used in CASCI/CASSCEF as (ne, mo), where
n is the number of active electrons and m is the
number of active orbitals. Active spaces of small
molecules included 10 orbitals with n = 8, 14, 10,
10, 8, 10, 12, and 10 active electrons for HF, F,,
CO, Ny, H,0, CS, H,CO, and C,H,, respectively.
For C,, the (8e, 120) active space was used. For
the hydrogen chains, we employed the (10e, 100)
active space.

The MR-ADC(2) results were compared to re-
sults of single-reference non-Dyson ADC meth-
ods (SR-ADC(2) and SR-ADC(3)),?* % equation-
of-motion coupled theory for ioniza-
tion energies with single and double excitations
(EOM-CCSD), 83123124 quasi-degenerate strongly-
contracted second-order N-electron valence pertur-
bation theory (QD-NEVPT2),%6 as well as full con-
figuration interaction (FCI). All methods employed
the same geometries and basis sets as those used
for MR-ADC(2). SR-ADC(2) and SR-ADC(3)
were implemented by our group as a module in the
development version of Pyscr. The FCI results
were computed using the semistochastic heat-bath
configuration interaction algorithm (SHCI) im-
plemented in the DICE program.'?'* The SHCI
electronic energies were extrapolated using a lin-
ear fit according to procedure described in Ref.
14. We estimate that errors of the computed SHCI
energy differences relative to FCI do not exceed
0.03 eV. For H,CO and CyH,, the 1s atomic or-
bitals of carbon and oxygen were not correlated in
the SHCI computations. For all other methods,
all electrons were correlated in all computations.
The EOM-CCSD and QD-NEVPT2 results were
obtained using Q-CHEM'?® and ORCA,?® respec-
tively. For the ground state of each neutral sys-
tem, QD-NEVPT2 used the same active spaces
and CASSCF reference wavefunctions as those em-
ployed in MR-ADC(2). The QD-NEVPT2 com-
putations of ionized states used the state-averaged

cluster
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CASSCF reference wavefunctions, where state-
averaging included four electronic states for each
abelian subgroup irreducible representation of the
full symmetry point group.

Intensities of photoelectron transitions were
characterized by computing spectroscopic factors

Py = Z ‘XPVM‘Q
P

where X, , are elements of the spectroscopic am-
plitude matrix X4 defined in Eq. (11). Spectro-
scopic factors in Eq. (52) correspond to intensi-
ties of photoelectron transitions under the approx-
imation that only single-electron detachment con-
tributes to the spectrum. More rigorous simulation
of photoelectron intensities require computation of
Dyson orbitals with explicit treatment of the wave-
function of injected free electron and will be one of
the subjects of our future work. 2"

(52)

5 Results

5.1 Size-Consistency of Energies and
Properties

We begin by testing size-consistency of the MR-
ADC(2) ionization energies and spectroscopic fac-
tors. As for single-reference ADC, the MR-ADC
equations are fully connected, which guarantees
size-consistency of the MR-ADC energies and tran-
sition properties. In practice, however, removing
redundancies in the overlap matrix during the so-
lution of the MR-ADC amplitude equations may
result in small size-consistency errors.%? As we dis-
cussed in Section 3.2, in this work we employ a
technique developed by Hanauer and Kohn that
restores size-consistency of the MR-ADC results.
Table 1 shows deviations from size-consistency
of the MR-ADC(2) ionization energies (Af2) and
spectroscopic factors (AP) for the (H,0), and
(HF), systems, each composed of two noninter-
acting monomers with near-equilibrium (r.) and
stretched geometries (2 x r.). The computed size-
consistency errors are very small: AQ ~ 1075 eV
and AP ~ 107% on average, with the largest errors
of A =12 x 107* eV and AP = —4.5 x 1076,
These remaining errors originate from a finite time
step used in the imaginary-time algorithm for solv-
ing the semi-internal amplitude equations and be-
come increasingly smaller with a tighter A pa-
rameter (see Section 4 for details). Overall, our
numerical results demonstrate size-consistency of



Table 1: Size-consistency errors of the MR-ADC(2) ionization energies (Af2, eV) and spectroscopic
factors (AP) for the (HyO), and (HF), systems composed of two identical monomers separated by 10000

A (aug-cc-pVDZ basis set). For HyO, r. = r(O—H) = 1.0 A and Z(H-O-H) = 104.5°. For HF, r,

0.917 A. The (4e, 40) and (6e, 50) active spaces were used for the H,O and HF monomer CASSCF
reference wavefunctions. For dimers, (8e, 80) and (12e, 100) active spaces were used, respectively. The
number of CASCI ionized states was set to 10 and 20, for monomers and dimers, respectively.

System State AQ AP
(H,0)5 (re) 1by —2.4 x 1075 6.0 x 1078
3aq 9.4 x 1076 —2.7 x 1077
1Dy 2.8 x 1076 2.5 x 1077
(Hy0)4 (2r¢) 16 —1.3 x 1075 3.4 x 1077
3a; 1.5 x 107° 2.3 x 1076
1bs 1.3 x 107° 1.8 x 1076
(HF), (re) 1n 1.2 x 1074 —1.0 x 1076
30 5.4 x 107° 2.4 x 1076
(HF), (2r¢) 17 1.0 x 1074 —4.5 x 1076
30 5.9 x 107° -9.1 x 1077

the MR-ADC(2) results in the present implemen-
tation.

5.2 Small Molecules

In this section, we benchmark the MR-ADC(2) ac-
curacy for predicting ionization energies of small
molecules. Table 2 compares vertical ionization
energies (€2) and spectroscopic factors (P) of MR-
ADC(2) with those obtained by single-reference
non-Dyson ADC methods (SR-ADC), equation-of-
motion coupled cluster theory with single and dou-
ble excitations (EOM-CCSD), quasi-degenerate
NEVPT2 (QD-NEVPT2), and full configuration
interaction (FCI) for a set of eight molecules near
their equilibrium geometries (see Section 4 for com-
putational details). In addition to strict second-
and third-order SR-ADC (SR-ADC(2) and SR-
ADC(3)), Table 2 also presents results of SR-
ADC(3) incorporating high-order self-energy cor-
rections, reported in Ref. 94, which we denote
as SR-ADC(3+). Out of six approximate meth-
ods, the best agreement with FCI is shown by SR-
ADC(3+), EOM-CCSD, and QD-NEVPT2. These
three methods produce similar mean absolute er-
rors in vertical ionization energies (Anagp ~ 0.2
eV) with standard deviations from the mean signed
error (Agrp) ranging from ~ 0.15 to 0.3 eV, as il-
lustrated in Figure 4a. The MR-ADC(2) method
shows a similar Agrp error (0.23 eV), but a larger
Apnag error (0.56 eV), which is lower than Apag
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of SR-ADC(2) (0.83 €V), but higher than that of
SR-ADC(3) (0.30 eV), indicating that including
high-order effects in MR-ADC(2) improves its ac-
curacy relative to SR-ADC(2). For all systems,
the MR-ADC(2) ionization energies systematically
overestimate energies computed using FCI, show-
ing a good agreement with FCI for energy spacings
between electronic states of the ionized systems
(Apag of 0.11 eV and Agrp of 0.10 eV). The QD-
NEVPT2 method shows the best agreement with
FCI for energy spacings (Ayag and Agrp of 0.03
eV), while EOM-CCSD shows larger errors com-
pared to MR-ADC(2) (Amag = 0.16 eV, Agtp =
0.27 eV). The MR-ADC(2) spectroscopic factors
agree well with those computed using SR-ADC(3)
and SR-ADC(3+), with two exceptions observed
for the 60 state of CS and the 1by state of HyCO.
In these cases, the computed spectroscopic factors
vary significantly depending on the order of the
ADC approximation, suggesting that properties of
these photoelectron transitions are significantly af-
fected by electron correlation effects.

To assess performance of MR-ADC(2) when
strong correlation is important, we computed its
ionization energies and spectroscopic factors for
molecules with stretched geometries, where at least
one of the bonds is elongated by a factor of two
(see Section 4 for details). The MR-ADC(2) results
are shown in Table 3, along with those computed
using SR-ADC(2), SR-ADC(3), EOM-CCSD, QD-
NEVPT2, and FCI. Due to the difficulty of ob-



Table 2: Computed vertical ionization energies (£, ¢V) and spectroscopic factors (P) of molecules with
equilibrium geometries. See Section 4 for active spaces used in the reference CASSCF computations, struc-
tural parameters, and basis sets. Also shown are mean absolute errors (Ayag) and standard deviations

(Agtp) of the results, relative to FCI.

System  State SR-ADC(2) SR-ADC(3) SR-ADC(3+)® MR-ADC(2) EOM-CCSD QD-NEVPT2  FCI

Q P Q P Q P Q P Q Q Q
OF Ir 1441 089 16.79 093 1641 093 1635 0.93 15.85 16.00 16.07
30 1869 0.90 20.65 0.94 20.30 094 20.38 0.94 19.88 20.04 20.06
Fa i, 1390 087 16.03 089 1587 090 1655 0.88 15.40 15.38 15.64
lm, 17.06 0.84 19.25 0.75 19.11 0.81 19.86 0.80 18.77 18.58 18.83
30, 2025 0.89 21.26 0.89 2101 0.88 2208 0.87 21.16 20.88 21.15
co 50 1378 091 1357 0.90 13.80 0.89 14.07 0.92 13.99 13.53 13.74
r 1624 089 17.16 0.90 16.88 0.90 17.38 0.90 16.93 16.75 16.90
46 1828 0.85 2046 0.76 20.10 0.79 20.15 0.85 19.67 19.48 19.56
Na 30, 1479 0.88 1542 091 1560 091 1576 0.91 15.43 15.21 15.30
lm, 1698 091 16.60 0.92 16.77 092 17.33 0.92 17.11 16.75 16.83
20, 17.96 0.85 18.79 0.82 18.93 0.82 19.00 0.83 18.71 18.44 18.50
H,0 1b; 1123 0.89 1299 0.92 1278 0.92 12.74 0.93 12.38 12.55 12.53
3a1  13.53  0.89 1528 0.92 1508 0.93 1507 0.93 14.66 14.85 14.81
by  17.95 0.90 19.34 0.93 19.16 0.93 19.28 0.94 18.89 19.05 18.98
CS 7o 1099 0.86 10.99 0.85 11.33 0.85 11.59 0.85 11.36 10.95 11.13
or  12.84 091 1267 090 12.66 0.90 13.43 0.91 12.94 12.74 12.83
60  16.88 0.85 1553 0.8 1551 019 16.83 0.40 17.02 15.83 15.88
H,CO  2b, 946 087 11.11 091 10.87 091 11.23  0.92 10.62 10.28 10.72
1b; 1373 0.88 1454 0.88 14.30 0.88 15.14 0.90 14.47 14.07 14.48
501 14.62 0.86 16.61 0.90 16.20 0.90 16.70 0.90 15.95 15.64 16.01
by 1667 0.88 17.04 0.69 17.32 0.65 17.76 0.88 17.21 16.50 16.86
CoHy lby, 1014 091 1047 091 1046 091 1101  0.90 10.58 10.41 10.58
b1, 1279 091 13.22 091 1319 091 13.75  0.92 13.22 13.05 13.21
3a, 13.78 0.89 1434 091 1436 091 1474 0.89 14.31 14.12 14.25
lbo,, 1613 0.87 16,50 0.74 16.49 0.79 17.10 0.84 16.61 16.35 16.45
AMAE 0.83 0.30 0.21 0.56 0.17 0.17
AsTp 0.68 0.32 0.22 0.23 0.28 0.14

a Non-Dyson SR-ADC(3) incorporating high-order self-energy corrections from Ref. 94.

EEm SR-ADC(2)

> 1.6 mmm SR-ADC(3)
1.4l mmm SR-ADC(3+)
e mEE EOM-CCSD
= 1.21 EEm MR-ADC(2)
N 1.0 EEE QD-NEVPT2

(a)

1.8 m EOM-CCSD
> 1.61 mEm MR-ADC(2)

() || D-NEVPT2
' 1.4 Q

1 1.0
© ;
S 0.8
© 0.6
W (.41
o4
= 0.2

0.0

(b)

Figure 4: Mean absolute errors (MAE, eV) and standard deviations from the mean signed error (STD,
eV) for vertical ionization energies of molecules with (a) equilibrium and (b) stretched geometries
computed using six methods, relative to FCI (aug-cc-pVDZ basis set). The MAE value is represented as
a height of each colored box, while the STD value is depicted as a radius of the black vertical bar.

taining the FCI energies, we show results only for
a few lowest-energy transitions of six molecules.
Importance of strong electron correlation for these
non-equilibrium geometries is demonstrated by the
poor performance of SR-ADC(2) and SR-ADC(3),

which show very large deviations from the FCI
reference values with Ayag > 2.5 eV and Agrp
> 3 eV. Although SR-ADC(3) shows moderate ~
0.5 eV errors for single-bond stretching in HF and
F,, these errors drastically increase when multiple
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Table 3: Computed vertical ionization energies (£, eV) and spectroscopic factors (P) of molecules with
stretched geometries. See Section 4 for active spaces used in the reference CASSCF computations, struc-
tural parameters, and basis sets. Also shown are mean absolute errors (Ayag) and standard deviations

(Agtp) of the results, relative to FCI.

System  State SR-ADC(2) SR-ADC(3) MR-ADC(2) EOM-CCSD QD-NEVPT2 FCI
Q P Q P Q P Q Q
HF 1w 9.84 0.77 16.15 0.84 13.86 0.60 13.67 13.61 13.65
30 13.30 0.84 14.68 0.76 1498 0.73 14.76 14.83 14.84
Fs 1wy 10.63 0.64 17.55 0.88 18.12 0.74 16.86 16.81 17.13
1y, 10.66 0.64 1769 0.89 18.16 0.82 16.95 16.87 17.19
No 3oy 15.70 0.63 —2.60 1.69 14.00 0.69 14.36 13.06 13.38
17, 17.50 0.55 —=5.24 2.16 14.17 0.51 14.77 13.21 13.49
H>O 161 6.53 0.71 12.24 0.66 11.31 0.64 10.65 10.99 11.07
3a1 10.49 0.75 12.78 0.67 13.22 0.67 12.69 12.99 13.02
1b2 11.18 0.75 13.01 0.72 13.78 0.71 13.26 13.53 13.56
H2.CO 2b2 10.65 0.85 8.31 0.21 11.51 0.39 9.85 10.24 10.37
151 10.69 0.86 8.35 0.22 11.21 0.48 9.66 10.38 10.55
5a1 10.60 0.91 1097 0.88 13.16 0.57 10.97 12.32 13.16
CoHy 1b1y, 9.37 0.76 687 0.83 9.69 0.53 9.41 9.26 9.25
3ag 11.38 0.79 8.74 0.91 11.36 0.73 11.17 10.94 10.93
AMAE 2.70 3.66 0.50 0.56 0.18
Astp 3.10 6.28 0.36 0.81 0.23
20 . b 1b_| | FCl - - 20— I oz -
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Figure 5: Simulated photoelectron spectrum of ethylene for equilibrium (a) and stretched (b) geometries
computed using the MR-ADC(2) method by broadening peaks centered at vertical ionization energies
with a half width of 0.03 eV (aug-cc-pVDZ basis set). Vertical dashed lines indicate FCI ionization
energies for main peaks. See Tables 2 and 3 for the MR-ADC(2) and FCI data.

bonds are elongated, leading to unphysical values
of ionization energies that significantly underesti-
mate the FCI results. EOM-CCSD significantly
improves prediction of ionization energies over SR-
ADC(2) and SR-ADC(3), but still exhibits large
errors (Apag = 0.56 and Agrp = 0.81 eV, Fig-
ure 4b). MR-ADC(2) shows performance similar
to that for equilibrium geometries (Table 2), with
Anag (0.50 eV) and Agrp (0.36 €V) smaller than
the corresponding errors for the single-reference
methods. The best agreement with FCI is again
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shown by QD-NEVPT2 with Ayag = 0.18 eV and
Agtp = 0.23 V. As for the equilibrium geometries,
the MR-ADC(2) ionization energies for stretched
geometries are systematically overestimated rela-
tive to FCI, reproducing energy spacings between
ionized states within 0.1 eV for all systems ex-
cept HyCO, where ~ 0.5 eV errors are observed.
QD-NEVPT?2 shows a similar performance to MR-
ADC(2) for energy spacings with a large error of ~
0.7 eV for the difference of the 1b; and 5aq ioniza-
tion energies of H,CO.



Table 4: Vertical ionization energies (2, eV) and spectroscopic factors (P) of carbon dimer with r(C—C)
= 1.2425 A computed using the aug-cc-pVDZ basis set. For MR-ADC(2) and QD-NEVPT2, the CASSCF
reference wavefunction was computed using the (8e, 120) active space.

Configuration State  SR-ADC(3) MR-ADC(2) QD-NEVPT2 FCI

Q P Q P Q Q
(20,)%(17,)3(30,)° 120, 11.69 0.9215 12.50 0.8986 12.28 12.34
(20,)%(17,)2(30,)t 124, 1117 0.0002 14.31  0.0002 13.92 13.94
(200)*(17y)?(30y)" 173, a a 14.55  0.0000 14.12 14.15
(204)%(1m,)2(30,)"  12%) 1143 0.0004 14.60 0.0047 14.26 14.29
(20,)'(1m,)*(30,)° 125+ 13.95 0.8738 15.33 0.7190 15.07 15.09
(20,)%(1m, ) (30,)2 2211,  ° a 1477 0.0183 15.35 15.43
2 State is absent in SR-ADC(3).

An important advantage of MR-ADC(2) over 40 I An | FCl - -
conventional multi-reference perturbation theories 35 ¢ 1 ! MR-ADC(2) ——1
(such as QD-NEVPT?2) is that it provides efficient @ 30 f : :
access to spectroscopic properties. We demon- g o5 | I I
strate this by computing the photoelectron spec- 5 o0l : :
trum of C,H, at equilibrium and stretched geome- % 5| | .
tries in the range between 8.5 and 20 eV, shown S | 1
in Figure 5. The spectrum at equilibrium geome- O 107 ! !
try exhibits five very intense well-separated peaks 51 j L :
corresponding to vertical ionizations in five high- 0 J
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est occupied molecular orbitals. All of the com-
puted peaks are systematically shifted by ~ 0.5
eV relative to FCI. The computed spacings be-
tween the main peaks are in a good agreement with
FCI (Table 2), as well as experimental photoelec-
tron spectrum.?® At the stretched geometry, the
MR-ADC(2) spectrum shows four main peaks with
significantly decreased intensities, along with sev-
eral satellite peaks originating from shake-up tran-
sitions that involve ionization and simultaneous ex-
citation in the valence orbitals.

5.3 Carbon Dimer

Next, we investigate performance of MR-ADC(2)
for simulating photoelectron spectrum of C,, which
is a challenging test for ab initio methods, since
electronic states of both Cy and C," require very
accurate description of static and dynamic corre-
lation. 1297139 Table 4 compares results of SR-
ADC(3), MR-ADC(2), and QD-NEVPT2 with
those from FCI. The MR-ADC(2) photoelectron
spectrum, shown in Figure 6, exhibits two very
intense peaks for ionizations in the 1w, and 20,
orbitals, corresponding to the 1%II, and 12%}
electronic states of C2+, respectively. For both
peaks, MR-ADC(2) is in a good agreement with
FCI, showing errors in vertical ionization ener-

15

14 16
lonization energy, eV

18 20

Figure 6: Simulated photoelectron spectrum of
carbon dimer for 7(C—C) = 1.2425 A computed
using the MR-ADC(2) method by broadening
peaks centered at vertical ionization energies with
a half width of 0.03 eV (aug-cc-pVDZ basis set).
Vertical dashed lines indicate FCI ionization
energies for the main peaks corresponding to the
1211, and 12X} states of C," (Table 4).

gies (0.16 and 0.24 eV) within Ayag and Agrp
of small molecules computed in Section 5.2. The
MR-ADC(2) results show significant improvement
over SR-ADC(3), which underestimates the 1m,
and 20, ionization energies from FCI by 0.65 and
1.14 eV, respectively, indicating that description of
multi-reference effects is important for these ion-
ization processes. The best agreement with FCI is
demonstrated by QD-NEVPT2, with errors smaller
than 0.1 eV.

In addition to the intense peaks, the C, pho-
toelectron spectrum also exhibits several much
weaker (satellite) peaks, which involve ionization
in the 17, orbital accompanied by single and dou-
ble (1m,)% — (304)° excitations (Table 4). Out
of four satellite transitions, only two are predicted
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Figure 7: Local density of states (LDOS) for the equally-spaced H; chain with r(H—H) = 1.4, 1.8, and
3.6 ap computed using three methods with 0.05 E}, broadening. LDOS was computed at the central
hydrogen atom. The MR-ADC reference CASSCF wavefunction used the (10e, 100) active space.

by SR-ADC(3), with large errors (> 2 eV). For the
singly-excited shake-up states of CQJr (12Ag, 1229_,
and 1°X7), the largest MR-ADC(2) error is 0.37
eV. However, for the doubly-excited 2%II, state,
MR-ADC(2) produces a larger 0.66 eV error. The
QD-NEVPT?2 ionization energies for all four elec-
tronic states are within 0.1 eV from the reference
FCI values. The large error of MR-ADC(2) for
2211, may be attributed to the importance of dif-
ferential dynamic correlation effects between this
state and the ground state of C,, since in MR-
ADC(2) the first-order amplitudes of the effective
Hamiltonian are preferentially determined for the
latter state (Section 2.2.2), while in QD-NEVPT2
the first-order wavefunction is constructed for each
electronic state separately. The description of these
differential correlation effects is expected to im-
prove for higher-order MR-ADC approximations
and will be a subject of our future research.

5.4 Hydrogen Chains

Finally, we use MR-ADC to study equally-spaced
hydrogen chains H;, and Hs,. Hydrogen chains are
one-dimensional models for understanding strong
electron correlation in molecules and materials, as
well as the hydrogen phase diagram at high pres-
sures. 1407146 Ay important property of a hydro-
gen chain is its band gap, which can be calculated
as the difference between ionization potential and
electron affinity. For equally-spaced chains in the
thermodynamic limit, this band gap is believed to
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be zero at short H—H distances (r), corresponding
to a metallic phase, and non-zero for long distances,
corresponding to an insulator. Recently, Ronca et
al. computed local density of states (LDOS) of the
H,, chains (n = 10, 30, and 50) at the central hy-
drogen atom using density matrix renormalization
group (DMRG) method with the minimal STO-
6G basis set. " They demonstrated that for near-
equilibrium and stretched geometries (r = 1.8 and
3.6 ap) LDOS converges to thermodynamic limit
already for Hy,, while for compressed chains (r =
1.4 ag) finite size effects are still significant. Al-
though in this study all valence electrons of hydro-
gen atoms were correlated, importance of dynamic
correlation effects beyond those in the minimal one-
electron basis was not investigated.

Here, we use MR-ADC to study effect of dynamic
correlation and basis set on the density of occu-
pied states in Hy; and Hy,. Figure 7 shows LDOS
of Hyy for » = 1.4, 1.8, and 3.6 ap computed at
the central hydrogen atom using the MR-ADC(0)
and MR-ADC(2) methods. We use the full va-
lence (10e, 100) active space for the CASSCF ref-
erence wavefunction and combine MR-ADC with
the STO-6G'*® and cc-pVTZ basis sets, plotting
LDOS for two broadening parameters: 0.05 Ey
(Figure 7) and 0.003 E}, (Supporting Information).
For the minimal STO-6G basis, results of MR-
ADC(0) and MR-ADC(2) are equivalent to FCI.
The computed LDOS are in a very good agreement
with LDOS obtained by Ronca et al. employing the
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Figure 8: (a) Density of states (DOS) for the equally-spaced Hs, chain with r(H—H) = 1.4 and 1.8 ag
computed using MR-ADC(2) with two basis sets and 0.05 E}, broadening. The MR-ADC(2) reference
CASSCF wavefunction was computed using the (10e, 100) active space. (b) Contributions to DOS from
core and active orbitals computed using MR-ADC(2) with the STO-6G basis set.

dynamical DMRG algorithm for all three geome-
tries. 47 Next, we consider LDOS computed using
MR-ADC(0) with the larger cc-pVTZ basis set. In-
creasing the basis set shifts LDOS to higher ion-
ization energies, relative to LDOS from FCI/STO-
6G. For short bond distances (r = 1.4 and 1.8 ayg),
the largest shifts are observed for the lowest-energy
peaks corresponding to the ionization potential of
the system (~ 0.03 and 0.05 E},, respectively). For
the stretched chain (r = 3.6 ap), increasing the ba-
sis set compresses LDOS and shifts the position
of its maximum by ~ 0.04 Ey. Incorporating dy-
namic correlation effects from MR-ADC(0) to MR-
ADC(2) shifts the computed LDOS further to lower
energies. For most of the peaks at short bond dis-
tances, the computed shifts are < 0.02 E},. For r
= 3.6 agp, including dynamic correlation does not
significantly change position of the first band in
the spectrum. Overall, our results suggest that in-
creasing the one-electron basis set and incorporat-
ing dynamic correlation effects are similarly impor-
tant and should be both taken into account in ac-
curate computations of LDOS for hydrogen chains.

An attractive feature of MR-ADC is that it is
not limited to describing ionization processes only
in active orbitals. We demonstrate this by comput-
ing total density of occupied states (DOS) for the
Hj;, chain using MR-ADC(2) with the (10e, 100)
active space. Since for this system we do not in-
clude all valence orbitals in the active space, we
do not consider the stretched r = 3.6 ap geom-
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etry. Figure 8a shows MR-ADC(2) DOS com-
puted using the STO-6G and cc-pVDZ basis sets.
For both geometries, DOS computed using MR-
ADC(2) with the STO-6G basis closely resembles
LDOS of the same system from the DMRG study
of Ronca et al.™*7 Figure 8b plots contributions to
MR-ADC(2)/STO-6G DOS from core and active
orbitals separately. For the compressed chain (r
= 1.4 ap), contributions from active orbitals domi-
nate the low-energy part of the spectrum, whereas,
for equilibrium geometry (r = 1.8 ap), core and
active orbitals have similar contributions to DOS
already for low ionization energies. Increasing the
basis set from STO-6G to cc-pVDZ shifts peaks in
DOS to higher energies. As for the H;, chain, the
largest shifts are observed for the peak at the first
ionization potential.

6 Conclusions

We presented derivation and implementation of
second-order multi-reference algebraic diagram-
matic construction theory (MR-ADC(2)) for sim-
ulating ionization energies and transition prop-
erties of strongly correlated systems. In MR-
ADC(2), ionization energies and spectral proper-
ties are determined from poles and residues of
the one-electron Green’s function that is evalu-
ated to second order in multi-reference pertur-
bation theory with respect to a complete active
space (CAS) reference wavefunction. In contrast



to conventional second-order multi-reference per-
turbation theories (such as multi-state CASPT2
or NEVPT2), MR-ADC(2) describes ionization in
all orbitals (e.g., core and active), does not re-
quire using state-averaged wavefunctions to com-
pute higher-energy ionized states, and provides di-
rect access to spectroscopic properties. Although
equations of MR-ADC(2) depend on four-particle
reduced density matrices, we demonstrated that
computation of these large matrices can be com-
pletely avoided by constructing efficient interme-
diates, without introducing any approximations.
The resulting MR-ADC(2) implementation has a
lower O(NgetNS.,) computational scaling with re-
spect to the number of active orbitals (N,et), com-
pared to the O(NgetNZ.,) scaling of conventional
multi-reference perturbation theories.

We benchmarked accuracy of MR-ADC(2)
for predicting ionization energies of eight small
molecules, carbon dimer (C,), and hydrogen chains
(Hyo and Hsg), against results from full configura-
tion interaction (FCI). For small molecules, MR-
ADC(2) shows consistent performance for equilib-
rium and stretched geometries, with mean absolute
errors of ~ 0.5 eV in ionization energies and 0.1
eV in energy separations between ionized states.
For Cy, MR-ADC(2) predicts energies of the main
and singly-excited satellite peaks within 0.4 eV
from the FCI reference values, but has a large ~
0.7 eV error for the doubly-excited satellite tran-
sition. The QD-NEVPT2 method shows smaller
(~ 0.1 €V) errors than MR-ADC(2) for all ionized
states of C,, providing an improved description
of differential dynamic correlation effects, which
are important for this system. We expect that
these effects will be better described using the
higher-order MR-ADC approximations, which will
be one of the directions of our future work. Fi-
nally, we used MR-ADC(2) to investigate density
of occupied states (DOS) in H;, and Hy,. For
H,,, our results provide numerical evidence that
including dynamic correlation effects beyond those
incorporated in a full valence CAS and increasing
single-particle basis set have a similar effect on the
computed local DOS. Since dynamic correlation is
a local phenomenon, we expect that its effect will
be similar for longer hydrogen chains as well. For
Hsy, we showed that DOS computed using MR-
ADC(2) combined with a small (10e, 100) active
space is in a very good agreement with previously
reported results from density matrix renormaliza-
tion group, incorporating 30 electrons and orbitals
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in the active space.

Overall, our results suggest that MR-ADC is a
promising theoretical approach for computing ion-
ization energies and spectral densities of multi-
reference systems and encourage its further de-
velopment. Future work will be directed towards
more efficient implementation of MR-ADC(2) for
systems with a large number of electrons and ac-
tive orbitals, as well as the development of more
accurate MR-ADC approximations that will incor-
porate description of higher-order dynamic correla-
tion effects. We also plan extending our MR-ADC
methods to simulations of core-level ionizations in
X-ray photoelectron spectroscopy, which has be-
come a widely used tool for experimental investi-
gations of molecules and materials.
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