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Abstract

One important strategy in semi-supervised learning is to utilize the predict-

ed pseudo labels of unlabeled data to relieve the overdependence on the ground

truth of supervised learning algorithms. However, the performance of such kinds

of semi-supervised methods heavily relies on the quality of pseudo labels. To

address this issue, a robust semi-supervised classification method, named data

augmented online extreme learning machines (ELMs) with deep features (DF-

DAELM) is proposed. This method firstly extracts feature representation and

infers labels for unlabeled data through self-training. Then, with the learned

features and inferred labels, two noise-robust shallow classifiers based on da-

ta augmentation (i.e., SLI-OELM and CR-OELM) are proposed to eliminate

the adverse effects of noises on classifier training. Specifically, inspired by label

smoothing, a data augmented method, SLI-OELM is designed based on stochas-

tic linear interpolation to improve the robustness of classifiers based on ELMs.

Furthermore, based on the smoothing assumption, the proposed CR-OELM

utilizes an `2-norm consistency regularization term to implicitly weight noisy

samples. Comprehensive experiments demonstrate that DF-DAELM achieves

competitive or even better performance on CIFAR-10/100 and SVHN over the
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related state-of-the-art methods. Meanwhile, for the proposed classifiers, ex-

perimental results on the MNIST dataset with different noise levels and sample

scales demonstrate their superior performance, especially when the sample scale

is small (≤ 20K) and the noise is strong (40% ∼ 80%).

Keywords: deep semi-supervised learning, extreme learning machine,

noise-tolerant, data augmentation

1. Introduction

In the past decades, with the improvement of network designing techniques,2

the leaping of computational power, and the accumulation of large-scale high-

quality labeled data, deep learning has achieved remarkable performance in4

many machine learning applications and attracted the attention of many re-

searchers in various fields [1, 2, 3]. However, as a general artificial intelligence6

method, the overdependence on a large amount of high-quality labeled data

limits these algorithms from having a larger impact in more fields. As a con-8

sequence, training the networks better with less human guidance is becoming

a hot research spot in the field of deep learning, and semi-supervised learning10

(SSL) is one of the important directions. Deep SSL requires achieving preferable

performance with a small number of labeled data and unlimited easily available12

unlabeled data. Many researches have been done in this direction and the exist-

ing popular algorithms can be roughly categorized into two categories. The first14

category is pseudo-label-based methods, which estimate the pseudo labels of the

unlabeled data and adopt them as extra supervision to exploit discriminative16

information from the whole dataset [4, 5, 6, 7, 8, 9, 10, 11, 12, 13]. The sec-

ond category is pre-training-based methods. These methods pre-train the deep18

neural network to find compressed representations of input data with auxiliary

unsupervised tasks before training the classifier with labels [2, 14, 15, 16, 17].20

One of the representative methods in the first category is pseudo-labeling

(self-training) [4, 18, 5], which reduces the overlap of the class probability distri-22

bution of both labeled and unlabeled data by minimizing the distance between
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true labels and pseudo labels. Another representative method is consisten-24

cy regularization, which extracts the abstract invariance within the unlabeled

data relying on the smoothing assumption that small perturbations for each26

sample should not significantly change the predicttion [9, 10]. However, these

methods heavily rely on the quality of the predicted pseudo labels and will eas-28

ily suffer from confirmation bias where the prediction errors would accumulate

[18, 10, 19, 19, 7]. Recently, despite the fact that a variety of methods have been30

proposed to solve this problem, such as MeanTeacher [10] based on model en-

sembling, VAT [8] based on data perturbation, [20] based on meta learning and32

so on [7, 21, 12, 22, 13, 13, 23, 24, 19], confirmation bias is still an intractable

issue in the field of deep SSL.34

The second category generally consists of two stages, i.e., network pre-

training and classifier learning [25]. Normally, the first stage finds the deep36

feature representation of the input data with excellent generalization perfor-

mance through unsupervised or self-supervised algorithms [26, 27, 2, 28]. In38

the second stage, it usually adopts supervised fine-tuning [25] or traditional

semi-supervised classifiers [14, 17, 29, 30, 16] to further enhance the discrim-40

inative capability of the learned feature and learn the final classifier. Since

network pre-training is task-agnostic, the representations generated by the net-42

work pre-training are likely to be suboptimal for the ultimate classification tasks

[31, 19, 32, 33]. Nevertheless, the pre-training-based methods are less sensitive44

to the confirmation bias thanks to its decoupling learning scheme, which pursues

the outstanding performance of each stage separately without considering the46

quality of pseudo labels. Various applications, such as traffic sign classification

[34], long-tailed recognition [35] and so on [36, 17, 14, 37], have demonstrated48

the effectiveness of such decoupling learning scheme.

Inspired by the decoupling scheme of the second category of semi-supervised50

methods, our key insight is to sovle confirmation bias encountered by the pseudo-

label-based semi-supervised methods via decoupling feature representation and52

classifier. However, since the learned features and inferred labels for unlabeled

data through such semi-supervised training (the pseudo-label-based methods)54
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generally contain some noise (as shown in Fig.2), it is difficult to significantly

improve the performance by retraining common classifiers.56

As a representative single layer feedforward neural networks algorithm, ex-

treme learning machine (ELM) [38, 39, 40] is characterized by its high learning58

efficiency and generalization performance, which has been successfully applied

to a wide range of domains, such as traffic sign classification [34], fingerprint60

recognition [41], hyperspectral image classification [42] and so on [30, 36, 37,

43, 44, 17, 14]. However, due to the unboundedness of the mean square error62

(MSE) criterion used in traditional ELMs, the performance of ELMs is extreme-

ly susceptible to noisy data [45]. In order to solve this problem, in recent years,64

many researchers design complex regularizations [39, 46, 47] to prevent ELM-

s from overfitting noisy samples, while many works develop various weighted66

or non-convex loss functions [48, 46, 45, 49, 50] for ELMs to punish the noisy

samples. Most of the above methods assume that the noisy data obeys non-68

gaussian distribution and improve the robustness of ELMs by designing various

techniques based on empirical studies. However, when both the learned features70

and the inferred labels are interfered by noise, the corresponding distribution

is difficult to estimate. It may be unfriendly to directly migrate these meth-72

ods to our problem. Fortunately, data augmentation [51], which generates new

data from the vicinity of the original data to expand the dataset based on the74

Vicinal Risk Minimization principle [52], should be a promising choice.. Since

data augmentation is task-independent, it is very convenient to combine with76

any method without considering data distributions. Inspired by this, we try to

use data augmentation [48, 46, 47, 49] to improve the robustness of ELMs. As78

far as we know, there is almost no study on improving the robustness of ELMs

from the perspective of data augmentation.80

In this paper, we propose a robust semi-supervised classification method

to solve confirmation bias [18, 10, 19], named data augmented online extreme82

learning machines with deep features (DF-DAELM). This method first decou-

ples the self-training scheme to extracts task-oriented deep features as well as84

infers pseudo labels of unlabeled data. Then, in order to eliminate the impact
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of noise in these features and labels on the performance of ELMs, we apply86

data augmentation to ELMs and then propose two robust shallow classifiers

from two different perspective of data augmentation [51, 52] (i.e., stochastic88

linear interpolation online extreme learning machine (SLI-OELM) and consis-

tency regularization online extreme learning machine (CR-OELM)). Concretely,90

inspired by label smoothing [21], we come up with a data augmented method

called SLI-OELM. It first conducts stochastic linear interpolation to augment92

the data and then uses them to train the ELM classifiers, which significantly

strengthens the robustness of ELM classifiers. Furthermore, motivated by the94

smoothness assumption [25, 9, 10, 11], CR-OELM develops a consistency regu-

larization term to constrain the parameter space of the ELM classifier, which is96

described as the `2-norm of the model’s prediction distance between the original

sample and the augmented sample in its neighborhood. Extensive experiments98

demonstrate that DF-DAELM achieves competitive or even better classification

performance on 3 datasets (CIFAR-10/100 and SVHN) over the state-of-the-art100

methods. Meanwhile, for the SLI-OELM and CR-OELM, experiments demon-

strate substantial improvements over 3 robust ELM methods on MNIST with102

different label noise levels and data scales. It is worth noting that SLI-OELM

and CR-OELM have strong robustness in high label noise levels (40% ∼ 80%)104

and small data scale (≤ 20K). The contributions of this work are summarized

as follows:106

• A novel deep semi-supervised classification method named DF-DAELM

is presented. Different from the previous methods addressing confirma-108

tion bias, it decouples self-training scheme to extract features and infer

pseudo labels combined with the proposed noise-robust ELM classifier to110

improve the performance. Comprehensive experiments demonstrate that

DF-DAELM achieves competitive or even better performance over state-112

of-the-art deep SSL algorithms.

• Two new robust ELM classifiers (i.e., SLI-OELM and CR-OELM) based114

on data augmentation are proposed. To our knowledge, this is the first
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time to utilize data augmentation to enhance the noise robustness of ELM-116

s. Compared with the current robust extreme learning machines, they are

robust on the training datasets with high label noise level (40% ∼ 80%)118

and small sample scale (≤ 2K).

This paper is organized as follows. Section 2 shows some notations and related120

work. Section 3 firstly describes the overall framework of the proposed DF-

DAELM, then followed by task-oriented feature representation 3.1 and pseudo122

label generation (3.1) as well as two data augmented ELM classifiers (SLI-OELM

and CR-OELM)(3.2). Then, Section 4 presents the comprehensive experiments124

and analysises. Finally, Section 5 concludes this paper.

2. Notations and Related work126

In this section, we first briefly introduce some important notations and then

review the related work, including deep SSL and extreme learning machine128

(ELM).

2.1. Notations130

Throughout this paper, for the deep SSL task, we are given a training

dataset, D = Dl∪Du, where Dl is the labeled subdataset with l labeled instances132

{(x1, y1), · · · , (xl, yl)} and Du is the unlabeled subdataset with n− l instances

{xl+1, · · · , xn}. Usually, n− l ≥ l, x ∈ RD and y ∈ {0, 1}C×1 being the one-hot134

encoding ground-truth label corresponding to x, where D is the dimension of in-

put space and C is the number of output class. Let X = [x1, · · · , xn]T ∈ Rn×D136

be the data matrix and Y = [y1, · · · , yl]T ∈ {0, 1}l×C be the label matrix.

For an arbitrary matrix M ∈ Rn×m, we denote its (i, j)-th entry, the j-th col-138

umn of M by mij , mj respectively. The squared Frobenius norm of M is∥∥M∥∥2
F

= Tr(MTM), where Tr (·) denotes the trace operator and the inverse of140

matrix M is denoted by M−1. For a vector v ∈ Rm, the `2-norm of vector v is
√
vT v, where vT is the transpose of v. I denotes an identity matrix and 1 is a142

column vector with all the elements as one. ‖ · ‖ is for norm.
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2.2. Deep semi-supervised learning144

This subsection reviews the deep SSL methods closely related to this re-

search. More comprehensive introductions and reviews of existing SSL ap-146

proaches could be found in [25, 53].

Pseudo-labeling [18] (self-training) methods treat the model predictions as148

the pseudo labels for unlabeled samples, which are used in training with the

cross-entropy. The methods on the basis of consistency regularization [25, 54]150

relies on the smoothing assumption that a classifier should output similar pre-

dictions for an unlabeled sample even after it is augmented, such as Π-Model152

[9]. However, the methods heavily rely on the quality of the pseudo labels and

are therefore quite apt to suffer from from the confirmation bias [18, 10, 19],154

where the incorrect pseudo labels would accumulate and harm the model train-

ing. To solve this problem, various methods have been proposed. One way is156

to improve the reliability of the predicted pseudo labels. LP [5] utilizes the

graph-based label propagation to enhance the reliability of pseudo labels. Tem-158

poral Ensembling and MeanTeacher [10, 11] take one of the two predictions as

the target and uses exponential moving average of the historical predictions or160

model parameters for each unlabeled example to enhance the stability of the

target prediction. On the other hand, many researches [8, 7, 21, 12] find that162

stochastic perturbations applied to unlabeled data may be inefficient in feature

representation and use various advanced data augmentations for consistency164

regularization to improves representation capability, such as VAT [8], WCP [7],

and mixup [21, 12], etc. Recently, many researches proposed a series of holistic166

approaches utilizing the dominant methods in SSL to improve the performance

of semi-supervised model [22, 13, 20], such as MixMatch [13], ReMixMatch [23],168

fixMatch [24] and CoMatch [19].

Another popular class of SSL methods [25] is the pre-training-based method,170

which decouples feature representation learning and classifier learning. For the

representation learning, auxiliary unsupervised tasks mainly use reconstruction172

loss (e.g., autoencoder [26]) or self-supervised contrastive learning (e.g., SimCLR

[2], MoCo [28]) to improve the generalization capability of the deep features.174
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For the classifier optimization, it mainly adopts supervised fine-tuning [25] and

traditional semi-supervised classifiers, such as semi-supervised support vector176

machine and semi-supervised extreme learning machine [14, 17, 29, 30, 16].

However, as no labeled guidance is introduced in the auxiliary feature pre-178

training tasks, the feature learning process of such methods is task-agnostic,

so that usually learns weak discriminative features, resulting in a sub-optimal180

model [33, 31].

In this paper, the proposed DF-DAELM method is motivated by the above182

research work and it mainly differs from the existing related work in the follow-

ing two aspects. Firstly, we do not resort to complex training skills to relieve184

the model’s overfitting of noisy pseudo labels but decouple the feature represen-

tation and classifier training to improve generalization performance. Secondly,186

we introduce label information into the feature representation training process

rather than use unsupervised learning methods to enhance the correlation be-188

tween the feature representation and the ultimate task, thereby reducing the

risk of a suboptimal model.190

2.3. Extreme learning machine

Extreme learning machine (ELM) is an effective learning framework using192

single-layer feedforward neural networks proposed by Huang [18, 10, 19], which

can be used as a classifier. Because of the limitation of space, the traditional194

ELMs (basic ELM [38, 39] and Online sequential-ELM [55]) related to this paper

are placed in the appendix A. Since this article focuses on the robust ELMs, we196

briefly review them as follows.

To improve the robustness of ELMs under noisy label or noisy data/features,198

the common strategy is re-weighting loss function under different samples. For

example, [39] proposed a regularized ELM with a two-stage weighted least200

square to enhance the robustness. Due to the lack of flexibility of fixed weights,

more attention have been paid to design special loss functions. Horata et al. [56]202

used iteratively reweighted least squares (IRLS) algorithm to solve the Huber

loss function without a regularization term. [48] used `1-norm constraint on loss204
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function to solve model degradation caused by different distribution samples.

[46] imposed structured sparsity penalty of the `21-norm to improve the robust-206

ness of ELM. Based on the application of orthogonal constraints in subspace,

the weight orthogonalization of the output matrix [47] is used to improve the208

robustness of the ELM model. In recent years, the non-convex loss functions

have become more and more attractive. Correntropy-based ELM [49] used non-210

linear similarity to avoid the negative impact of noisy labels, while [50] applied

non-convex loss function to give constant penalties to noisy labels to suppress212

their negative influence. [45] adopted a non-convex fraction loss function based

on Laplacian kernel to improve robustness. The main drawback of these meth-214

ods is that the loss functions are too complex to be optimized and such methods

usually rely on empirical studies.216

Unlike the aforementioned work, in this paper, we attempt to use the aug-

mented data to promote the robustness of ELM classifiers. In this way, there218

is no need to laboriously design complex objective functions or regularizations,

since data augmentation is usually task-agnostic. We have proposed two data220

augmented classifiers (SLI-OELM and CR-OELM). For SLI-OELM, it exploits

stochastic linear interpolation to augment the data and smooth the noisy labels222

to improve the robustness of the ELM classifier. For CR-OELM, it utilizes a

consistency regularization term to effectively evaluates the prediction difference224

between the original sample and the augmented sample in its neighborhood,

implicitly detecting and punishing the sample with the noisy label. In addi-226

tion, since data augmentation has been widely used in training deep neural

networks, the two proposed classifiers are very convenient to collaborate with228

deep convolution features to solve the confirmation bias encountered by the

pseudo-label-based SSL methods.230

3. The Proposed Approach

The popular pseudo-label-based semi-supervised methods usually suffer from232

confirmation bias [18, 10, 19], where the incorrect predictions would be rein-
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forced. Aiming at this problem, this paper proposes a robust semi-supervised234

classification approach, DF-DAELM. It firstly extracts feature representation

and infers labels for unlabeled data through self-training. Then, with the learned236

features and inferred labels, two noise-robust shallow classifiers based on data

augmentation (i.e., SLI-OELM and CR-OELM) are proposed to eliminate the238

adverse effects of noises on classifier training.
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Figure 1: The overall framework of DF-DAELM. DF-DAELM consist of consists of two stages.

For 1© stage, it decouples a deep neural network (taking ResNet-18 [57] as an example here)

by a self-training scheme (above the red dashed line) to obtain a task-oriented (a) feature

representation model fn that fusing the semantic feature fh and shallow feature fs, as well

as (b) generate pseudo labels of unlabeled data (dark green rectangle) (Section 3.1). For 2©

stage, we take the features fn of samples and pseudo labels as the input and target of the

proposed robust ELMs based on data augmentation (SLI-OELM (Section 3.2.1) or CR-OELM

(Section 3.2.2)) to improve the classification performance via retraining the classifiers (green

solid line).
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The pipeline of DF-DAELM is shown in Fig.1, including two stage: one is240

the pre-training phase stage mainly composed of task-oriented feature represen-

tation (Section 3.1) and pseudo-label generation (Section 3.1), and the other is242

design and retaining of noise-robust ELM classifiers (SLI-OELM (Section 3.2.1)

and CR-OELM (Section 3.2.2)).244

3.1. Task-oriented feature representation and pseudo label generation

First of all, this section introduces the two components (i.e., task-oriented246

feature extraction and pseudo label generation) of the pre-training phase stage

of DF-DAELM.248

Task-oriented feature representation. To avoid the degradation caused by

the noisy pseudo labels, a straightforward idea is to discard the classifier and250

use unsupervised methods. However, it may learn representations that are sub-

optimal for the specific classification task, due to the task-agnostic unsuper-252

vised feature preprocessing [33, 51, 31]. In order to improve the discriminative

capability and task consistency of the deep features, we propose to use the self-254

training method [4, 18] instead of unsupervised pre-training methods to pre-

train the deep neural network. Concretely, we unify multiple regularizations256

(i.e., entropy regularization [18] and uniform distribution regularization [58]) to

enhance the feature representation of self-training [59, 4, 18]. It is worth noting258

that the feature representation model here can be replaced with any other deep

semi-supervised learning methods that encounter confirmation bias.260

Formally, the deep feature representation f(·) is followed by a classification

head (multilayer perceptron) h(·). The probability of the predicted label for the262

input can be denoted as follow.

p (y|x) = softmax(h ◦ f(x)) (1)

The parameters of both f(·) and h(·) are iteratively optimized by minimizing264
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the following loss function

l = −
l∑
i=1

yilog p
(
yi|xi

)
− λ0

n∑
i=l+1

ỹilog p
(
yi|xi

)
+ λ1R0 + λ2R1 (2)

where the first item is the loss of labeled samples, the latter is the loss of samples266

with pseudo labels, ỹi is the pseudo labels by hard assignment according to the

prediction of the model h ◦ f(xi). According to [58], we added two regulariza-268

tion items to improve the stability of network training. The first regularization

term is R0 =
∑C
j=1 pc log

(
pc
p̂j

)
, where pc = 1

C is a uniform distribution and270

p̂j denotes the mean p
(
yj |x

)
of the model for j-th class across all samples in

the dataset. And then, in order to prevent the model from the local optimum,272

entropy regularization R1 = H(p(y|x)) [18] is introduced. λ0, λ1 and λ2 re-

spectively represent the weighted coefficients of the loss of samples with pseudo274

labels and the two regularization terms.

The above is the feature representation learning process. However, although276

multiple regularizations are introduced, the feature representation f(·) may have

a certain amount of noise, due to confirmation bias. As shown in Fig.2(a), the278

high-level semantic features (output by the last layer of f(·)) of few samples

are inseparable. It is not appropriate to directly use such features as the input280

of classifiers. Here, we give two solutions, one is feature fusion, the other is a

noise-tolerant classifier. The second is our focus and will be introduced in detail282

in Section 3.2. As for the feature fusion, it is an alternative plan. Generally,

the shallow features are not susceptible to the noisy labels [60, 61]. Thence284

we suggest fusing the shallow features and the high-level semantic features to

relieve the feature-noise. As shown in Fig.1, for any sample x, its fusion feature286

is fn(x) = concat(ReLU(GAP (fs(x))), ReLU(GAP (fh(x)))), where fs(·) and

fh(·) represent the shallow features and the high-level semantic features respec-288

tively, GAP is global average pooling [62]. The ablation study of Section 4.2

demonstrated the effectiveness of feature fusion, indicating that it is a feasible290

solution to noisy feature .

12



(a)

3.2% 2.3% 7.3% 10.6% 3.0% 11.9% 3.5% 2.9% 2.0% 1.9%

1 2 3 4 5 6 7 8 9 10
Class

2500

2900

3300

3700

4100

4500

4900

N
um

(b)

Figure 2: Statistics of features fs and pseudo labels for training dataset of CIFAR-10 with

4000 labels (Section 3.1). (a): Feature visualization of the last layer of CNN with t-SNE

and different colors represent the true label of each sample. (b): Statistics of the number of

samples in each category for pseudo labels (Blue and yellow indicate correct and incorrect

samples respectively.).

Pseudo label generation. For the second stage of the retraining of the classi-292

fier, it generally uses supervised fine-tuning or traditional SSL methods [29, 30].

However, they often suffer from poor classification performance (see the compar-294

ative experiment in section 4.2) and high solution costs [14, 17, 30, 17, 14, 16].

So, we propose to directly adopt the pseudo labels ỹ predicted and hard assigned296

by the final model h ◦ f(x) for the unlabeled samples, and convert the classifier

optimization to a fully-supervised one to alleviate these problems. The label298

matrix of all samples is reformulated as Y = [y1, . . . , yl, ỹl+1, . . . , ỹn]T , where

ỹ is the predicted pseudo label for the unlabeled sample. Finally, after total300

samples D are processed, the input and target of the classifier in the second

stage are fn(X) and Y respectively.302

This operation is efficient and convenient, but unfortunately, there will be

a small number of noisy features and labels, which brings challenges to the304

performance of the common to solve this problem.

3.2. SLI-OELM and CR-OELM classification with data augmentation306

In this section, we propose two robust ELM classifiers. Compared with other

common classifiers (such as SVM), ELM has the advantage of mitigating the308
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noisy feature faced by our method due to the single hidden layer neural net-

work. However, due to its nature of the squared loss function, incorrect labels310

will cause huge penalties and affect the stability of the decision hyperplane, re-

sulting in performance degradation ELM classifiers [50]. With the development312

of deep learning, it is found that the data itself contains a variety of knowledge

that is beneficial to improve the generalization of the model [52], such as data314

augmentation [51] plays an important role in enhancing the generalization. In-

spired by this, we use data augmentation to directly explore the knowledge that316

exists in the data instead of loss function design [48, 46, 47, 49] to improve the

robustness of ELMs. Specifically, we propose two robust ELM algorithms for318

DF-DAELM, namely the stochastic linear interpolation online extreme learning

machine (SLI-OELM) and the consistency regularization online extreme learn-320

ing machine (CR-OELM).

Note that in this section, fn(·) is the trained feature representation model322

from the first stage (see Section 3.1) and g(·) is the output function of the

random hidden layer after activation of ELM (Eq.(A.1)), used to replace the324

classification head h(·) of the first stage. And g
(
fn
(
·
))

means the composite

function.326

3.2.1. Stochastic linear interpolation online ELM (SLI-OELM)

In order to alleviate the performance degradation of the classifier caused by328

incorrect labels and improve generalization, we propose a new algorithm, that

is the stochastic linear interpolation ELM (SLI-ELM), which uses stochastic330

linear interpolation to smooth the labels to prevent samples with the noisy label

from disturbing the decision hyperplane. Concretely, we adopt the stochastic332

linear interpolation based on mixup data augmentation [21], which implicitly

remedies the huge penalty resulting from noisy labels on the classifier by convex334

optimization that noisy labels and noise-free labels.

As shown in Eq.(3), we construct the convex combinations of sample pairs

14



and corresponding labels.

X̃ =ΛXi + (I − Λ)Xj

Ỹ =ΛYi + (I − Λ)Yj

(3)

where Xi = [x1, . . . , xb]
T ∈ Rn×D is the data matrix that consists of n im-336

ages and its corresponding noisy one-hot label matrix is Yi = [y1, · · · , yn]T ∈

{0, 1}n×C . Xj and Yj are the randomly-shuffled versions of Xi and Yi respective-338

ly. Λ ∈ Rn×n is the diagonal matrix, whose ith diagonal element Λii is randomly

sampled from beta distribution Beta(α, β) with α = β and Λii ∈ [0, 1]. And X̃340

is the interpolated data matrix and Ỹ is the interpolated label matrix.
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Figure 3: Schematic diagram of SLI-ELM processing one labeled sample (xL, yL) and one

pseudo-labeled sample (xU , ŷp). SLFN is a single-layer feedforward neural network, which

represents the basic structure of ELMs. R represents the squared Frobenius norm or `2 of β.

As shown in Fig.3, by introducing the stochastic linear interpolation to the

`2-norm regularized ELM (Eq.(A.2)), we design the objective of SLI-ELM as

Eq.(4).

min
β

∥∥Λ
1
2 (H̃β − Yi)

∥∥2
F

+
∥∥(I − Λ)

1
2 (H̃β − Yj)

∥∥2
F

+ c
∥∥β∥∥2

F
(4)

where H̃ = g
(
fn
(
X̃
))

is the hidden layer output matrix processed by g
(
fn
(
·
))

342

of DF-DAELM, F -norm is Frobenius norm, and c represents the coefficient of

F -norm. The first two terms are the weighted losses that H̃ is classified as Yi344

and Yj respectively. And the two weighted losses are similar to the weighted

least squares, where Λ and I − Λ are the weight diagonal matrix respectively.346

However, the first two terms also make the corresponding optimization problem

hard and inefficient to solve. To tackle the problem, we propose the equivalent348
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formula:

min
β

∥∥H̃β − Ỹ ∥∥2
F

+ c ‖β‖2F (5)

Here, Ỹ = ΛYi +
(
I − Λ

)
Yj (the proof is given in appendix (P.1)). Through350

this equivalent formula, we can easily obtain the analytical solution and itera-

tive algorithm. According to Eq.(5) and Eq.(A.3), the analytical solution is as352

follows:

β∗ =
(
H̃T H̃ + cI

)−1
H̃T Ỹ if n ≥ d,

β∗ = H̃T
(
H̃H̃T + cI

)−1
Ỹ other.

(6)

In order to obtain an effective model, we also propose the stochastic linear354

interpolation online ELM (SLI-OELM), which can process data in batches (with

fixed or varying size). Specifically, for any epoch, the k-th batch of data is356

defined as {Xi, Yi}k, and its corresponding shuffled batch is {Xj , Yj}k. After

conducting stochastic linear interpolation Eq.(3), the interpolated k-th batch358

data is
{
X̃, Ỹ

}
k
. Their corresponding hidden layer output matrix is Hk =

g
(
f
(
X̃k

))
.360

Based on Eq.(A.5) and the recursive least squares algorithm, Eq.(7) gives

the initialization formula of SLI-OELM for the output weight β0 and Eq.(8)362

provides the recursive formula of SLI-OELM for βk+1. In general, SLI-OELM

consists of two phases, namely an initialization phase and a recursive learning364

phase. Note that in the initialization phase, the number of data should be at

least equal to the number of hidden nodes.366

β0 = K−10 H̃T
0 Ỹ0

K0 = (H̃T
0 H̃0 + cI)−1

(7)

Kk+1 = Kk −KkH̃
T
k+1

(
I + H̃k+1KkH̃

T
k+1

)−1
H̃k+1Kk

βk+1 = βk +Kk+1H̃
T
k+1

(
Ỹk+1 − H̃k+1β

k
) (8)
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Based on the above analysis, the SLI-OELM algorithm 1 for DF-DAELM

can be summarized as follows.368

Algorithm 1: DF-DAELM with SLI-OELM

1 Input: training dataset D =
{

(xi, yi)
}n
i=1

, trained deep feature repres-

entation model fn(·), Beta distribution parameter α, the penalty

coefficient c of F -norm, initialization batch size Bini and iteration

batch size B.

2 Output: the output weights β of SLI-OELM

3 Initialization phase:

4 Randomly generate hidden node parameters w, b of g(·)

5 Sample X,Y = {(x, y)}Bini
i D

6 H0 = g(f(X))

7 Initialize K0 and β0 by using Eq.(3) and Eq.(7)

8 while not converge do

9 for t = 1, · · · , T do

10 Sample X,Y = {(xi, yi)}Bi ∼ D(x, y)

11 Execute stochastic linear interpolation:

12 Xi, Yi = shuffle(X, Y), Xj , Yj = X,Y

13 λ ∼ Beta(α, α)

14 Xk+1 = diag(λ)Xi + diag(1− λ)Xj

15 Yk+1 = diag(λ)Yi + diag(1− λ)Yj

16 Calculate the hidden layer output matrix:

17 Hk+1 = g(f(Xk+1))

18 Updating Kk+1 and βk+1 by using Eq.(8)

19 Let k ← k + 1

20 end

21 end

Remark 1. Intuitively, only by combining incorrect labels and correct labels can370

the stochastic linear interpolation balance the huge penalty of incorrect labels to

the decision hyperplane, so as to improve the robustness of the model. However,372
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in fact, it is difficult to distinguish incorrect labels from all samples, so the

proposed SLI-OELM randomly combines all samples indiscriminately, which is374

also proved to be effective by experiments with 10K samples at 60% noise level,

as shown in Fig.6(a).376

Remark 2. For the convergence of algorithm 1, the problem in Eq.(5) is a

convex problem and similar to `2-norm regularized OS-ELM [55]. Meanwhile,378

from Eq.(7) and Eq.(8), it can be seen that the recursive implementation of the

analytical solution (6) is similar to recursive least-squares method. Hence, al-380

l the convergence results of recursive least-squares (RLS) can be applied here

[55]. Here, we define the complexity of a linear interpolation for a sample as382

O(z). For the computational complexity, compared with basic `2-norm regular-

ized OS-ELM, SLI-OELM only simply increases the cost of addition for each384

input sample pair and uses almost no additional computation, and its computa-

tional complexity is about t · (O(n3) + n ·O(z)) or t · (O(d3) + n ·O(z)), where t386

is the number of iterations. Moreover, empirical results show that the algorithm

converges in less than 15 iterations, as shown in Fig.4(a), so only a few extra388

calculation is needed for training SLI-OELM.

(a) Comparison of SLI-OELM and `2-norm

regularized OS-ELM

(b) Comparison of CR-OELM and `2-norm

regularized OS-ELM

Figure 4: Convergence curve on MNIST using 10000 training samples at 60 % noise-level
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3.2.2. Consistent Regularization online ELM (CR-OELM)390

In this section, in order to realize a noise-tolerant classifier learning, we

further optimize the learning process of ELM based on the smoothness assump-392

tion and propose another novel online ELM classification algorithm named CR-

OELM by introducing consistency regularization to the objective function of the394

traditional ELMs. Algorithm 2 gives the pseudocode description of CR-OELM.

CR-OELM is established on the smoothness assumption, that is, for a sample396

and its neighborhood, the prediction of the model should be the same. Con-

cretely speaking, a classification model F : Rd → R with good generalization398

performance should satisfy l−Lipschitz continuity:

‖F (xi)− F (xj)‖ <= l‖xi − xj‖ = l‖δ‖ (9)

where l ∈ R+, δ is a small amount, and for all xi ∈ Rd, xj = xi + δ. ‖F (xi) −400

F (xj)‖ is also called consistency regularization iterm [10, 8, 63, 10], which is able

to reflect the conctent where the model F (·) has overfitted. Specifically, given a402

model F (·) fitted by a clean dataset, ‖F (x)−F (x+ δ)‖ ≈ 0 for all x ∈ Rd. And

if there are some sparse noisy samples in the dataset and the model F (·) has404

already fitted them, for any one x of the noisy samples, ‖F (x)−F (x+ δ)‖ > 0.

Therefore, this term can be used to indicate whether the model has overfitted406

the noisy samples.

Data  
Augmentation

x

x
)(nf

h

h

Ryh ),( LL yx

 hh )ˆ,( PU yx
OR

W

)( gh


SLFN

Figure 5: Schematic diagram of CR-ELM processing labeled samples (xL, yL) or pseudo-

labeled samples (xU , ŷp). ‖hβ − y‖ and ‖hβ − h́β‖ are the main regularization terms of

CR-ELM. SLFN is a single-layer feedforward neural network as the basic structure of ELMs.

Based on the above analysis, we proposed to introduce the consistency reg-408

ularization into Eq:(A.2) to improve the classification model’s noise-tolerant
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capability, as shown in Fig.5. The objective function of CR-ELM is formulated410

as shown in Eq.(10).

min
β
‖Hβ − Y ‖2F + c0‖β‖2F + c1‖Hβ − H́β‖2F (10)

Here, we assume that E (·) is a perturbation function representing some412

data augmentation operation, such as random rotation, affine transformation or

cropping, etc. For the data matrix X = {xi}ni=1, its perturbed data matrix is414

X́ = E (X). Their corresponding hidden layer output matrix are H ∈ Rn×m and

H́ ∈ Rn×m respectively, processed by g(f(·)n). In formula (10), c1‖Hβ− H́β‖2F416

is the consistency regularization term, c1 is penalty coefficient of consistency

regularization term.418

Remark 3. From the Eq.(11), we observe that when the consistency regulariza-

tion term ‖Hβ − H́β‖2F becomes larger,
(
H − H́

)T (
H − H́

)
is larger. Thereby,420

the denominator of the analysis formula (Eq.(11)) is large, and the contribu-

tion of the corresponding samples to the output weights will be small in the end.422

Therefore, CR-ELM can implicitly adjust the output weight adaptively to reduce

the risk of overfitting to incorrect labels. It is similar to the weighted loss func-424

tion [39] or `21-norm ELMs [46], but it can implicitly detect and punish noisy

samples but without complicated solution costs.426

The closed-form solution of CR-ELM can be calculated according to Eq.(11)

(The derivation process can be found in appendix C.1).428

β∗ =
(
HTH + c1

(
H − H́

)T (
H − H́

)
+ c0I

)−1
HTY

β∗ = HT
(
HHT + c1

(
H − H́

)(
H − H́

)T
+ c0I

)−1
Y

(11)

Furthermore, in order to make CR-ELM be able to online deal with data

one by one or trunk by trunk, we propose the consistency regularization online430

ELM (CR-OELM) and come up with the recursive update formula below (The
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derivation process can be found in appendix C.2).432

K0 =
((

1 + c1
)
HT

0 H0 + c1
(
H́T

0 H́0 − 2HT
0 H́0

)
+ c0I

)
= HT

0

((
1 + c1

)
H0 − 2c1H́0

)
+ c1H́

T
0 H́0 + c0I

β0 = K−10 HT
0 Y0

(12)

Kk+1 = Kk +HT
k+1

((
1 + c1

)
Hk+1 − 2c1H́k+1

)
+ c1H́

T
k+1H́k+1

βk+1 = βk +K−1k+1

(
HT
k+1Yk+1−

(
HT
k+1

((
1 + c1

)
Hk+1 − 2c1H́k+1

)
+ c1H́

T
k+1H́k+1

)
βk
) (13)

Remark 4. The consistency regularization can be interpreted as the approxi-

mate manifold regularization [54]. It is worth noting that CR-OELM constrain-434

s the manifold structure of the model through data augmentation rather than

the Graph-Laplace constraint calculated in advance [30, 17]. Specifically, the436

consistency regularization loss implicitly penalizes input-output Jacobian norm

limδ→0
1
δ2

1
n

∑n
i=1 ‖βg(f(xi + δ)) − βg(f(xi))‖2F ≈ Ex[‖Jx‖2F ], where Jx is the438

jacobian of outputs of g(·) with respect to its inputs evaluated at sample point

x. Given that data augmentation δ = E(x) can be viewed as approximating440

elemtent of the tangent space Tx(M) at any sample x, Ex[‖Jx‖2F ] is equivalent

to manifold regularization ‖∇JM‖2F .442

Remark 5. The computational complexity of Algorithm 2 is determined by the

iterative number t and the computational cost in one iteration. We mainly ana-444

lyze the latter. Firstly, since there are multiple data augmentation methods, we

uniformly define the complexity of performing a data augmentation operation for446

a sample O(z). Therefore, the complexity of data augmentation in one iteration

is nO(z). The computational complexity is O(n3) or O(d3) for the inverse of448

the matrix with size of n×n or d×d. The computational complexity of the con-

sistency regularization term is d ∗n2 or n ∗d2. So the computational complexity450

of Algorithm 2 is about t · (O(n3) + n · O(z)) or t · (O(d3) + n · O(z)). As for

the iterative number, the empirical results show that the algorithm converges in452

less than 10 iterations, as shown in Fig.4(b).
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Algorithm 2: DF-DAELM with CR-OELM

1 Input: training dataset D =
{

(xi, yi)
}n
i=1

, trained deep feature repres-

entation model fn(·), the penalty coefficient c0 of F -norm, the penalty

coefficient c1 of consistency regularization, the perturbation function

E (·), initialization batch size Bini and iteration batch size B.

2 Output: the output weights β of CR-OELM

3 Initialization phase:

4 Randomly generate hidden node parameters w, b of g(·)

5 Sample X,Y = {(x, y)}Bini
i ∼ D

6 Generate neighbor samples X́ = E(X)

7 H0 = g
(
f
(
X
))

, H́0 = g
(
f
(
X́
))

8 Initialize K0 and β0 by using Eq.(12)

9 while not converge do

10 for t = 1, · · · , T do

11 Sample X,Y = {(xi, yi)}Bi ∼ D

12 Generate neighbor samples:

13 X́ = E(X)

14 Calculate the hidden layer output matrix:

15 Hk+1 = g
(
f
(
X
))

, H́k+1 = g
(
f
(
X́
))

16 Updating Kk+1 and βk+1 by using Eq.(13)

17 Let k ← k + 1

18 end

19 end

454

Altogether, compared with the existing Deep SSL methods in references

[13, 10, 18, 5, 17], the proposed DF-DAELM not only maintains the consistency456

between feature representation and classification task but also eliminates the

intractable confirmation bias problem by retraining the classifier. Through data458

augmentation, the proposed two classifiers minimize the vicinal risk to reduce

the dependence of the previous robust ELMs on regularization [46, 47], and460

can automatically explore the knowledge of the data itself instead of empirical
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knowledge like [49, 50] to improve noise robustness. Meanwhile, the proposed462

two data-augmented ELMs are very convenient to be integrated with deep neural

networks and effectively process high-dimensional data. Based on these two464

ELMs, the proposed DF-DAELM can improve the performance without the

help of kernel methods [34], multi-view [17, 42] or manifold regularization [30].466

4. Experiments and discussions

In this section, we evaluate the proposed DF-DAELM algorithm on several468

SSL benchmark datasets. In section 4.2, we perform comparative experiments

with several popular pre-training-based SSL approaches and provide an exten-470

sive ablation study to explore and analyze the effectiveness of various compo-

nents. Section 4.3 conducts several experiments to verify the effectiveness of472

the proposed two noise-robust classifiers (SLI-OELM and CR-OELM) for DF-

DAELM on the modified MNIST dataset. Finally, We demonstrate the proposed474

DF-DAELM with multiple state-of-the-art (SOTA) SSL methods in section 4.4.

4.1. Dataset476

We assess the proposed method on 3 SSL benchmark datasets: CIFAR-10,

CIFAR-100 [64] and SVHN [65]. For CIFAR-10/100, these datasets contain478

10 and 100 classes respectively with 50K RGB images for training and 10K

for testing. SVHN contains of 73257 training samples and 26032 test samples.480

The resolution of the sample images in SVHN is 32 × 32, which also has 10

different classes. And each example is a close-up of a house number and the482

class represents the identity of the digit at the center of the image.

We evaluate the proposed two robust classifiers (SLI-OELM and CR-OELM)484

of DF-DAELM on MNIST dataset. It is a standard dataset for handwritten digit

classification tasks, which includes 70K 28× 28 sample images.486
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4.2. Comparative experiment with pre-training-based methods and Ablation s-

tudy488

In this section, we perform comparative experiments with several popular

pre-training-based SSL approaches and provided an extensive ablation study.490

We perform experiments on CIFAR-10/100 of 45k samples (4k labeled samples

included). The original training dataset is randomly split into a training sub-492

dataset of 41K samples with 4K labeled samples and a validation subdataset

with 5K samples. For the fairness of comparison, each experiment is executed494

in the same training, validation. And the error rate on the test dataset is re-

ported. Meanwhile, all experiments use PreAct ResNet-18 (PR-18) backbone496

[57].

4.2.1. Implementation Details498

In the training process of the deep feature learning, following [18], we adopt-

ed SGD with momentum of 0.9, weight decay of 10−4 and batch size of 100.500

Training always started with a relatively high learning rate 0.1. We trained

400 epochs (reducing learning rate to 0.01 and 0.001 in epochs 250 and 350502

respectively) and used 10 epoch warm-up with labeled data for CIFAR-10/100.

Weight normalization [66] was used in all networks. Following [18], Mixup [21]504

was adopted with α = 4. For data augmentation, we randomly augmented

images using a reflect padding, a color jitter, random crop and a random hor-506

izontal flip. We then normalized images to have channel-wise zero mean and

unit variance over training data.508

In the training process of SLI-OELM and CR-OELM, the methods of data

augmentation were the same as the one that was adopted for training deep fea-510

ture learning. The dropout was also used as the structural perturbation of deep

feature model with the fixed trained parameter. Note that, to facilitate the data512

augmentation of SLI-OELM and CR-OELM, the features fed into ELM classifi-

er were directly inferred by the neural network instead of the processed feature514

matrix of all data. The classifier was trained for up to 50 epochs, and the one

that showed the best accuracy was selected. According to the hyperparameter516
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analysis (Section 4.5), for SLI-OELM, the coefficient c0 of Frobenius norm and

the coefficient of the Beta distribution α were set as 0.01 and 6 respectively.518

As for CR-OELM, the coefficient c0 was the same as that of SLI-OELM, and

the coefficient c1 of consistency regularization term was set to 0.42. The ac-520

tivation function adopts LeakyReLU. Experiments were conducted in PyTorch

environment with 2 NVIDIA 2080 Ti GPUs.522

4.2.2. Comparison methods

To show the superiority of DF-DAELM, we adopt a fully supervised method524

and several popular pre-training-based semi-supervised classification methods:

Non-Parametric Instance Discrimination [27] + fine-tune (U+fine-tune), VAE526

[26]+fine-tune (V+fine-tune), Non-Parametric Instance Discrimination [27]+

SSELM [29] (U+SSELM), and VAE [26]+SSELM [29] (V+SSELM). Like the528

previous works [10, 11], we use deep convolutional features+softmax as the fully

supervised method, which is only trained on the same labeled data as the semi-530

supervised method. Meanwhile, we study the effect of the various components

of DF-DAELM to verify their contributions. Specifically, in order to verify the532

proposed two data augmented classifiers, we adopt two fully supervised classi-

fiers to combine with deep convolutional features of DF-DAELM, i.e. CNN of534

DF-DAELM+softmax (CNN without ELMs) and CNN of DF-DAELM with `2

OS-ELM (CNN with `2 OS-ELM). Among them, CNN without ELMs is also536

a plain pseudo-label-based SSL method. In order to address the effectiveness

of feature fusion, the proposed methods (DF-DAELM with SLI-OELM or CR-538

OELM) based on high-level semantic features (Single-) or multi-level features

(Multi-∗) are compared respectively. Meanwhile, the number of channels in the540

first two layers of the PR-18 network is small, which has very little useful infor-

mation after GAP [62], so in the feature fusion experiment, we only compared542

the features of the last three layers.
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4.2.3. Discussion and Analysis544

Table 1 shows the test error of multiple comparison experiments on CI-

FAR10/100 with 4000 labels.546

In terms of pre-training-based semi-supervised classification methods, the

proposed DF-DAELM has a larger performance improvement than the 4 pre-548

training-based semi-supervised classification methods (U/V+SSELM/fine-tune).

Although these 4 methods perform well on unsupervised problems, when com-550

bined with specific classification tasks, their performance improvements are triv-

ial or even suffer from a worse result compared with the fully supervised method.552

Especially when they are combined with SSELM (U+SSELM, V+SSELM), the

performance dropped a lot. The reason for this phenomenon is the inconsis-554

tency between the feature representation obtained by the unsupervised method

and the ultimate classification task. This result also supports our view from the556

side, that is, the introduction of label information in the feature learning stage

will improve the performance of the model, such as the feature representation558

learning method used by our method (DF-DAELM) in the first stage.

In terms of the two regularization terms (R0 and R1 of Eq.(2)) of the self-560

training SSL method used by our DF-DAELM, we directly use the hyperparam-

eters provided by [58] to constrain the self-training semi-supervised model and562

set λ1 and λ2 to 0.4 and 0.8 respectively. We just conduct a simple ablation s-

tudy with or without the two hyperparameters as shown in Table 3. The results564

verify that the combination of the two regularizations is important to improve

the overall performance of the feature representation model.566

In terms of the two proposed robust ELMs, the test errors of (Single-CNN+

SLI-OELM(ours)) and (Single-CNN+CR-OELM(ours)) are total lower than the568

plain pseudo-label-based method (CNN without ELMs). Meanwhile, (Single-

CNN+SLI-OELM(ours)) and (Single-CNN+CR-OELM(ours)) are almost lower570

than (CNN+`2 OS-ELM)), which verified that the two proposed SLI-OELM and

CR-OELM can improve the robustness of traditional OS-ELM.572

In terms of feature fusion, the result exhibits that the combination of the
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proposed data augmented ELMs and features fusion has a better anti-noise574

performance. It is worth noting that not fusing any layer features with the last

layer features could improve the performance. Because, in deep neural networks,576

the shallowest features are less affected by noisy labels due to their long distance

from the label, while they usually only contain some local and basic information.578

Thus the discrimination of the shallowest features is usually poor. Meanwhile,

the deeper features contain semantic information but are susceptible to noise580

interference because they are closer to the noisy labels. So, according to this

inference, for the PR-18 network with 5 layers used in Table 1, its performance582

of the fusion between the middle layers and the last layer could be better. Our

experiments have also verified this point, namely, the performance of fusion584

between the third feature layer and the last layer is better.
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Table 1: Comparison with baselines and ablation study.

All values are error rates on CIFAR-10/100 with 4000

labels. For multi-∗, ∗ represents the fusion between the

features of the last layer and the features of ∗-th layer

from last. Single- represents the last layer of features

as the input of ELM.

Method

CIFAR10 CIFAR100

4000 4000

Fully supervised 28.56 70.58

U[27]+fine-tune 28.57 70.59

V[26]+fine-tune 31.52 75.31

U[27]+SSELM[29] 63.62 89.17

V[26]+SSELM[29] 64.28 90.43

CNN without ELMs 10.36 48.30

CNN+`2 OS-ELM [55] 10.23 47.05

Single-CNN+SLI-OELM (ours) 10.12 47.22

Multi-2-CNN+SLI-OELM(ours) 10.18 47.10

Multi-3-CNN+SLI-OELM(ours) 10.09 46.76

Single-CNN+CR-OELM(ours) 9.96 46.64

Multi-2-CNN+CR-OELM(ours) 10.08 46.39

Multi-3-CNN+CR-OELM(ours) 9.97 45.80

At last, taking the performance of the pseudo-label-based method (CNN586

without ELMs) as the baseline, the average improvement rates of performance of

SLI-OELM and CR-OELM on CIFAR-10 are 2.48% and 2.7% respectively, while588

the average improvement rates of SLI-OELM and CR-OELM on CIFAR-100 are

3.4% and 4.19%, respectively. These results indicate that the two methods have590

a higher performance improvement on CIFAR-100 than on CIFAR-10, marking

that our method is more suitable for classification scenarios with insufficient592

sample size. Meanwhile, it also shows that the anti-noise ability of CR-OELM

based on data augmentation is better than that of SLI-OELM. In order to594
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further explore the characteristics of the proposed SLI-OELM and CR-OELM,

we conducted a detailed study in the next section.596

4.3. Robustness Experiments for SLI-OELM and CR-OELM with different label

noise levels and data scales598

To study the advancement of the proposed two robust ELMs (SLI-OELM

and CR-OELM) with different label noise levels and data scales, we conducted600

a variety of comparative experiments on MNIST.

Since SLI-OELM and CR-OELM play the role of a fully-supervised classifier602

with noise-tolerant in the proposed DF-DAELM framework, this section only

studies their performance under supervision. According to [67] and the statistics604

of the proportion of noise in the pseudo labels generated in the first stage (see

Fig.2(b)), we conducted the experiment with symmetric label noise, which is606

generated by randomly replacing the labels for a percentage of the training data

with all possible labels. Specifically, we added 20%, 40%, 60%, 70% and 80%608

symmetrical noise to the total labels. At the same time, we changed the scale

of the 50K training samples: 100%, 50%, 10%, 1%, 0.1%. Three robust ELMs610

(ELM with `2-norm (`2 OS-ELM) [55], Random Fourier ELM with `21-norm

regularization (RFELM) [46], Orthogonal ELM (Orth-ELM) [47]) are used for612

comparison. As for the three robust ELM methods, a single hidden layer with

2500 random neurons is used, and LeakyRelu is used as the activation function.614

As shown in Fig.6, each subfigure represents the performance curves of dif-

ferent methods with different scales under a certain noise level. In the case of616

low noise ratio (≤ 20%) and larger data scale (50K), `2 OS-ELM, RFELM and

Orth-ELM are comparable, as shown in the enlarged part in Fig.6(a) 6(b) and618

6(c). But in the case of large label noise rate (40% ∼ 80%) and smaller data

scale (≤ 20K), the performance of SLI-OELM and CR-ELM is more prominent.620

The main reason is that our proposed methods use an iterative batching tech-

nique based on data augmentation, which increases the diversity of the samples622

and therefore improves the performance in the case of a small data scale. These

results demonstrate that the performances of our proposed methods do surpass624

29



methods based on regularization (`2 OS-ELM and Orth-ELM) or noisy sam-

ple weighting (RFELM) in most cases. We also have found that CR-OELM626

has stronger anti-noise ability, while SLI-ELM is weaker. The reason behind

this phenomenon is that the regularization based on data augmentation can628

effectively detect and punish noisy samples, while SLI-OELM can only correct

wrong samples through random combinations of other noise-free samples and630

has a weaker ability to detect and punish noisy samples.

Table 2: Average runtime of multiple ex-

periments with different label noise levels

and data scales on MNIST.

`2 OS-ELM SLI-OELM CR-OELM

38.6612 s 232.8669 s 145.9241 s

In terms of efficiency, as shown in Table 2, the runtime of SLI-OELM is632

the most expensive, followed by CR-OELM. However, according to Remark 2

and 5, the one-time calculation cost of SLI-OELM is the same as that of CR-634

OELM. For specific calculations, as for the former, the one-time calculation of

the inverse of the matrices is MSLI = (HHT + cI), which is the same as `2636

OS-ELM. The latter is MCR = (HHT + c1(H − H́)(H − H́)T + c0I). Due to

the same size of the MSLI and MCR matrices when the input data is the same,638

the inverse cost of the matrix MSLI and MCR is linear, and the cost of MCR

is slightly higher. So the one-time calculation cost of SLI-OELM is less than640

that of CR-OELM. Based on the above inference, the results in Table 2 are

explainable because stochastic linear interpolation could cause the model to be642

unstable, SLI-OELM will take more iterations to reach the convergence state,

which is supported by Fig.4(a)(which shows a larger fluctuation range of the red644

convergence curve of SLI-OEM than that of CR-OELM). Finally, with the aid

of data augmentation, the proposed SLI-OELM and CR-OELM have a simple646

solution that is similar to that of the standard `2 OS-ELM, which can be easily

solved iteratively. These two algorithms converge in less than 30 iterations as648
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shown in Fig.4.

Table 3: The ablation study of R0 and R1.

All values are error rates on CIFAR-10/100

with 4000 labels.

CNN of DF-DAELM CIFAR10 CIFAR100

R0 R1 4000 4000

X 11.83 88.63

X 23.24 67.98

19.62 67.49

X X 10.36 47.39

4.4. Comparison with the state-of-the-art one-stage methods650

In this section, we compared the proposed DF-DAELM with multiple related

state-of-the-art (SOTA) SSL methods. For the training process of deep neural652

networks, following Section 4.2.1, we experimented with 13-CNN (3M) [54] and

Wide-ResNet-28-2(WR-28-2) (1M) [66] to study the generalization ability of the654

proposed method. The experiments were carried out on CIFAR10/100 dataset.

Following [13, 18], we randomly sampled 500, 1000, and 4000 labels for CIFAR-656

10 while 4000 and 10000 labels for CIFAR-100. We created 4 splits for each

number of labeled samples with different random seeds respectively. And the658

error rates were calculated by the mean and variance across splits.
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Figure 6: Robustness Experiments with different label noise levels and data scales

In order to show the superiority of the proposed DF-DAELM framework, we660

choose 11 representatives state-of-the-art methods for comparison. As is shown

in Table 4 and Table 6, we compared our proposed method with Π model [9],662
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Temporal Ensemble [9], Mean Teacher [10], VAT [8], MT-fast-SWA [54], SING

[11], LP [5], ICT [12], MixMatch [13], WCP [7], NS3L [22]. Results of the664

compared methods are taken from existing literatures.

Table 4: Test error on CIFAR-10/100 for the proposed method using the 13-CNN network.

Method

CIFAR-10 CIFAR-100

500 1000 4000 4000 10000

Π model [9] - 31.65±1.20 12.36±0.31 - 39.19±0.36

Temporal Ensemble [9] - 23.31±1.01 12.16±0.24 - 38.65±0.51

Mean Teacher [10] 27.45±2.64 21.55±1.48 12.31±0.28 45.36±0.49 36.08±0.51

Temporal Ensemble+SING [11] - 18.41±0.52 10.93±0.14 - -

MT-fast-SWA [54] - 15.58 9.05 - -

LP [5] 32.40±1.80 22.02±0.88 12.69±0.29 46.20±0.76 38.43±1.88

ICT [12] - 15.48±0.78 7.29±0.0.02 - -

WCP [7] - 17.62±1.52 9.27±0.31 - -

Mean Teacher+LP [5] 24.02±2.44 16.93±0.70 10.61±0.28 43.73±0.20 35.92±0.47

SLI-OELM(Ours) 9.04±0.30 7.75±0.02 6.60±0.01 42.27±0.21 36.67±0.31

SLI-OELM with dropout(Ours) 9.15±0.21 7.90±0.02 6.64±0.01 41.72±0.29 35.93±0.39

CR-OELM(Ours) 9.51±0.37 7.81±0.06 6.24±0.01 40.48±0.34 34.73±0.23

CR-OELM with dropout(Ours) 9.07±0.38 7.57±0.02 6.17±0.01 40.24±0.24 34.47±0.24

Table 4 and Table 6 show the test error of different methods on CIFAR-666

10/100 with 13-CNN network [54] or WR-28-2 network [66]. The red, green,

and blue fonts indicate the top three methods. For 13-CNN network structure,668

as shown in Table 4, the proposed method obtained the best resluts under

various proportions of labeled samples. For WR-28-2 network, as shown in670

Table 6, although our method cannot surpass MixMatch [13] in some cases, it’s

performance still occupies the top two, and the biggest gap when compared to672

MixMatch is less than 0.8%.

In terms of the generalization and transferability of DF-DAELM, SLI-OELM,674
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and CR-OELM, we replaced the feature representation model adopted by DF-

DAELM with two SOTA methods: MixMatch[13] and FixMatch[24]. We repro-676

duced their methods based on [13, 24]. Here, we did not use the teacher-student

model [10] but a single model, which is based on the backbone network Wide-678

ResNet-28-2(WR-28-2). Then, these two baseline models were trained for 90

epochs on the SVHN benchmark and 250 epochs on the CIFAR-10 benchmark.680

Other experimental settings are based on [13, 24]. For the hyperparameters in

our method, we used the parameter values given in Section 4.5. As shown in682

Table 5, the results show that the performance of SLI-OELM and CR-OELM

is greater than that of the original model, which has verified that our proposed684

DF-DAELM is a general deep semi-supervised classifier.

Table 5: Test errors achieved by MixMatch [13]/FixMatch [24] and

MixMatch/FixMatch+SLI-OELM/CR-OELM(our) on the standard benchmark of

CIFAR-10 and SVHN with all but 500 labels removed and all but 1,000 labels

removed respectively. † means to reproduce the method.

Method

CIFAR-10 SVHN

500 1000 500 1000

MixMatch† 19.23±1.70 16.05±0.61 9.80±1.73 8.91±0.86

MixMatch†+SLI-OELM(our) 18.05±0.90 14.92±0.73 9.05±1.35 7.78±0.57

MixMatch†+CR-OELM(our) 17.85±0.99 14.76±0.37 9.01±1.20 7.99±0.60

FixMatch† 10.39±0.40 8.10±0.26 5.10±0.82 4.59±0.56

FixMatch†+SLI-OELM(our) 9.10±0.19 7.74±0.17 4.70±0.38 4.40±0.49

FixMatch†+CR-OELM(our) 9.33±0.14 7.67±0.12 4.77±0.50 4.50±0.49

4.5. Hyperparameter Sensitivity686

Firstly, we experimented on MNIST to explore the impact of the hyperpa-

rameters of SLI-OELM and CR-OELM on the classification accuracy. We split688

MNIST into a training dataset of 50K samples, a validation dataset of 10K

samples, and a test dataset of 10K samples. In SLI-OELM, we vary c0 from690

10−4 to 102 under each fixed α. Similarly, the coefficient α of SLI-OELM is
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finely tuned from 10−2 to 20 under each fixed c0. As for CR-OELM, the value692

range of c0 is the same as that of SLI-OELM and the coefficient c1 is changed

from 10−4 to 2. During this experiment, the number of neurons in the hidden694

layer of ELM was fixed at 2500.

Table 6: Test error in CIFAR-10/100 for the proposed method using the WR-28-2

network.

Method

CIFAR-10 CIFAR-100

500 1000 4000 10000

Π model[13] - - 14.01±0.38 37.88±0.11

Mean Teacher[13] 42.01±5.86 17.32±4.00 10.36±0.25

VAT 26.11±1.52 18.68±0.40 11.05±0.31 44.38±0.56

MixMatch[13] 9.65±0.94 7.75±0.32 6.24±0.06 -

NS3L[22] - - 16.03±0.05 46.34±0.37

VAT+NS3L[22] - - 13.94±0.10 43.70±0.19

ICT[12] 42.33±0.08 - 7.66±0.07 -

SLI-OELM(Ours) 10.74±0.94 8.19±0.43 7.14±0.29 39.18±0.34

SLI-OELM with dropout(Ours) 10.58±0.99 8.07±0.62 7.16±0.35 38.47±0.13

CR-OELM(Ours) 10.50±0.81 7.62±0.65 6.79±0.68 36.64±0.08

CR-OELM with dropout(Ours) 10.45±0.96 8.23±0.15 6.52±0.04 36.52±0.05

Fig.7(b) and Fig.7(a) show the performance of c0, α and c1 on the validation696

dataset. From these two figures, we can observe that the curve of classification

of SLI-OELM on clean dataset firstly goes up as the increase of parameter α698

independent of c0. When α is equal to 0.6, we can get the optimal values.

We can also see that the performance of CR-OELM is related to c1, but not700

to c0. The optimal value is obtained at C1 = 0.42. As for the CIFAR-10,

we explored the impact of the hyperparameters of SLI-OELM and CR-OELM702

based on the experimental settings in Subection 4.2, Fig.7(c) and Fig.7(d) show

the performance of c0, α and c1. Through Fig.7(c) and 7(d), we can see that the704
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optimal parameter values of both methods are different from those on the clean

dataset, that is, α and c1 are all related to c0. Hence, after this experiment, we706

set the parameter c0, c1 and α to 10−2, 0.42 and 0.6, respectively.
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Figure 7: Evaluation results with different weights: (a) is validation accuracy (Acc) of SLI-

OELM across c0 and α on MNIST. (b) is validation accuracy of CR-OELM across c0 and

c1 on MNIST. (c) is validation accuracy (Acc) of SLI-OELM across c0 and α on CIFAR-10

with . (d) is validation accuracy (Acc) of SLI-OELM across c0 and c1 on CIFAR-10. (a)(b)

are experiments conducted on the clean dataset, while (c)(d) are experiments conducted on

extracted deep features and inferred pseudo labels with 4000 labeled samples.

In order to get the optimal number of hidden neurons, the validation exper-708

iments of SLI-OELM and CR-OELM were conducted across several networks

based on deep features and pseudo labels generated in CIFAR-10 under 1000/500710

samples. We split the original training dataset of CIFAR-10 into a smaller train-
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ing dataset of 45K samples and a validation dataset of 5K samples. As shown712

in Fig.8, the best number of hidden layer neurons is roughly between 100 and

350.714
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Figure 8: Validation accuracy curve with the number of hidden neurons of SLI-OELM/CR-

OELM on CIFAR-10 (500/1000 labels). All experiments were performed under fixed c0, c1 and

α, where PR-18 and 13-CNN represent PreAct ResNet-18 and 13-CNN networks respectively.

In short, the above experiments and analysis verify the effectiveness of our

proposed DF-DAELM in solving the problem of confirmation bias encountered716

by current deep SSL methods. Since DF-DAELM is a general deep SSL method,

it could be used in a variety of scenarios with high annotation costs, such as718

medical diagnosis, hyperspectral images, traffic scene recognition in unmanned

driving, 3D object detection in manipulator operation, and so on. Specifically, in720

medical diagnosis, due to the high similarity of data, many samples are difficult

to manually annotate. This is an intractable issue for supervised models that722

require a large amount of labeled data. Fortunately, our proposed DF-DAELM

is able to automatically use these unlabeled data to improve performance and724

reduce manual labeling costs. However, in the application process, it is impor-

tant to note that the domain-specific step is to design the corresponding network726

structure according to different types of data, for example, using PointNet [68]

or 3D convolutional network backbone to process lidar data. Finally, since DF-728

DAELM currently only focuses on classification problems, other issues need to
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be considered when migrated to other fields, such as the regression problem of730

the bounding box in object detection.

5. Conclusion732

In this paper, we propose a robust semi-supervised classification approach

(DF-DAELM) to solve the confirmation bias issue encountered by the pseudo-734

label-based semi-supervised methods. Specifically, based on the deep features

and pseudo labels generated by semi-supervised pre-training, DF-DAELM de-736

signs two noise-robust classifiers (SLI-OELM and CR-OELM) to further improve

the performance of the model. SLI-OELM firstly conducts stochastic linear in-738

terpolation to augment the data and then uses them to train extreme learning

machines, which significantly strengthens the robustness of classification. And740

CR-OELM utilizes a consistency regularization term to constrain the parameter

space of the ELM classifier, so that CR-OELM can implicitly detect and penal-742

ize the samples with noisy labels, preventing the ELM classifier from overfitting.

For the computational complexity, the overhead of the proposed two data aug-744

mented ELMs is about t · (O(n3) + n · O(z)) or t · (O(d3) + n · O(z)), which

is similar to standard OS-ELM [55, 38] but with an additional cost t · n · O(z)746

for data augmentation operations. Comprehensive experiments demonstrate

that DF-DAELM achieves competitive or even better performance on CIFAR-748

10/100 and SVHN over the related state-of-the-art methods. Meanwhile, for the

proposed classifiers, experimental results on the MNIST dataset with different750

noise levels and sample scales demonstrate their superior performance, especial-

ly when the sample scale is small (≤ 20K) and the noise is strong (40% ∼ 80%).752

In other words, exploiting the non-convex squared loss function can indeed help

improve the robustness of the SSL algorithm.754

However, some limitations of the proposed DF-DAELM still exist, such as,

there is no further analysis and demonstration for the proposed multi-feature756

fusion to eliminate noisy features and the proposed data augmented ELMs are

only applied to the mean square error (MSE) criterion. In the future work, we758
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intend to extend the proposed DF-DAELM in three aspects: (1) Studying the

rapid training strategy of the deep feature networks adpoted by DF-DAELM. (2)760

Studying the feature representation model based on the attention mechanism

that can be dynamically updated, so that the proposed SLI-OELM and CR-762

OELM can not only punish noisy samples, but also update the network structure

and parameters of the feature representation model adopted by DF-DAELM. (3)764

Extending our proposed data augmented ELMs (SLI-OELM and CR-OELM)

to non-convex [49, 45, 50] and other methods based on special loss functions.766
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Appendices

A. Traditional ELMs1112

Extreme learning machine (ELM) is an effective learning framework using

single-layer feedforward neural networks proposed by Huang [18, 10, 19], which1114

can be used as a classifier. The traditional ELMs [38, 39] consists of two basic

characteristics, namely the un-tuned hidden layer and the analytically deter-1116

mined output weights. Concretely, let us assume there are m hidden nodes and

the output function of j-th hidden node can be expressed as g(wTj xi + bj) for1118

sample xi, where g(·) is activation function and wj ∈ Rd, bj ∈ R are the param-

eters of the hidden nodes randomly assigned based on a certain distribution.1120

Then, based on the output of random hidden layer, the output weight matrix,

β = [β1, · · · , βc
]
∈ Rm×c, is analytically determined by minimizing the least1122

square loss. Specifically, for n sample (xi, ti) ∈ Rd × Rc, the objective function

of ELM can be presented in a matrix form as Hβ = T , where T = (t1, · · · , tn)T1124

is the label matrix and

H =


g
(
wT1 x1 + b1

)
· · · g

(
wTmx1 + bm

)
...

. . .
...

g
(
wT1 xN + b1

)
· · · g

(
wTmxN + bm

)


(A.1)

A.1. Basic ELM1126

Note that from then on, the above equation is abbreviated as H = g(X).

The least squares optimization problem with `2-norm can be formalized as1128

min
β

=
1

N

∥∥Hβ − T∥∥2
F

+ γ
∥∥β∥∥2

F
(A.2)
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Here γ is the penalty term and the solution of the problem can be easily ob-

tained:1130

β̂ =
(
HTH + cI

)−1
HTT if n ≥ d,

β̂ = HT
(
HHT + cI

)−1
T other.

(A.3)

A.2. Online sequential-ELM

The online sequential-ELM (OS-ELM) [55] provides a promising way to pro-1132

cess sequential data. It is mainly divided into two phases: initialization and

iteration. In the initial phase, the output weight β0 of the single hidden lay-1134

er feedforward neural network is obtained through a small number of samples.

Suppose there are N0 samples {xi, ti}N0
i=1, N0 > m, According to Eq.(A.3), we1136

can get

β0 = K−10 HT
0 T0 (A.4)

where, K0 = HT
0 H0. In the iteration phase, samples are sequentially input to1138

the ELM and the update formula of the output weight matrix β is

Pk+1 = PkH
T
k+1

(
I +Hk+1PkH

T
k+1

)
Hk+1Pk

βk+1 = βk + Pk+1H
T
k+1

(
Yk+1 −Hk+1β

k)
(A.5)

where Pk+1 = KT
k −K

−1
k HT

k+1

(
I +Hk+1K

−1
k HT

k+1

)
Hk+1K

−1
k , Hk+1 and Tk+11140

are the new data matrix and label matrix respectively.

B. Analysis of SLI-OELM1142

This section provides detailed proofs related to the SLI-OELM method pro-

posed in this paper.1144

Firstly, Let us suppose that there are n images and the data matrix is Xi =

{xi}ni=1 with noisy one-hot labels matrix Yi = {yi}ni=1. We shuffle Xi and Yi
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and get reordered Xj and Yj . The formula is as follows.

X̃ =ΛXi + (I − Λ)Xj

Ỹ =ΛYi + (I − Λ)Yj

(B.1)

where Λ ∈ Rn×n is weight diagonal matrix randomly sampled from beta dis-

tribution Be(α, β) with α = β. And then the interpolated data matrix X̃ is

input to fn(·) and g(·) in turn, and the hidden layer output matrix H̃ ∈ Rn×m

is obtained. Then, we formulate the objective function of SLI-ELM as

min
β

∥∥Λ
1
2 (H̃β − Yi)

∥∥2
F

+
∥∥(I − Λ)

1
2 (H̃β − Yj)

∥∥2
F

+ c
∥∥β∥∥2

F
(B.2)

where Λ is the weight diagonal matrix, H̃ = g
(
fn
(
X̃
))

, F is Frobenius norm

and c represents the coefficient of F -norm.1146

The analytical solution and iterative solution of Eq.(B.2) are inconvenient

to obtain, so we give its alternative form:

min
β

∥∥H̃β − Ỹ ∥∥2
F

+ c ‖β‖2F (B.3)

where Ỹ = ΛYi +
(
I − Λ

)
Yj .

We now show that analytical solution of Eq.(B.2) is equivalent to that of1148

Eq.(B.3).

Proof 1. The solutions of Eq.(B.2) and Eq.(B.3) are equivalent.1150

Eq.(B.2)⇐⇒ min
β
Tr
(
βT H̃TΛH̃β + Y Ti ΛYi − 2βT H̃TΛYi

)
+

Tr
(
βT H̃T (I − Λ)H̃β + Y Tj (I − Λ)Yj − 2βT H̃T (I − Λ)Yj

)
+ cTr

(
βTβ

)
⇐⇒ min

β
Tr
(
βT
(
H̃T H̃ + cI

)
β
)
− 2Tr

(
βT H̃T

(
ΛYi + (I − Λ)Yj

))
+

Tr
(
Y Ti ΛYi) + Tr

(
Y Tj (I − Λ)Yj

)︸ ︷︷ ︸
const

(B.4)

The above equation is solved by setting the derivative of Eq.(B.4) to 0. Since

the last term has nothing to do with the parameter β, it can be considered as a1152
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constant. So the first derivative of Eq.(B.3) is equivalent to the first derivative

of Eq.(B.4), as shown below.1154

∂
(
Eq.(B.3)

)
∂β

=
∂
(∥∥H̃β − (ΛYi + (I − Λ)Yj

)∥∥2
F

+ c
∥∥β∥∥2

F

)
∂β

=
∂
(
Eq.(B.2)

)
∂β

(B.5)

C. Analysis of CR-OELM

This section presents the derivation process of the closed-form solution and1156

iterative solution of CR-OELM.

Firstly, we assume that E (·) is a perturbation function representing the1158

small amount δ, such as random rotation, affine or cropping, etc. And there

are n images and the data matrix is X = {xi}ni=1 with noisy one-hot labels1160

matrix Yi = {yi}ni=1 and it’s perturbed data matrix is X́ = E (X). Their

corresponding hidden layer output matrix are H ∈ Rn×m and H́ ∈ Rn×m1162

respectively, processed by g(f(·)n).

The objective function of CR-ELM is as follows

min
β
‖Hβ − Y ‖2F + c0‖β‖2F + c1‖Hβ − H́β‖2F (C.1)

where, c1‖Hβ − H́β‖2F is the consistency regularization term, c1 is penalty co-1164

efficient of consistency regularization term.

1166

C.1. The analytical solution of CR-ELM

The derivation process of the analytical solution of Eq.(C.1) is as follows.1168
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Eq.C.1⇐⇒ min
β
Tr
((
Hβ − Y

)T (
Hβ − Y

))
+ c0Tr

(
βTβ

)
+ c1Tr

((
Hβ − H́β

)T (
Hβ − H́β

))
⇐⇒ min

β
Tr
(
βTHTHβ − βTHTY − Y THβ + Y TY

)
+ c0Tr

(
βTβ

)
+ c1Tr

(
βT
(
H − H́

)T (
H − H́

)
β
)

⇐⇒ min
β
Tr
(
βT
(
HTH + c0I + c1

(
H − H́

)T (
H − H́

))
β
)

+ 2Tr
(
βTHTY

)
+ Tr

(
Y TY

)
(C.2)

Then, the first derivative is set to zero:

∂Eq.C.2

∂β
= 2
((

1 + c1
)
HTH + c1

(
H́T H́ − 2HT H́

)
+ c0I

)
β − 2HTY = 0 (C.3)

Finally, we get the analytical solution formula (Eq.(C.4)):1170

β∗ =
((

1 + c1
)
HTH + c1

(
H́T H́ − 2HT H́

)
+ c0I

)−1
HTT if n ≥ d,

β∗ = HT
((

1 + c1
)
HHT + c1

(
H́H́T − 2HH́T

)
+ c0I

)−1
T other.

(C.4)

C.2. The iteration form of CR-OELM

Suppose, for any epoch, the k-th batch of samples is defined as {X,Y }k.1172

Their random feature matrix and perturbed random feature matrix are Hk ∈

Rm∗p = g
(
fn
(
Xk

))
and H́k ∈ Rm∗p = g

(
fn
(
E
(
Xk

)))
respectively.1174

At first, we assume that the random features matrix and the perturbed

random feature matrix of the 0-th batch samples are H0, H́0 respectively. Ac-1176

cording to Eq.(C.4), the initial parameters of ELM obtained under the 0-th

batch samples are:1178

K0 =
((

1 + c1
)
HT

0 H0 + c1
(
H́T

0 H́0 − 2HT
0 H́0

)
+ c0I

)
= HT

0

((
1 + c1

)
H0 − 2c1H́0

)
+ c1H́

T
0 H́0 + c0I

β0 = K−10 HT
0 Y0

(C.5)
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Then, adding the 1-th batch of samples H1, H́1, we perform induction and

obtain the iterative relationship of the parameters in 0-th and 1-th batch sam-1180

ples:

β1 = β0 +K−11

(
HT

1 T1 −
(
HT

1

((
1 + c1

)
H1 − 2c1H́1

)
+ c1H́

T
1 H́1

)
β0
)

(C.6)

The derivation process of the iterative relationship between K1 and K0 is as1182

follow:

K1 =

 H0

H1


T  H0

H1



+ c1


 H0

H1

−
 H́0

H́1



T 

 H0

H1

−
 H́0

H́1


+ c0I

= K0 +HT
1 H1 + c1

(
H1 − H́1

)T (
H1 − H́1

)
= K0 +

(
1 + c1

)
HT

1 H1 + c1
(
H́T

1 H́1 − 2HT
1 H́1

)
= K0 +HT

1

((
1 + c1

)
H1 − 2c1H́1

)
+ c1H́

T
1 H́1

(C.7)

Thus, the final iterative formula for Kk+1, Kk, βk+1 and βk can be induced1184

as shown in Eq.(C.8).

Kk+1 = Kk +HT
k+1

((
1 + c1

)
Hk+1 − 2c1H́k+1

)
+ c1H́

T
k+1H́k+1

βk+1 = βk +K−1k+1

(
HT
k+1Yk+1−

(
HT
k+1

((
1 + c1

)
Hk+1 − 2c1H́k+1

)
+ c1H́

T
k+1H́k+1

)
βk
) (C.8)
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