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Vocal communication of emotion: A review of
research paradigms

Klaus R. Scherer *

Department of Psychology, University of Geneva, 40. Boulevard du Pont d’Arve, CH-1205 Geneva, Switzerland

Abstract

The current state of research on emotion effects on voice and speech is reviewed and issues for future research efforts

are discussed. In particular, it is suggested to use the Brunswikian lens model as a base for research on the vocal

communication of emotion. This approach allows one to model the complete process, including both encoding (ex-

pression), transmission, and decoding (impression) of vocal emotion communication. Special emphasis is placed on the

conceptualization and operationalization of the major elements of the model (i.e., the speaker�s emotional state, the
listener�s attribution, and the mediating acoustic cues). In addition, the advantages and disadvantages of research
paradigms for the induction or observation of emotional expression in voice and speech and the experimental ma-

nipulation of vocal cues are discussed, using pertinent examples drawn from past and present research.

� 2002 Elsevier Science B.V. All rights reserved.

Zusammenfassung

Der Aufsatz gibt einen umfassenden €UUberblick €uuber den Forschungsstand zum Thema der Beeinflussung von

Stimme und Sprechweise durch Emotionen des Sprechers. Allgemein wird vorgeschlagen, die Forschung zur vokalen

Kommunikation der Emotionen am Brunswik�schen Linsenmodell zu orientieren. Dieser Ansatz erlaubt den gesamten
Kommunikationsprozess zu modellieren, von der Enkodierung (Ausdruck), €uuber die Transmission ( €UUbertragung), bis
zur Dekodierung (Eindruck). Besondere Aufmerksamkeit gilt den Problemen der Konzeptualisierung und Opera-

tionalisierung der zentralen Elemente des Modells (z.B., dem Emotionszustand des Sprechers, den Inferenzprozessen

des H€oorers, und den zugrundeliegenden vokalen Hinweisreizen). Anhand ausgew€aahlter Beispiele empirischer Unter-
suchungen werden die Vor- und Nachteile verschiedener Forschungsparadigmen zur Induktion und Beobachtung des

emotionalen Stimmausdrucks sowie zur experimentellen Manipulation vokaler Hinweisreize diskutiert.

� 2002 Elsevier Science B.V. All rights reserved.

R�eesum�ee

L��eetat actuel de la recherche sur l�effet des �eemotions d�un locuteur sur la voix et la parole est d�eecrit et des approches
prometteuses pour le futur identifi�eees. En particulier, le mod�eele de perception de Brunswik (dit ‘‘de la lentille’’ est
propos�ee) comme paradigme pour la recherche sur la communication vocale des �eemotions. Ce mod�eele permet la
mod�eelisation du processus complet, de l�encodage (expression) par la transmission au d�eecodage (impression). La con-
ceptualisation et l�op�eerationalization des �eel�eements centraux du mod�eele (l��eetat �eemotionnel du locuteur, l�inf�eerence de cet
�eetat par l�auditeur, et les indices auditifs) sont discut�ee en d�eetail. De plus, en analysant des exemples de la recherche dans le
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domaine, les avantages et d�eesavantages de diff�eerentes m�eethodes pour l�induction et l�observation de l�expression �eemo-
tionnelle dans la voix et la parole et pour la manipulation exp�eerimentale de diff�eerents indices vocaux sont �eevoqu�ees.
� 2002 Elsevier Science B.V. All rights reserved.

Keywords: Vocal communication; Expression of emotion; Speaker moods and attitudes; Speech technology; Theories of emotion;

Evaluation of emotion effects on voice and speech; Acoustic markers of emotion; Emotion induction; Emotion simulation; Stress

effects on voice; Perception/decoding

1. Introduction: Modeling the vocal communication
of emotion

The importance of emotional expression in

speech communication and its powerful impact on

the listener has been recognized throughout his-

tory. Systematic treatises of the topic, together with

concrete suggestions for the strategic use of emo-

tionally expressive speech, can be found in early
Greek and Roman manuals on rhetoric (e.g., by

Aristotle, Cicero, Quintilian), informing all later

treatments of rhetoric in Western philosophy

(Kennedy, 1972). Renewed interest in the expres-

sion of emotion in face and voice was sparked in

the 19th century by the emergence of modern

evolutionary biology, due to the contributions by

Spencer, Bell, and particularly Darwin (1872,
1998). The empirical investigation of the effect of

emotion on the voice started at the beginning of the

20th century, with psychiatrists trying to diagnose

emotional disturbances through the newly devel-

oped methods of electroacoustic analysis (e.g.,

Isserlin, 1925; Scripture, 1921; Skinner, 1935).

The invention and rapid dissemination of the

telephone and the radio also led to increasing sci-
entific concern with the communication of speaker

attributes and states via vocal cues in speech

(Allport and Cantril, 1934; Herzog, 1933; Pear,

1931). However, systematic research programs

started in the 1960s when psychiatrists renewed

their interest in diagnosing affective states via

vocal expression (Alpert et al., 1963; Moses, 1954;

Ostwald, 1964; Hargreaves et al., 1965; Stark-
weather, 1956), non-verbal communication re-

searchers explored the capacity of different bodily

channels to carry signals of emotion (Feldman and

Rim�ee, 1991; Harper et al., 1978; Knapp, 1972;
Scherer, 1982b), emotion psychologists charted

the expression of emotion in different modalities

(Tomkins, 1962; Ekman, 1972, 1992; Izard, 1971,
1977), linguists and particularly phoneticians dis-

covered the importance of pragmatic information

in speech (Mahl and Schulze, 1964; Trager, 1958;

Pittenger et al., 1960; Caffi and Janney, 1994), and

engineers and phoneticians specializing in acoustic

signal processing started to make use of ever more

sophisticated technology to study the effects of

emotion on the voice (Lieberman and Michaels,
1962; Williams and Stevens, 1969, 1972). In recent

years, speech scientists and engineers, who had

tended to disregard pragmatic and paralinguistic

aspects of speech in their effort to develop models

of speech communication for speech technology

applications, have started to devote more atten-

tion to speaker attitudes and emotions––often

in the interest to increase the acceptability of
speech technology for human users. The confer-

ence which has motivated the current special issue

of this journal (ISCA Workshop on Voice and

Emotion, Newcastle, Northern Ireland, 2000)

and a number of recent publications (Amir and

Ron, 1998; Bachorowski, 1999; Bachorowski and

Owren, 1995; Banse and Scherer, 1996; Cowie

and Douglas-Cowie, 1996; Erickson et al., 1998;
Iida et al., 1998; Kienast et al., 1999; Klasmeyer,

1999; Morris et al., 1999; Murray and Arnott,

1993; Mozziconacci, 1998; Pereira and Watson,

1998; Picard, 1997; Rank and Pirker, 1998; Sobin

and Alpert, 1999) testifies to the lively research

activity that has been sprung up in this domain.

This paper attempts to review some of the central

issues in empirical research on the vocal com-
munication of emotion and to chart some of the

promising approaches for interdisciplinary research

in this area.

I have repeatedly suggested (Scherer, 1978,

1982a) to base theory and research in this area on

a modified version of Brunswik�s functional lens
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model of perception (Brunswik, 1956; Gifford,

1994; Hammond and Stewart, 2001). Since the

detailed argument can be found elsewhere (see

Kappas et al., 1991; Scherer et al., in press), I will
only briefly outline the model (shown in the upper

part of Fig. 1, which represents the conceptual

level). The process begins with the encoding, or

expression, of emotional speaker states by certain

voice and speech characteristics amenable to ob-

jective measurement in the signal. Concretely, the

assumption is that the emotional arousal of the

speaker is accompanied by physiological changes
that will affect respiration, phonation, and articu-

lation in such a way as to produce emotion-specific

patterns of acoustic parameters (see (Scherer,

1986) for a detailed description). Using Brunswik�s
terminology, one can call the degree to which such

characteristics actually correlate with the under-

lying speaker state ecological validity. As these

acoustic changes can serve as cues to speaker affect
for an observer, they are called distal cues (distal in

the sense of remote or distant from the observer).

They are transmitted, as part of the speech signal,

to the ears of the listener and perceived via the

auditory perceptual system. In the model, these

perceived cues are called proximal cues (proximal

in the sense of close to the observer).

There is some uncertainty among Brunswikians

exactly how to define and operationalize proximal

cues in different perceptual domains (see (Ham-

mond and Stewart, 2001) for the wide variety of
uses and definitions of the model). While Brunswik

apparently saw the proximal stimulus as close but

still outside of the organism (Hammond and

Stewart, 2001), the classic example given for the

distal–proximal relationship in visual percep-

tion––the juxtaposition between object size (distal)

and retinal size (proximal)––suggests that the

proximal cue, the pattern of light on the retina, is
already inside the organism. Similarly, in auditory

perception, the fundamental frequency of a speech

wave constitutes the distal characteristic that gives

rise to the pattern of vibration along the basilar

membrane, and, in turn, the pattern of excitation

along the inner hair cells, the consequent excita-

tion of the auditory neurons, and, finally, its rep-

resentation in the auditory cortex. Either phase in
this input, transduction, and coding process could

be considered a proximal representation of the

distal stimulus. I believe that it makes sense to

extend this term to the neural representation of the

stimulus information as coded by the respective

neural structures. The reason is twofold: (1) It is

difficult to measure the raw input (e.g., vibration

Fig. 1. A Brunswikian lens model of the vocal communication of emotion.
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of the basilar membrane) and thus one could not

systematically study this aspect of the model in

relation to others; (2) The immediate input into the

inference process, which Brunswik called cue uti-
lization, is arguably the neural representation in

the respective sensory cortex. Thus, the proximal

cue for fundamental frequency would be perceived

pitch. While fraught with many problems, we do

have an access to measuring at least the conscious

part of this representation via self-report (see

B€aanziger and Scherer, 2001).
One of the most important advantages of the

model is to highlight the fact that objectively

measured distal characteristics are not necessarily

equivalent to the proximal cues they produce in

the observer. While the proximal cues are based

on (or mimick) distal characteristics, the latter may

be modified or distorted by (1) the transmission

channel (e.g., distance, noise) and (2) the structural

characteristics of the perceptual organ and the
transduction and coding process (e.g., selective

enhancement of certain frequency bands). These

issues are discussed in somewhat greater detail

below.

The decoding process consists of the inference

of speaker attitudes and emotions based on inter-

nalized representations of emotional speech mod-

ifications, the proximal cues. The fit of the model
can be ascertained by operationalizing and mea-

suring each of its elements (see operational level in

Fig. 1), based on the definition of a finite number

of cues. If the attribution obtained through listener

judgments corresponds (with better than chance

recognition accuracy) to the criterion for speaker

state (e.g., intensity of a certain emotion), the

model describes a functionally valid communica-
tion process. However, the model is also extremely

useful in cases in which attributions and criteria do

not match since it permits determination of the

missing or faulty link of the chain. Thus, it is

possible that the respective emotional state does

not produce reliable externalizations in the form of

specific distal cues in the voice. Alternatively, valid

distal cues might be degraded or modified during
transmission and perception in such a fashion that

they no longer carry the essential information

when they are proximally represented in the lis-

tener. Finally, it is possible that the proximal cues

reliably map the valid distal cues but that the in-

ference mechanism, i.e., the cognitive representa-

tion of the underlying relationships, is flawed in

the respective listener (e.g., due to lack of sufficient
exposure or inaccurate stereotypes). To my knowl-

edge, there is no other paradigm that allows to

examine the process of vocal communication in as

comprehensive and systematic fashion. This is why

I keep arguing for the utility of basing research in

this area explicitly on a Brunswikian lens model.

Few empirical studies have sought to model a

specific communication process by using the com-
plete lens model, mostly due to considerations in-

volving the investment of the time and money

required (but see Gifford, 1994; Juslin, 2000). In an

early study on the vocal communication of speaker

personality, trying to determine which personality

traits are reliably indexed by vocal cues and cor-

rectly inferred by listeners, I obtained natural

speech samples in simulated jury discussions with
adults (German and American men) for whom

detailed personality assessments (self- and peer-

ratings) had been obtained (see Scherer, 1978,

1982a). Voice quality was measured via expert

(phoneticians) ratings (distal cues) and personality

inferences (attributions) by lay listeners� ratings
(based on listening to content-masked speech sam-

ples). In addition, a different group of listeners
was asked to rate the voice quality with the help of

a rating scale with natural language labels for

vocal characteristics (proximal cues). Path ana-

lyses were performed to test the complete lens

model. This technique consists of a systematic

series of regression analyses to test the causal

assumptions in a model containing mediating

variables (see Bryman and Cramer, 1990, pp. 246–
251). The results for one of the personality traits

studied are illustrated in Fig. 2. The double arrows

correspond to the theoretically specified causal

paths. Simple and dashed arrows correspond to

non-predicted direct and indirect effects that ex-

plain additional variance. The graph shows why

extroversion was correctly recognized from the

voice: (1) extroversion is indexed by objectively
defined vocal cues (ecologically valid in the Bruns-

wikian sense), (2) these cues are not too drastically

modified in the transmission process, and (3) the

listeners� inference structure in decoding mirrors
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the encoding structure. These conditions were not

met in the case of emotional stability. While there

were strong inference structures, shared by most

listeners (attributing emotional stability to speak-
ers with resonant, warm, low-pitched voices), these

do not correspond to an equivalent encoding struc-

ture (i.e., there was no relationship between voice

frequency and habitual emotional stability in the

sample of speakers studied; see (Scherer, 1978)

for the data and further discussion).

Clearly, a similar approach could be used with

emotions rather than personality traits as speaker
characteristics. Unfortunately, so far no complete

lens model has been tested in this domain. Yet this

type of model is useful as a heuristic device to

design experimental work in this area even if only

parts of the model are investigated. The curved

arrows in Fig. 1 indicate some of the major issues

that can be identified with the help of the model.

These issues, and the evidence available to date,
are presented below.

2. A review of the literature

2.1. Encoding studies

The basis of any functionally valid communi-
cation of emotion via vocal expression is that

different types of emotion are actually character-

ized by unique patterns or configurations of

acoustic cues. In the context of a Brunswikian lens

model that means that the identifiable emotional
states of the sender are in fact externalised by a

specific set of distal cues. Without such distin-

guishable acoustic patterns for different emotions,

the nature of the underlying speaker state could

not be communicated reliably. Not surprisingly,

then, there have been a relatively large number of

empirical encoding studies conducted over the last

six decades, attempting to determine whether elic-
itation of emotional speaker states will produce

corresponding acoustic changes. These studies can

be classified into three major categories: natural

vocal expression, induced emotional expression,

and simulated emotional expression.

2.1.1. Natural vocal expression

Work in this area has made use of material that
was recorded during naturally occurring emotional

states of various sorts, such as dangerous flight

situations for pilots, journalists reporting emotion-

eliciting events, affectively loaded therapy sessions,

or talk and game shows on TV (Johannes et al.,

2000; Cowie and Douglas-Cowie, 1996; Duncan

et al., 1983; Eldred and Price, 1958; Hargreaves

et al., 1965; Frolov et al., 1999; Huttar, 1968;
Kuroda et al., 1979; Niwa, 1971; Roessler and

Fig. 2. Two-dimensional path analysis model for the inference of extroversion from the voice (reproduced from Scherer, 1978). The

dashed line represents the direct path, the double line the postulated indirect paths, and the single lines the indirect paths compatible

with the model. Coefficients shown are standardized coefficients except for rCD1 and rCD2, which are Pearson rs (the direction shown is
theoretically postulated). R2s based on all predictors from which paths lead to the variable. �p < 0:05; ��p < 0:01.
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Lester, 1976, 1979; Simonov and Frolov, 1973;

Sulc, 1977; Utsuki and Okamura, 1976; Williams

and Stevens, 1969, 1972; Zuberbier, 1957; Zwirner,

1930). The use of naturally occurring voice chan-
ges in emotionally charged situations seems the

ideal research paradigm since it has very high

ecological validity. However, there are some seri-

ous methodological problems. Voice samples ob-

tained in natural situations, often only for a single

or a very small number of speakers, are generally

very brief, not infrequently suffering from bad re-

cording quality. In addition, there are problems in
determining the preise nature of the underlying

emotion and the effect of regulation (see below).

2.1.2. Induced emotions

Another way to study the vocal effects of

emotion is to experimentally induce specific emo-

tional states in groups of speakers and to record

speech samples. A direct way of inducing affective

arousal and studying the effects of the voice is the

use of psychoactive drugs. Thus, Helfrich et al.

(1984) studied the effects of antidepressive drugs
on several vocal parameters (compared to placebo)

over a period of several hours. Most induction

studies have used indirect paradigms that include

stress induction via difficult tasks to be completed

under time pressure, the presentation of emotion-

inducing films or slides, or imagery methods (Al-

pert et al., 1963; Bachorowski and Owren, 1995;

Bonner, 1943; Havrdova and Moravek, 1979;
Hicks, 1979; Karlsson et al., 1998; Markel et al.,

1973; Plaikner, 1970; Roessler and Lester, 1979;

Scherer, 1977, 1979; Scherer et al., 1985; Skinner,

1935; Tolkmitt and Scherer, 1986). While this ap-

proach, generally favoured by experimental psy-

chologists because of the degree of control it

affords, does result in comparable voice samples

for all participants, there are a number of serious
drawbacks. Most importantly, these procedures

often produce only relatively weak affect. Fur-

thermore, in spite of using the same procedure for

all participants, one cannot necessarily assume

that similar emotional states are produced in all

individuals, precisely because of the individual

differences in event appraisal mentioned above.

Recently, Scherer and his collaborators, in the
context of a large scale study on emotion effects in

automatic speaker verification, have attempted to

remedy some of these shortcomings by developing

a computerized induction battery for a variety of

different states (Scherer et al., 1998).

2.1.3. Simulated (portrayed) vocal expressions

This has been the preferred way of obtaining
emotional voice samples in this field. Professional

or lay actors are asked to produce vocal expres-

sions of emotion (often using standard verbal

content) as based on emotion labels and/or typical

scenarios (Banse and Scherer, 1996; Bortz, 1966;

Coleman and Williams, 1979; Costanzo et al.,

1969; Cosmides, 1983; Davitz, 1964; Fairbanks

and Pronovost, 1939; Fairbanks and Hoaglin,
1941; Fonagy, 1978, 1983; Fonagy and Magdics,

1963; Green and Cliff, 1975; H€ooffe, 1960; Kaiser,
1962; Kienast et al., 1999; Klasmeyer and Send-

lmeier, 1997; Klasmeyer and Meier, 1999; Klas-

meyer and Sendlmeier, 1999; Klasmeyer, 1999;

Kotlyar and Morozov, 1976; Levin and Lord,

1975; Paeschke et al., 1999; Scherer et al., 1972a,b,

1973; Sedlacek and Sychra, 1963; Sobin and Al-
pert, 1999; Tischer, 1993; van Bezooijen, 1984;

Wallbott and Scherer, 1986; Whiteside, 1999;

Williams and Stevens, 1972). There can be little

doubt that simulated vocal portrayal of emotions

yields much more intense, prototypical expressions

than are found for induced states or even natural

emotions (especially when they are likely to be

highly controlled; see (Scherer, 1986, p. 159)).
However, it cannot be excluded that actors over-

emphasize relatively obvious cues and miss more

subtle ones that might appear in natural expres-

sion of emotion (Scherer, 1986, p. 144). It has of-

ten been argued that emotion portrayals reflect

sociocultural norms or expectations more than the

psychophysiological effects on the voice as they

occur under natural conditions. However, it can
be argued that all publicly observable expres-

sions are to some extent ‘‘portrayals’’ (given the

social constraints on expression and unconscious

tendencies toward self-presentation; see (Banse and

Scherer, 1996)). Furthermore, since vocal por-

trayals are reliably recognized by listener-judges

(see below) it can be assumed that they reflect at

least in part ‘‘normal’’ expression patterns (if the
two were to diverge too much, the acted version
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would lose its credibility). However, there can be

little doubt that actors� portrayals are influenced
by conventionalised stereotypes of vocal expres-

sion.

2.1.4. Advantages and disadvantages of methods

As shown above, all of the methods that have

been used to obtain vocal emotion expression
samples have both advantages and disadvantages.

In the long run, it is probably the best strategy

to look for convergences between all three ap-

proaches in the results. Johnstone and Scherer

(2000, pp. 226–227) have reviewed the converging

evidence with respect to the acoustic patterns that

characterize the vocal expression of major modal

emotions. Table 1 summarizes their conclusions in
synthetic form.

Much of the consistency in the findings is linked

to differential levels of arousal or activation for the

target emotions. Indeed, in the past, it has often

been assumed that contrary to the face, capable of

communicating qualitative differences between

emotions, the voice could only mark physiological

arousal (see (Scherer, 1979, 1986) for a detailed
discussion). That this conclusion is erroneous is

shown by the fact that judges are almost as accu-

rate in inferring different emotions from vocal as

from facial expression (see below). There are two

main reasons why it has been difficult to demon-

strate qualitative differentiation of emotions in

acoustic patterns apart from arousal: (1) only a

limited number of acoustic cues has been studied,
and (2) arousal differences within emotion families

have been neglected.

As to (1), most studies in the field have limited

the scope of acoustic measurement to F0, energy,

and speech rate. Only very few studies have looked

at the frequency distribution in the spectrum or

formant parameters. As argued by Scherer (1986),

it is possible that F0, energy, and rate may be most
indicative of arousal whereas qualitative, valence

differences may have a stronger impact on source

and articulation characteristics.

As to (2), most investigators have tended to

view a few basic emotions as rather uniform and

homogeneous, as suggested by the writings of

discrete emotion theory (see Scherer, 2000a). More

recently, the concept of emotion families has been
proposed (e.g., Ekman, 1992), acknowledging the

fact that there are many different kinds of anger, of

joy, or of fear. For example, the important vocal

differences between the expression as hot anger

(explosive rage) and cold, subdued or controlled,

anger may explain some of the lack of replication

for results concerning the acoustic patterns of

anger expression in the literature. The interpreta-
tion of such discrepancies is rendered particularly

difficult by the fact that researchers generally do

not specify which kind of anger has been produced

or portrayed (see Scherer, 1986). Thus, different

instantiations or variants of specific emotions,

even though members of the same family, may

vary appreciably with respect to their acoustic

expression patterns.
Banse and Scherer (1996) have conducted an

encoding study, using actor portrayal, which has

attempted to remedy both of these problems. They

used empirically derived scenarios for 14 emotions,

ten of which consisted of pairs of two members of

a same emotion family for five modal emotions,

varying in arousal. In addition to the classical set

of acoustic parameters, they measured a number

Table 1

Synthetic compilation of the review of empirical data on acoustic patterning of basic emotions (based on Johnstone and Scherer, 2000)

Stress Anger/rage Fear/panic Sadness Joy/elation Boredom

Intensity

F0 floor/mean

F0 variability

F0 range ( )

Sentence contours

High frequency energy ( )

Speech and articulation rate ( )
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of indicators of energy distribution in the spec-

trum. Banse and Scherer interpret their data as

clearly demonstrating that these states are acous-

tically differentiated with respect to quality (e.g.,
valence) as well as arousal. They underline the

need for future work that addresses the issue of

subtle differences between the members of the same

emotion family and that uses an extensive set of

different acoustic parameters, pertinent to all as-

pects of the voice and speech production process

(respiration, phonation, and articulation).

One of the major shortcomings of the encoding
studies conducted to date has been the lack of

theoretical grounding, most studies being moti-

vated exclusively by the empirical detection of

acoustic differences between emotions. As in most

other areas of scientific inquiry, an atheoretical

approach has serious shortcomings, particularly in

not being able to account for lack of replication

and in not allowing the identification of the
mechanism underlying the effects found. It is dif-

ficult to blame past researchers for the lack of

theory, since emotion psychology and physiology,

the two areas most directly concerned, have not

been very helpful in providing tools for theorizing.

For example, discrete emotion theory (Ekman,

1972, 1992; Izard, 1971, 1977; see Scherer, 2000a),

which has been the most influential source of emo-
tion conceptualization in this research domain, has

specified the existence of emotion-specific neural

motor patterns as underlying the expression. How-

ever, apart from this general statement, no detailed

descriptions of the underlying mechanisms or

concrete hypotheses have been forthcoming (ex-

cept to specify patterns of facial expression––

mostly based on observation; see (Wehrle et al.,
2000)).

It is only with the advent of componential

models, linked to the development of apprai-

sal theories, that there have been attempts at a

detailed hypothetical description for the pattern

of motor expressions to be expected for specific

emotions (see Scherer, 1984, 1992a; Roseman and

Smith, 2001). For the vocal domain, I have pro-
posed a comprehensive theoretical grounding of

emotion effects on vocal expression, as based on

my component process model of emotion, yielding

a large number of concrete predictions as to the

changes in major acoustic parameters to be ex-

pected for 14 modal emotions (Scherer, 1986). The

results from studies that have provided the first

experimental tests of these predictions are de-
scribed below.

In concluding this section, it is appropriate to

point out the dearth of comparative approaches

that examine the relative convergence between

empirical evidence on the acoustic characteristics

of animal, particularly primate, vocalizations (see

(Fichtel et al., 2001) for an impressive recent ex-

ample) and human vocalizations. Such compari-
sons would be all the more appropriate since there

is much evidence on the phylogenetic continuity of

affect vocalization, at least for mammals (see Hau-

ser, 2000; Scherer, 1985), and since we can assume

animal vocalizations to be direct expressions of

the underlying affect, largely free of control or

self-presentation constraints.

2.2. Decoding studies

Work in this area examines to what extent lis-
teners are able to infer actual or portrayed speaker

emotions from content-free speech samples. Re-

search in this tradition has a long history and has

produced a large body of empirical results. In most

of these studies actors have been asked to portray

a number of different emotions by producing

speech utterances with standardized or nonsense

content. Groups of listeners are given the task to
recognize the portrayed emotions. They are gen-

erally required to indicate the perceived emotion

on rating sheets with standard lists of emotion

labels, allowing to compute the percentage of

stimuli per emotion that were correctly recognized.

A review of approximately 30 studies conducted

up to the early 1980s yielded an average accuracy

percentage of about 60%, which is about five times
higher than what would be expected if listeners

had guessed in a random fashion (Scherer, 1989).

Later studies reported similar levels of average

recognition accuracy across different emotions,

e.g., 65% in a study by van Bezooijen (1984) and

56% in a study by Scherer et al. (1991).

One of the major drawbacks of all of these

studies is that they tend to study discrimination
(deciding between alternatives) rather than recog-
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nition (recognizing a particular category in its own

right). In consequence, it is essential to correct the

accuracy coefficients for guessing by taking the

number of given alternatives and the empirical
response distribution in the margins into account

(Wagner, 1993). Most of the studies reviewed

above have corrected the raw accuracy percentages

to account for the effects of guessing. Unfortu-

nately, there is no obvious way to compute a single

correction factor (see Banse and Scherer, 1996). In

the area of facial expression research, Ekman

(1994) has suggested to use different comparison
levels of chance accuracy for positive and negative

emotions, given that there are usually fewer posi-

tive than negative emotion exemplars in the facial

stimulus sets used. While this is also true for most

vocal stimulus sets, there may be a less clear-cut

positive–negative distinction for acoustic parame-

ters as compared to facial muscle actions (see

Banse and Scherer, 1996; Scherer et al., 1991).
As in the case of facial expression, vocal ex-

pressions of emotion by members of one culture

are, on the whole, recognized with better than

chance accuracy by members of other cultures (see

Frick, 1985; van Bezooijen et al., 1983; Scherer,

1999b). Recently, Scherer et al. (2001a), reported

data from a large scale cross-cultural study (using

German actor portrayals and listener-judges from
9 countries in Europe, Asia, and the US) showing

an overall accuracy percentage of 66% across all

emotions and countries. These findings were in-

terpreted as evidence for the existence of universal

inference rules from vocal characteristics to spe-

cific emotions across cultures particularly since the

patterns of confusion were very similar across all

countries, including Indonesia. Yet, the data also
suggest the existence of culture- and/or language-

specific paralinguistic patterns in vocal emotion

expression, since, in spite of using language-free

speech samples, the recognition accuracy decreased

with increasing dissimilarity of the language spo-

ken by the listeners from German (the native lan-

guage of the actors).

One of the issues that remain to be explored in
greater detail is the differential ease with which

different emotions can be decoded from the voice.

In this context, it is interesting to explore whether

the frequencies of confusion are comparable for

vocal and facial emotion expressions. Table 1

shows a comparison of accuracy figures for vocal

and facial portrayal recognition obtained in a set of

studies having examined a comparable range of
emotions in both modalities (the data in this table,

adapted from (Scherer, 1999b), are based on re-

views by Ekman (1994), for facial expression, and

Scherer et al. (2001a), for vocal expression). As this

compilation shows there are some major differences

between emotions with respect to their recognition

accuracy scores. In addition, there are major dif-

ferences between facial and vocal expression. While
joy is almost perfectly recognized in the face, lis-

teners seem to have trouble identifying this emotion

unequivocally in the voice. In the voice, sadness

and anger are generally best recognized, followed

by fear. Disgust portrayals in the voice are recog-

nized barely above chance level. Johnstone and

Scherer (2000) have attempted to explain the origin

of these differences between facial and vocal ex-
pression on the basis of evolutionary pressure to-

wards accurate vocal communication for different

emotions. Preventing others from eating rotten

food by emitting disgust signals may be most useful

to conspecifics eating at the same place as the sig-

naler. In this context, facial expressions of disgust

are most adequate. In addition, they are linked to

the underlying functional action (or action ten-
dency) of regurgitating and blocking unpleasant

odors. According to Darwin, such adaptive action

tendencies (‘‘serviceable habits’’) are at the basis of

most expressions (see Scherer, 1985, 1992a). In

contrast, in encountering predators, there is clear

adaptive advantage in being able to warn friends (in

fear) or threaten foes (in anger) over large dis-

tances, something for which vocal expression is
ideally suited. The differences in the recognizability

of the vocal expression of different emotions sug-

gest that it is profitable to separately analyze the

recognizability of these emotions.

As is evident in Table 2, the recognition accu-

racy for vocal expressions is generally somewhat

lower than that of facial expression. On the whole,

in reviewing the evidence from the studies to date,
one can conclude that the recognition of emotion

from standardized voice samples, using actor

portrayals, attains between 55% and 65% accu-

racy, about five to six times higher than what
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would be expected by chance. In comparison, fa-

cial expression studies generally report an average

accuracy percentage around 75%. There are many
factors that are potentially responsible for this

difference, including, in particular, the inherent

dynamic nature of vocal stimuli which is less likely

to produce stable patterns, contrary to facial ex-

pression where basic muscle configurations seem

to identify the major emotions (Ekman, 1972,

1994), reinforced by the frequent use of static

stimulus material (photos). Another important
factor could be that members of a similar emotion

family (see above) are more distinct from each

other in vocal as compared to facial expression.

For example, the important vocal differences be-

tween the expression of exuberant joy and quiet

happiness may explain some of the lack of repli-

cation for results concerning the recognition of joy

that are observed in the literature (since research-
ers generally do not specify which kind of joy has

been used; see (Scherer, 1986)). In the above

mentioned study by Banse and Scherer (1996) two

members of the same emotion family for five

modal emotions (i.e., 10 out of a total of 14 target

emotions) with variable levels of activation or

arousal were used. Listeners were asked to identify

the expressed emotion for a total of 224 selected
tokens, yielding an average accuracy level of 48%

(as compared to 7% expected by chance if all 14

categories were weighted equally). If the agreement

between families is computed for those emotions

where there were two variants (yielding 10 cate-

gories), the accuracy percentage increases to 55%

(as compared to 10% expected by chance). This

indicates that, as one might expect, most of the
confusions for these emotion categories occurred

within families.

So far, the discussion has focussed on accuracy,

overall or emotion-specific. However, the confu-

sions listeners make are arguably even more in-
teresting as errors are not randomly distributed

and as the patterns of misidentification provide

important information on the judgment process.

Thus, confusion matrices should be reported as

a matter of fact, which is generally not the case

for older studies and, unfortunately, also for many

more recent studies. The research by Banse and

Scherer (1996), reported above, can serve as an
example for the utility of analyzing the confu-

sion patterns in recognition data in great detail.

These authors found that each emotion has a

specific confusion pattern (except for disgust por-

trayals which were generally confused with almost

all other negative emotions). As mentioned above,

there are many errors between members of the

same emotion family (for example, hot anger is
confused consistently only with cold anger and

contempt). Other frequent errors occur between

emotions with similar valence (for example interest

is confused more often with pride and happiness

than with the other eleven emotions taken to-

gether). Johnstone and Scherer (2000) have sug-

gested that confusion patterns can help to identify

the similarity or proximity between emotion cate-
gories taking into account quality, intensity, and

valence. It is likely that emotions similar on one or

more of these dimensions are easier to confuse.

In addition, analysis of similarities or differences

in the confusion patterns between different popu-

lations of listeners can be profitably employed to

infer the nature of the underlying inference pro-

cesses. For example, Banse and Scherer (1996)
found that not only the average accuracy per

emotion but also the patterns of confusion were

Table 2

Accuracy (in %) of facial and vocal emotion recognition in studies in Western and Non-Western countries (reproduced from Scherer,

2001)

Neutral Anger Fear Joy Sadness Disgust Surprise Mean

Facial/Western/20 78 77 95 79 80 88 78

Vocal/Recent Western/11 74 77 61 57 71 31 62

Facial/Non-Western/11 59 62 88 74 67 77 65

Vocal/Non-Western/1 70 64 38 28 58 52

Note: Empty cells indicate that the respective emotions have not been studied in these regions. Numbers following the slash in column 1

indicate the number of countries studied.
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highly similar between human judge groups and

two statistical categorization algorithms (discrimi-

nant analysis and bootstrapping). They interpreted

this as evidence that the judges are likely to have
used inference mechanisms that are comparable to

optimized statistical classification procedures. In a

different vein, as reported above, Scherer et al.

(2001a,b) used the fact that confusion patterns

were similar across different cultures as an indica-

tion for the existence of universal inference rules.

This would not have been possible on the basis of

comparable accuracy coefficients since judges
might have arrived at these converging judgments

in different ways. Clearly, then, it should be im-

perative for further work in this area to routinely

report confusion matrices.

In closing this section I will address an issue

that is often misunderstood––the role of stereo-

types. It is often claimed that decoding studies

using actor portrayals are fundamentally flawed
since actors supposedly base their portrayals on

cultural stereotypes of what certain emotions

should sound like. These stereotypes are expected

to match those that listeners use in decoding the

expression intention. Since the term ‘‘stereotype’’

has a very negative connotation, implying that the

respective beliefs or inference rules are false, it is

commonly believed that stereotypes are ‘‘bad’’.
This is not necessarily true, though, and many

social psychologists have pointed out that stereo-

types often have a kernel of truth. This is one of

the reasons why they are shared by many indi-

viduals in the population. Stereotypes are often

generalized inference rules, based on past experi-

ence or cultural learning, that allow the cognitive

economy of making inferences on the basis of very
little information (Scherer, 1992b). Thus, unless

the inference system is completely unrelated to

reality, i.e., if there is no kernel of truth, neither

the socially shared nature nor the tendency of

overgeneralization is problematical. On the con-

trary, it is a natural part of the human information

processing system. It is intriguing to speculate on

the origin and development of such stereotypes.
Are they based on self- or other-observation, or

both? Do they represent the average of many dif-

ferent emotional expression incidents with many

different intensities or are they representative of

extreme exemplars (in terms of intensity and pro-

totypicality)? What is the role of media descrip-

tions? One of the potential approaches to such

issues consists in the study of how the ability to
decode affect from the voice develops in the child

(see Morton and Trehub, 2001). Obviously, the

answers to these issues have important implica-

tions on research in this area.

It is a different issue, of course, whether actor

portrayals that use such stereotypical inference

structures provide useful information for decoding

studies. Clearly, if the portrayals are exclusively
based on and mimick socially shared inference

rules to a very large extent, then the utility of the

finding that listeners can recognize these portrayals

is limited to increasing our understanding of the

nature of these inference rules (and, in the case of

cross-cultural comparison, the degree of their uni-

versality). However, it is by no means obvious that

all actor portrayals are based on shared inference
rules. If actors use auto-induction methods, e.g.,

Stanislavski or method acting procedures, as they

are often directed to do by researchers in this area,

or if they base their portrayals on auto-observation

of their own emotional expressions, the distal cues

they produce may be almost entirely independent

of shared inference rules used by observers. In this

case they can be treated as a valid criterion for
speaker state in the sense of the Brunswikian lens

model. Since it is difficult to determine exactly how

actors have produced their portrayals, especially

since they may well be unaware of the mechanisms

themselves, one needs to combine natural obser-

vation, induction, and portrayal methods to de-

termine the overlap of the expressive patterns

found (see below).

2.3. Inference studies

While the fundamental issue studied by decod-

ing studies is the ability of listeners to recognize

the emotional state of the speaker, inference studies

are more concerned with the nature of the under-

lying voice–emotion inference mechanism, i.e.,

which distal cues produce certain types of emotion

inferences in listeners. As one might expect, the

procedure of choice in such studies is to system-
atically manipulate or vary the acoustic cues in
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sample utterances in such a way as to allow de-

termination of the relative effect of particular pa-

rameters on emotion judgment. Three major

paradigms have been used in this area: (1) cue
measurement and regression, (2) cue masking, and

(3) cue manipulation via synthesis.

(1) Cue measurement and statistical association.

The simplest way to explore the utilization of

distal cues in the inference process is to measure

the acoustic characteristics of vocal emotion por-

trayals (acted or natural), and then to correlate

these with the listeners� judgments of the under-
lying emotion or attitude of the speaker. Such

studies generate information on which vocal

characteristics are likely to have determined the

judges� inference (Scherer et al., 1972a,b; van Be-
zooijen, 1984). Banse and Scherer (1996), in the

study reported above, used multiple regression

analysis to regress the acoustic parameters mea-

sured on the listeners� judgments. The data showed
that a large proportion of the variance in judg-

ments of emotion was explained by a set of about

9–10 acoustic measures, including mean F0, stan-

dard deviation of F0, mean energy, duration of

voiced periods, proportion of energy up to 1000

Hz, and spectral drop-off. Table 3 (modified from

Banse and Scherer, 1996, Table 8, pp. 632) shows

the detailed results. The direction (i.e., positive
or negative) and strength of beta-coefficients in-

dicates the information value and the relative

importance for each parameter. The multiple cor-

relation coefficient R in the last row indicates the

percentage of the variance in the listener judg-

ments accounted for by the variables entered into

the regression model.

While such results are interesting and useful,
this method is limited by the nature of the voice

samples that are used. Obviously, if certain pa-

rameters do not vary sufficiently, e.g., because

actors did not produce a sufficiently extreme ren-

dering of a certain emotion, the statistical analysis

is unlikely to yield much of interest. In addition,

the results are largely dependent on the precision

of parameter extraction and transformation.
(2) Cue masking. In this approach verbal/vocal

cues are masked, distorted, or removed from vocal

emotion expressions (from real life or produced by

actors) to explore the ensuing effects on emotion T
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inferences on the part of judges listening to the

modified material. This technique has been used

early on, particularly in the form of low-pass fil-

tering, by many pioneers in this research domain
(Starkweather, 1956; Alpert et al., 1963). More

recent studies by Scherer et al. (1984, 1985), and

Friend and Farrar (1994) have applied different

masking techniques (e.g., filtering, randomized

splicing, playing backwards, pitch inversion, and

tone-silence coding), each of which removes dif-

ferent types of acoustic cues from the speech signal

or distorts certain cues while leaving others un-
changed. For example, while low-pass filtering

removes intelligibility and changes the timbre of

the voice, it does not affect the F0 contour. In

contrast, randomized splicing of the speech signal

(see Scherer et al., 1985) removes all contour and

sequence information from speech but retains the

complete spectral information (i.e., the timbre of

the voice).
The systematic combination of these techniques

allows one to isolate the acoustic cues that carry

particular types of emotional information. Intel-

ligibility of verbal content is removed by all of

these procedures, permitting the use of natural,

‘‘real life’’ speech material without regard for the

cue value of the spoken message. For example, in

the study by Scherer et al. (1984), highly natu-
ral speech samples from interactions between civil

servants and citizens were used. Using a variety of

masking procedures allowed determining which

type of cues carried what type of affective infor-

mation (with respect to both emotions and speaker

attitudes). Interestingly, judges were still able to

detect politeness when the speech samples were

masked by all methods jointly. The data further
showed that voice quality parameters and F0 level

covaried with the strength of the judged emotion,

conveying emotion independently of the verbal

context. In contrast, different intonation contour

types interacted with sentence grammar in a con-

figurational manner, and conveyed primarily atti-

tudinal information.

(3) Cue manipulation via synthesis. The devel-
opment of synthesis and copy synthesis methods in

the domain of speech technology has provided

researchers in the area of vocal expression of

emotion with a remarkably effective tool, allowing

to systematically manipulate vocal parameters to

determine the relative effect of these changes on

listener judgment. In a very early study, Lieber-

man and Michaels (1962) produced variations
of F0 and envelope contour and measured the

effects on emotion inference. Scherer and Oshinsky

(1977) used a MOOG synthesizer and system-

atically varied, in a complete factorial design,

amplitude variation, pitch level, contour and vari-

ation, tempo, envelope, harmonic richness, tonal-

ity, and rhythm in sentence-like sound sequences

and musical melodies. Their data showed the
relative strength of the effects of individual para-

meters, as well as of particular parameter config-

urations, on emotion attributions by listeners.

More recent work (Abadjieva et al., 1995; Brei-

tenstein et al., 2001; Burkhardt and Sendlmeier,

2000; Cahn, 1990; Carlson, 1992; Carlson et al.,

1992; Heuft et al., 1996; Murray and Arnott, 1993;

Murray et al., 1996) shows great promise as also
demonstrated in other papers in this issue. Not

surprisingly, much of this work is performed with

the aim of adding emotional expressivity to text

to speech systems.

Copy synthesis (or resynthesis) techniques allow

one to take neutral natural voices and systemati-

cally change different cues via digital manipulation

of the sound waves. In a number of studies by
Scherer and his collaborators, this technique has

been used to systematically manipulate F0 level,

contour variability and range, intensity, duration,

and accent structure of real utterances (Ladd et al.,

1985; Tolkmitt et al., 1988). Listener judgments of

apparent speaker attitude and emotional state for

each stimulus showed strong direct effects for all

of the variables manipulated, with relatively few
effects due to interactions between the manipulated

variables. Of all variables studied, F0 range effected

the judgments the most, with narrow F0 range

signaling sadness and wide F0 range being judged

as expressing high arousal, negative emotions such

as annoyance or anger. High speech intensity was

also interpreted as a sign of negative emotions or

aggression. Fast speech led to inferences of joy,
with slow speech judged as a mark of sadness. Only

veryminor effects for speaker and utterance content

were found, indicating that the results are likely to

generalize over different speakers and utterances.
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It is to be expected that the constant improve-

ment of speech synthesis will provide the research

community with ever-more refined and natural

sounding algorithms that should allow a large
number of systematic variations of acoustic pa-

rameters pertinent to emotional communication.

One of the developments that are most eagerly

awaited by researchers in this domain is the pos-

sibility to use different glottal source character-

istics for the manipulation of voice timbre in

formant synthesis. There have been some recent

reports on work in that direction (Burkhardt and
Sendlmeier, 2000; Carlson, 1992; Lavner et al.,

2000).

2.4. Transmission studies

The Brunswikian lens model acknowledges the

need to separately model the transmission of the

distal signals from the sender to the receiver/lis-

tener where they are represented on a subjective,

proximal level. Most studies in the area of the

vocal communication of emotion have considered
this voyage of the sound waves from the mouth of

the speaker to the ear or brain of the listener as a

�quantit�ee n�eegligeable� and have given little or no
consideration to it. However, a Brunswikian ap-

proach, trying to systematically model all aspects

of the communication process forces the re-

searcher to separately model this element since it

may be responsible for errors in inference. This
would be the case, for example, if the transmission

process systematically changed the nature of the

distal cues. In this case, the proximal cues could

not be representative of the characteristics of the

distal cues at the source. A well-known example is

the filtering of the voice over standard telephone

lines. Given the limited frequency range of the

transmission, much of the higher frequency band
of the voice signal is eliminated. The effect on the

listener, i.e., the systematic biasing of the proximal

cues, is to hear the pitch of the voice as lower as

it is––with the well known ensuing effect of over-

estimating the age of the speaker at the other

end (often making it impossible to keep mother

and daughter apart). Scherer et al. (in press) dis-

cuss two of the contributing factors in detail: (1)
the transmission of sound through space and elec-

tronic channels, and (2) the transform functions in

perception, as determined by the nature of human

hearing mechanisms. Below, the issues will be

briefly summarized.
(1) The transmission of vocal sound through

physical space is affected by many environmen-

tal and atmospheric factors including the dis-

tance between sender and receiver (weakening the

signal), the presence of other sounds such as

background noise (disturbing the signal), or the

presence of natural barriers such as walls (filter-

ing the signal). All of these factors will lessen
the likelihood that the proximal cues can be a

faithful representation of the distal cues with re-

spect to their acoustic characteristics. Impor-

tantly, the knowledge about such constraints on

the part of the speaker can lead to a modifica-

tion of the distal cues by way of an effort to

modify voice production to offset such transmis-

sion effects. For example, a speaker may shout to
produce more intense speech, requiring more vocal

effort, and greater articulatory precision, if com-

municating over large distances. Greater vocal

effort in turn, will affect a large number of other

acoustic characteristics related to voice production

at the larynx. Furthermore, the distance between

speaker and listener may have an effect on posture,

facial expression and gestures, all of which are
likely to have effects on the intensity and spectral

distribution of the acoustic signal (see Laver,

1991).

Just as distance, physical environment, and at-

mospheric conditions in the case of immediate

voice transmission, the nature of the medium may

have potentially strong effects on proximal cues in

the case of mediated transmission by intercom,
telephone, Internet, or other technical means. The

band restrictions of the line, as well as the quality

of the encoding and decoding components of the

system can systematically affect many aspects of

the distal voice cues by disturbing, masking, or

filtering and thus render the proximal cues less

representative of the distal cues. While much of

this work has been done in the field of engineering,
only little has been directly applied to modeling

the process of the vocal communication of emo-

tion (but see Baber and Noyes, 1996). It is to be

hoped that future research efforts in the area will
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pay greater attention to this important aspect of

the speech chain.

(2) Another factor that is well known but gen-

erally neglected in research on vocal communica-
tion is the transformation of the distal signal

through the transfer characteristics of the human

hearing system. For example, the perceived loud-

ness of voiced speech signals correlates more

strongly with the amplitude of a few harmonics or

even a single harmonic than with its overall in-

tensity (Gramming and Sundberg, 1988; Titze,

1992). In addition, listeners seem to use an internal
model of the specific spectral distribution of har-

monics and noise in loud and soft voices to infer

the vocal effort with which a voice was produced.

Klasmeyer (1999, p. 112) has shown that this

judgment is still reasonably correct when both

loud and soft voices are presented at the same

perceived loudness level (the soft voice having

more than six times higher overall intensity than
the loud voice). Similar effects can be shown for

the perception of F0 contours and the perceived

duration of a spoken utterance (see (Scherer et al.,

in press) for further detail).

Given space limitations I could only very briefly

touch upon the issue of voice perception which is

centrally implicated in the distal–proximal rela-

tionship. Recent research paints an increasingly
more complex picture of this process which is

characterized by a multitude of feedforward and

feedback processes between modalities (e.g., vi-

sual–vocal), levels of processing (e.g., peripheral–

central), and input versus stored schemata. There

is, for example, the well-documented phenomenon

of the effects of facial expression perception on

voice perception (e.g., Borod et al., 2000; de Gel-
der, 2000; de Gelder and Vroomen, 2000; Mass-

aro, 2000). Things are further complicated by the

fact that voice generally carries linguistic infor-

mation with all that this entails with respect to the

influence of phonetic-linguistic categories on per-

ception. A particularly intriguing phenomenon is

the perception and interpretation of prosodic fea-

tures which is strongly affected by centrally stored
templates. There is currently an upsurge in neu-

ropsychological research activity in this area (e.g.,

Pell, 1998; Shipley-Brown et al., 1988; Steinhauer

et al., 1999; see also Scherer et al., in press).

The fact that the role of voice sound transmis-

sion and the transform functions specific to the

human hearing system have been rarely studied in

this area of research, is not only regrettable for
theoretical reasons (preventing one from modeling

the communication process in its entirety) but also

because one may have missed parameters that are

central in the differentiation of the vocal expres-

sion of different emotions. Thus, rather than bas-

ing all analyses on objective measures of emotional

speech, it might be fruitful to employ, in addition,

variables that reflect the transformations that dis-
tal cues undergo in the representation as proximal

cues after passage through the hearing mechanism

(e.g., perceived loudness, perceived pitch, per-

ceived rhythm, or Bark bands in spectral analysis;

see (Zwicker, 1982)).

2.5. Representation studies

The result of sound transmission and reception

by the listener�s hearing system is the storage, in

short term memory, of the proximal cues or per-
cepts of the speaker�s vocal production. Modeling
of the voice communication process with the

Brunswikian lens model requires direct measure-

ment of these proximal cues, i.e., the subjective

impressions of the vocal qualities. Unfortunately,

this is one of the most difficult aspects of the re-

search guided by this model. So far, the only

possibility to empirically measure these proximal
cues is to rely on listeners� verbal report of their
impressions of the speaker�s voice and speech. As
is always the case with verbal report, the descrip-

tion is constrained by the semantic categories for

which there are words in a specific language. In

addition, since one wants to measure the impres-

sions of na€ııve, untrained listeners, these words

must be currently known and used, in order to
ensure that all listeners studied understand the

same concept and the underlying acoustic pattern

by a particular word. In most languages, including

English, there are only relatively few words de-

scribing vocal qualities and only a subset of those

is frequently used in normal speech or in literature.

Only very few efforts have been made to de-

velop instruments that can be used to obtain
proximal voice percepts. One of the pioneers in
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this area has been John Laver (1980, 1991) who

suggested a vocal profile technique to describe

voice quality on the basis of phonatory and ar-

ticulatory settings and to obtain reliable judgments
on these settings. In some ways, of course, Laver

attempts to get at the distal cues via the use of

perceived voice quality rather than obtaining an

operationalized measure of the subjective impres-

sion (in other words, he wants his judges to agree

whereas a psychologist interested in proximal cues

would be happy to see differences in perceived

voice quality). Scherer (1978, 1982a,b) designed a
rating sheet to obtain voice and speech ratings

reflecting such subjective impressions from na€ııve
listeners. This effort was later continued by an in-

terdisciplinary group of researchers (Sangsue et al.,

1997). One of the main problems is to obtain

sufficient reliability (as measured by interrater

agreement) for many of the categories that are not

very frequently employed, such as nasal, sharp, or
rough. In our laboratory, B€aanziger is currently
involved in another attempt to develop a standard

instrument for proximal voice cue measurement in

the context of Brunswikian modeling (see B€aanziger
and Scherer, 2001).

Representation studies, of which there are cur-

rently extremely few (see (Scherer, 1974) for an

example in the area of personality), study the in-
ference structures, i.e., the mental algorithms

that are used by listeners, to infer emotion on the

basis of the proximal cues. The inference algo-

rithms must be based on some kind of represen-

tation, based on cultural lore and/or individual

experience, as to which vocal impressions are

likely to be indicative of particular types of emo-

tion.

3. Issues for future research

3.1. How should emotion be defined?

One of the major problems in this area is the

lack of a consensual definition of emotion and of

qualitatively different types of emotions. The prob-

lem already starts with the distinction of emo-

tions from other types of affective states of the
speaker, such as moods, interpersonal stances, at-

titudes or even affective personality traits. Scherer

(2000a) has suggested using a design feature ap-

proach to distinguish these different types of af-

fective states. Table 4 reproduces this proposal. It
is suggested to distinguish the different states by

the relative intensity and duration, by the degree of

synchronization of organismic subsystems, by the

extent to which the reaction is focused on an

eliciting event, by the degree to which appraisal

has played a role in the elicitation, the rapidity of

state changes, and the extent to which the state

affects open behavior. As the table shows, the
different types of affective states do vary quite

substantially on the basis of such a design feature

grid and it should be possible to distinguish them

relatively clearly, if such an effort were consistently

made.

It should be noted that emotions constitute

quite a special group among the different types of

affective states. They are more intense, but of
shorter duration. In particular, they are charac-

terized by a high degree of synchronization be-

tween the different subsystems. Furthermore, they

are likely to be highly focused on eliciting events

and produced through cognitive appraisal. In

terms of their effect, they strongly impact behavior

and are likely to change rapidly. One of the issues

that is very important in the context of studying
the role of voice and speech as affected by different

types of affective states is the question as to how

often particular types of affective states are likely

to occur and in which contexts. This is particularly

important for applied research that is embedded in

speech technology contexts. Obviously, it may be

less useful to study the effects of very rare affective

events on voice and speech if one wants to develop
a speech technology instrument that can be cur-

rently used in everyday life.

Another issue that must not be neglected is the

existence of powerful regulation mechanisms as

determined by display rules and feeling rules

(Gross and Levenson, 1997; see Scherer, 1994a,

2000b for a detailed discussion). Such regulation

efforts are particularly salient in the case of very
intense emotions, such as hot anger, despair,

strong fear, etc. It is unfortunate, that it is exactly

those kinds of emotions, likely to be highly regu-

lated and masked under normal circumstances in
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everyday life, that are consistently studied by re-

search in this area. While such research is of great

interest in trying to understand the psychobiolog-

ical basis of emotional expression in the voice, it is

not necessarily the best model to look at the effect

of affective states on voice and speech in everyday

life with the potential relevance to speech tech-
nology development. Rather, one would think that

the kinds of affective modifications of voice and

speech that are likely to be much more pervasive in

everyday speaking, such as the effects of stress (see

Baber and Noyes, 1996; Tolkmitt and Scherer,

1986), deception (see Anolli and Ciceri, 1997;

Ekman et al., 1991), relatively mild mood changes,

attitudes or interpersonal stances or styles vis-�aa-vis
a particular person (see Ambady et al., 1996;

Granstr€oom, 1992; Ofuka et al., 2000; Scherer et al.,
1984; Siegman, 1987a,b; Tusing and Dillard,

2000), may be of much greater import to that kind

of applied question.

3.2. Which theoretical model of emotion should be

adopted?

This issue, which has received little attention so

far, has strong implications for the types of emo-

tions to be studied, given that different psycho-

logical theories of emotion have proposed different
ways of cutting up the emotion domain into dif-

ferent qualitative states or dimensions. The issue

of the most appropriate psychological model of

emotion is currently intensively debated in psy-

chology. Scherer (2000a) has provided an outline

of the different types of approaches and the rela-

tive advantages and disadvantages. The choice of

model also determines the nature of the theoretical
predictions for vocal patterning. While past re-

search in this area has been essentially atheoretical,

it would be a sign of scientific maturity if future

studies were based on an explicit set of hypotheses,

allowing more cumulative research efforts.

Table 4

Design feature delimitation of different affective states

Type of affective state: brief definition (examples) Intensity Duration Syn-

chroni-

zation

Event

focus

Appraisal

elicita-

tion

Rapid-

ity of

change

Behav-

ioral

impact

Emotion: relatively brief episode of synchronized

response of all or most organismic subsystems in

response to the evaluation of an external or

internal event as being of major significance

(angry, sad, joyful, fearful, ashamed, proud,

elated, desperate)

þ þ –þ þþ þ þ þ þ þ þ þ þ þ þ þ þ þ þ þ þ

Mood: diffuse affect state, most pronounced as

change in subjective feeling, of low intensity but

relatively long duration, often without apparent

cause (cheerful, gloomy, irritable, listless, de-

pressed, buoyant)

þ–þ þ þþ þ þ þ þþ þ

Interpersonal stances: affective stance taken to-

ward another person in a specific interaction,

colouring the interpersonal exchange in that

situation (distant, cold, warm, supportive, con-

temptuous)

þ–þ þ þ–þ þ þ þþ þ þ þ þ þþ

Attitudes: relatively enduring, affectively col-

oured beliefs, preferences, and predispositions

towards objects or persons (liking, loving, hating,

valueing, desiring)

0–þ þ þ þ –þ þþ 0 0 þ 0–þ þ

Personality traits: emotionally laden, stable

personality dispositions and behavior tenden-

cies, typical for a person (nervous, anxious,

reckless, morose, hostile, envious, jealous)

0–þ þ þ þ 0 0 0 0 þ

0: low, þ: medium, þþ: high, þ þ þ: very high, –: indicates a range.
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The two theoretical traditions that have most

strongly determined past research in this area are

discrete and dimensional emotion theories. Dis-

crete theories stem from Darwin and are defended
by Tomkins (1962), Ekman (1992) and Izard

(1971). Theorists in this tradition propose the ex-

istence of a small number, between 9 and 14, of

basic or fundamental emotions that are charac-

terized by very specific response patterns in phys-

iology as well as in facial and vocal expression.

Most studies in the vocal effects of emotion area

have followed this model, choosing to examine the
effects of happiness, sadness, fear, anger and sur-

prise. More recently, the term ‘‘the big six’’ has

gained some currency, implying the existence of a

fundamental set of six basic emotions (although

there does not seem to be agreement on which six

these should be). Unfortunately, to date there has

been no attempt by discrete emotion theorists to

develop concrete predictions for vocal patterning.
Another model that has guided quite a bit of

research in this area is the dimensional approach

to emotion, which goes back to Wundt (1874/

1905). In this tradition different emotional states

are mapped in a two or three-dimensional space.

The two major dimensions consist of the valence

dimension (pleasant–unpleasant, agreeable–dis-

agreeable) and an activity dimension (active–pas-
sive) (see Scherer, 2000a). If a third dimension is

used, it often represents either power or control.

Researchers using this model in the investigation

of emotion effects on voice often restrict their ap-

proach to studying positive versus negative and

active versus passive differences in the emotional

states, both with respect to production and mea-

surement of listener inferences. Recently, Bacho-
rowski and her collaborators (Bachorowski, 1999;

Bachorowski and Owren, 1995) have called at-

tention to this approach. However, a more elabo-

rate theoretical underpinning of this position and

the development of concrete predictions remains

to be developed.

There is some likelihood that a new set of psy-

chological models, componential models of emo-
tion, which are often based on appraisal theory

(see Scherer et al. 2001b), is gaining more influence

in this area. The advantage of such componential

models is that the attention is not restricted to

subjective feeling state, as is the case with dimen-

sional theories, nor to a limited number of sup-

posedly basic emotions, as is the case with discrete

emotion theory. Componential models are much
more open with respect to the kind of emotional

states that are likely to occur, given that they do

not expect emotions to consist of a limited number

of relatively fixed neuromotor patterns, as in dis-

crete emotion theory. And rather than limiting the

description to two basic dimensions, these models

emphasize the variability of different emotional

states, as produced by different types of appraisal
patterns. Furthermore, they permit to model the

distinctions between members of the same emotion

family, an issue that, as described above, plays a

very important role in this research area.

The most important advantage of componential

models, as shown, for the example, by Scherer�s
component process model described above, is that

these approaches provide a solid basis for theo-
retical elaborations of the mechanisms that are

supposed to underlie the emotion–voice relation-

ship and permit to generate very concrete hy-

potheses that can be tested empirically. Table 5

provides an example for the hypotheses on the

effect of appraisal results on the vocal mechanisms

and the ensuing changes in acoustic parameters.

These predictions can be examined directly by sys-
tematically manipulating the appraisal dimensions

in laboratory studies (see below). Furthermore,

this set of predictions also generates predictions

for complete patterns of modal emotions (see

(Scherer, 1994b) for the difference to basic emo-

tions) since there are detailed hypotheses as to

which profiles of appraisal outcomes on the dif-

ferent dimensions produce certain modal emo-
tions. For example, a modal emotion that is part

of the fear-family is predicted to be produced by

the appraisal of an event or situation as obstruc-

tive to one�s central needs and goals, requiring

urgent action, being difficult to control through

human agency, and lack of sufficient power or

coping potential to deal with the situation. The

major difference to anger-producing appraisal is
that the latter entails a much higher evaluation of

controllability and available coping potential.

Based on these kinds of hypotheses, shared

among appraisal theorists, the predictions in Table 5
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can be synthesized to predicted patterns of acoustic
changes that can be expected to characteristically

occur during specific modal emotions. These pre-

dicted patterns are shown in Table 6. This table

also provides information on which predictions

have been supported (predicted change occurring

in the same direction) and which have been directly
contradicted (actual change going into the opposite

direction from prediction) in the study by Banse

and Scherer (1996). Another test of these predic-

tions has recently been performed by Juslin and

Laukka (2001). These researchers again found

Table 5

Component patterning theory predictions for voice changes (adapted from Scherer, 1986)

Novelty check

Novel Not novel

Interruption of phonation, sudden inhalation, ingressive

(fricative) sound with glottal stop (noise-like spectrum)

No change

Intrinsic pleasantness check

Pleasant Unpleasant

Faucal and pharyngeal expansion, relaxation of tract walls,

vocal tract shortened by mouth corners retracted upward

(increase in low frequency energy, F1 falling, slightly broader

F1 bandwidth, velopharyngeal nasality, resonances raised)

Faucal and pharyngeal constriction, tensing of tract walls, vocal

tract shortened by mouth corners retracted downward (more high

frequency energy, F1 rising, F2 and F3 falling, narrow F1

bandwidth, laryngopharyngeal nasality, resonances raised)

‘‘Wide voice’’ ‘‘Narrow voice’’

Goal/need significance check

Relevant and consistent Relevant and discrepant

Overall relaxation of vocal apparatus, increased salivation (F0

at lower end of range, low-to-moderate amplitude, balanced

resonance with slight decrease in high-frequency energy)

Overall tensing of vocal apparatus, decreased salivation (F0 and

amplitude increase, jitter and shimmer, increase in high frequency

energy, narrow F1 bandwidth, pronounced formant frequency

differences)

‘‘Relaxed voice’’ ‘‘Tense voice’’

If event conducive to goal: relaxed voiceþ wide voice If event conducive to goal: tense voiceþ wide voice
If event obstructive to goal: relaxed voiceþ narrow voice If event obstructive to goal: tense voiceþ narrow voice

Coping potential check

Control No control

(As for relevant and discrepant) Hypotonus of vocal apparatus (low F0 and restricted F0 range,

low amplitude, weak pulses, very low high-frequency energy,

spectral noise, format frequencies tending toward neutral setting,

broad F1 bandwidth)

‘‘Tense voice’’ ‘‘Lax voice’’

High power Low power

Deep, forceful respiration, chest register phonation (low F0,

high amplitude, strong energy in entire frequency range)

Head register phonation (raised F0, widely spaced harmonics with

relatively low energy)

‘‘Full voice’’ ‘‘Thin voice’’

Norm/self-compatibility check

Standards surpassed Standards violated

Wide voiceþ full voice (þ relaxed voice if expected or þ tense

voice if unexpected)

Narrow voiceþ thin voice (þ lax voice if no control or þ tense

voice if control)
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Table 6

Predictions for emotion effects on selected acoustic parameters (based on Table 4 and appraisal profiles; adapted from Scherer, 1986)

ENJ/

HAP

ELA/

JOY

DISP/

DISG

CON/

SCO

SAD/

DEJ

GRI/

DES

ANX/

WOR

FEAR/

TER

IRR/

COA

RAG/

HOA

BOR/

IND

SHA/

GUI

F0

Perturbation <¼ > > > > >

Mean < U > U > <> <> U > U > >> U <> U <> < U >

Range <¼ > < > >> < >>

Variability < > < > >> < >> U

Contour < > < > > >> < ¼ >

Shift regularity ¼ < < < >

Formants

F1 Mean < < > > > > > > > > > >

F2 Mean < < < < < < < < < <

F1 Bandwidth > <> << < <> << < << << << < <

Formant precision > > > < > > > > > >

Intensity

Mean < U > U > >> << U > U > U > U >> U <>

Range <¼ > < > > >

Variability < > < > >

Spectral parameters

Frequency range > > > >> > >> >> > > >

High-frequency en-

ergy

< <> U > > <> >> U > >> >> >> U <> >

Spectral noise >

Duration

Speech rate < > U < U > >> U > U

Transition time > < > < < <

Note: ANX/WOR: anxiety/worry; BOR/IND: boredom/indifference; CON/SCO: contempt/scorn; DISP/DISG: displeasure/disgust; ELA/JOY: elation/joy; ENJ/HAP:

enjoyment/happiness; FEAR/TER: fear/terror; GRI/DES: grief/desperation; IRR/COA: irritation/cold anger; RAGE/HOA: rage/hot anger; SAD/DEJ: sadness/dejec-

tion; SHA/GUI: shame/guilt; F0: fundamental frequency; F1: first formant; F2: second formant; >: increase; <: decrease. Double symbols indicate increased predicted

strength of the change. Two symbols pointing in opposite directions refer to cases in which antecedent voice types exert opposing influence. (U) prediction supported,

( ) prediction contradicted by results in (Banse and Scherer, 1996).
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support for many predictions as well as cases of

contradiction indicating the need to revise the

theoretical predictions.

3.3. How should emotional speech samples be

obtained?

Part of this question is obviously linked to the

psychological model of emotion that is being

adopted and the considerations that follow there

from. Another issue concerns the aim of the re-

spective study, for example the relative link to

applied questions for which a high degree of eco-

logical validity is needed. However, the most im-

portant issues concern the nature of the emotion
induction for the context in which the voice sam-

ples are obtained. As mentioned above, most re-

search has used the portrayal of vocal emotions by

lay or professional actors. This approach has been

much criticized because of the potential artifacts

that might occur with respect to actors using ste-

reotypical expression patterns. However, as dis-

cussed above, the issue is much more complex. It
can be argued, that actors using auto-induction

can produce valid exemplars of vocal expression.

With respect to regulation attempts such as display

rules, it has been argued that most normal speech

can be expected to be more or less ‘‘acted’’ in a

way that is quite similar to professional acting (see

above).

On the whole, it would seem that many of the
issues having to do with portrayal have been in-

sufficiently explored. For example, there is good

evidence that the use of laymen or even lay actors

is potentially flawed since these speakers do not

master the ability to voluntarily encode emotions

in such a way that they can be reliably recognized.

It is generally required that portrayed emotions

be well recognized by listeners, representing at
least what can be considered as a shared com-

munication pattern for emotional information in

a culture. Using professional actors mastering

Stanislavski techniques or method acting, as well

as providing appropriate instructions for the por-

trayals, including realistic scenarios, can alleviate

many of the difficulties that may be associated with

acting. Yet, obviously, one has to carefully inves-
tigate to what extent such acted material corre-

sponds to naturally occurring emotional speech.

Unfortunately, so far there has been no study in

which a systematic attempt has been made to

compare portrayed and naturally occurring vocal
emotions. This would seem to be one of the highest

priorities in the field. A first attempt is currently

made by Scherer and his collaborators in the

context of the ASV study mentioned above: In

addition to the experimental induction of different

states through a computerized induction battery,

speakers are asked to portray a number of com-

parable states and of discrete emotions, allowing
to compare natural and portrayed affect variations

in the voice within and across speakers (Scherer

et al., 2000).

With the increasing availability of emotional

material in the media, especially television, there

has been a tendency to rely on emotional speech to

be recorded off the air. However, this procedure

has also many obvious drawbacks. As to the pre-
sumed spontaneity of the expression, one cannot,

unfortunately, exclude that there have been prior

arrangements between the organizers of game or

reality shows and the participants. One general

question that can never be answered satisfactorily

is to what extent the fact of being on the air will

make speakers act almost like an actor would in a

particular situation. This danger is particularly
pronounced in cases in which normal individuals

are on public display, as in television shows. Not

only is their attention focussed on how their ex-

pressions will be evaluated by the viewers, en-

couraging control of expression (display rules;

Ekman, 1972), in addition there are strong ‘‘feeling

rules’’ in the sense of what they think is required

of them as an appropriate emotional response
(Hochschild, 1983). Furthermore, it is not always

obvious which emotion the speakers have really

experienced in the situation; since in many cases

speakers cannot be interrogated on what they

really felt in the situation (especially in cases in

which material is taped off the radio or television).

Generally, researchers infer emotional quality on

the basis of the type of situation, assuming that
everybody would react in the same fashion to a

comparable event. However, as appraisal theorists

of emotion have convincingly shown (see over-

views in (Scherer, 1999a; Scherer et al., 2001b)) it is
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the subjective appraisal of a situation, which may

be highly different between individuals, that de-

termines the emotional reaction. Finally, in many

cases, it is impossible to obtain a more systematic
sampling of vocal production for different types of

emotions for the same speaker and a comparable

set for other speakers. This, however, is absolutely

essential, given the great importance of individual

differences in the vocal encoding of emotion (see

Banse and Scherer, 1996). In consequence, the

hope of speech researchers to use emotional ex-

pression displays recorded from television game
shows or other material of this sort as a corpus of

‘‘natural expressions’’ may well reside on a some-

what hollow foundation.

One of the methods to obtain emotional voice

samples that has been rather neglected in this re-

search domain is the experimental induction of

emotion. There are several possibilities for chang-

ing the state of speakers through experimental
manipulations that have been shown to yield ra-

ther consistent results. One of the most straight-

forward possibilities is to increase the cognitive

load of the speaker while producing speech, gen-

erally through some kind of rather effortful cog-

nitive tasks. This procedure is often used to induce

cognitive stress and has been shown to reliably

produce speech changes (Bachorowski and Owren,
1995; Scherer et al., 1998; Karlsson et al., 2000;

Tolkmitt and Scherer, 1986). Another possibility is

to use the presentation of agreeable and disagree-

able media material, such slides, videotapes, etc.

that can also be shown to produce relatively con-

sistent emotional effects in many subjects (West-

ermann et al., 1996). This procedure has also been

shown reliably to produce vocal changes in a
number of studies. It is often the method of choice

in studies of facial expressions and one could as-

sume, in consequence that it could provide a useful

method for vocal researchers well.

Psychologists have developed quite a number

of induction techniques of this type. One of the

more frequently used techniques is the so-called

Velten induction technique (Westermann et al.,
1996). In this method speakers read highly emo-

tionally charged sentences over and over again

which seems to produce rather consistent affective

changes. Another possibility that is used rather

frequently in the domain of physiological psycho-

logy is to produce some rather realistic emotional

inductions through the behavior of experimenters

in the laboratory. For example, Stemmler and his
collaborators (Stemmler et al., 2001) have angered

subjects through rather arrogant and offensive

behavior of the experimenter. The size of the ex-

perimental physiological reactions showed the de-

gree to which that manipulation resulted in rather

intense emotions. Thomas Scherer (2000) has an-

alyzed vocal production of the subjects under this

condition, demonstrating rather sizable effects
for several vocal parameters. Finally, a number

of researchers have experimented with computer

games as a means of emotion induction in highly

motivated players (see Johnstone et al., 2001;

Kappas, 1997). For example, in order to examine

some of the detailed predictions in Scherer�s (1986)
component process model, Johnstone (2001) ma-

nipulated different aspects of an arcade game (e.g.,
systematically varying a player�s power by varying
shooting capacity) and observed the direct effect of

emotion antecedent appraisal results on vocal pa-

rameters. A number of significant main effects, and

particularly interaction effects for different ap-

praisal dimensions, illustrate the high promise of

this approach.

Obviously, the experimental manipulation of
emotional state is the preferred method for ob-

taining controlled voice and speech variations over

many different speakers allowing one to clearly

examine the relative importance of different emo-

tions as well as individual differences between

speakers. Unless this possibility of investigating

within-speaker differences for different emotions

and between-speaker differences for set of emotions
is provided, our knowledge of the mechanisms that

allow emotions to mediate voice production and to

affect acoustic parameters will remain very limited

indeed.

Another issue that is of great importance in this

context is the validation of the effect of a portrayal

or manipulation. In many recent studies, it seems to

be taken for granted that if one requires the
speaker, either a lay or professional actor, to pro-

duce a certain portrayal the effect is likely to be

satisfactory. As can be shown in a large number of

studies, one has to use rather sophisticated selection
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methods to select those portrayals that do actually

communicate the desired emotional state. In con-

sequence, in this context it is not advisable to do

acoustic parameter extraction for vocal portrayals
for which it has not been clearly demonstrated that

judges can reliably judge the emotion to be por-

trayed, using appropriate statistical techniques (see

Banse and Scherer, 1996). Similarly, in studies that

record natural emotional speech from the media,

more efforts need to be made to insure that the

presumed emotional arousal is actually present. As

mentioned above, it has generally been taken for
granted that a certain situation will provoke certain

types of emotions. Appraisal theorists have shown

(Scherer, 1999a; Roseman and Smith, 2001) this is

not necessarily the case. Rather, there is a large

likelihood that different individuals will react very

differently to a similar situation. To accept a re-

searcher�s impression of what emotion underlies

a particular expression as a validation is clearly
methodologically unsound. At the very least, one

would require a consensual judgment of several

individuals to agree on what the likely meaning of

the expression is. In most experimental studies

using induction methods, the validation is auto-

matically produced through the use of manipula-

tion checks, probably the best method to insure

that a particular emotional state has been at the
basis of a particular type of voice production.

3.4. How to measure emotional inferences?

Most studies in this area have used the rather

convenient procedure of presenting listeners with

lists of emotion that correspond to the types of

stimuli that are used in the study, requiring them

to judge which emotion best describes a particu-

lar stimulus (categorical choice). In some studies,

judges are given the option to indicate on the
rating sheet the relative intensity of several emo-

tions (emotion blends). In the psychology of

emotion there has recently been quite a debate

about the adequacy of different types of methods

to obtain judgments on expressive material. In

the domain of the facial expression of emotion,

Russell (1994) has strongly attacked the use of

fixed lists of alternatives, demonstrating poten-
tial artifacts with this method. Critics have pointed

out that some of the demonstrations by Russell

are clearly biased (Ekman, 1994). The method of

providing fixed alternatives may not yield re-

sults that are too different from asking subjects
to use free report (Ekman, personal communica-

tion). However, the debate has shown that one

cannot take a particular method for granted and

that it is necessary to examine potential problems

with different methods (see Frank and Stennett,

2001).

In addition, there are serious problems of sta-

tistical analysis, especially in the case where judges
have to provide intensity ratings for several emo-

tions. In many cases, there are large numbers of

zero responses, which changes the nature of the

statistical analyses to be used. Furthermore, there

is no established method for analyzing mixed or

blended emotions, both with respect to the pro-

duction and to the inference from expressive ma-

terial. All these issues pose serious problems for
research in this area of which so far remain largely

unacknowledged (see (Scherer, 1999a) for a review

of these issues).

3.5. Which parameters should be measured?

As has been shown above, part of the problem

in demonstrating the existence of qualitative dif-

ferences between the vocal expression for different

types of discrete emotions and the hypothesis

that the voice might only reflect arousal, has been
due to a limitation with respect to the number of

acoustic parameters extracted. Recent research

using a larger number of parameters (Banse and

Scherer, 1996; Klasmeyer, 2000) has shown that

spectral parameters play a major role in differen-

tiating qualitative differences between emotions. In

consequence, it is absolutely essential that a large

variety of parameters be measured in future re-
search. One of the more important aims would

seem to be to achieve some kind of standardization

with respect to the types of parameters extracted.

In order to insure accumulation of findings and a

high degree of comparability of results, it is nec-

essary to measure similar sets of parameters (in-

cluding similar transformations and aggregations)

in studies conducted by different investigators in
multiple laboratories.
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3.6. New questions and research paradigms

In recent years there have been enormous tech-

nological advances in speech technology, physio-
logical recording, and brain imagery. The quality

of the methods and their widespread availability

will hopefully encourage future research attempt-

ing to come to grips with the underlying mecha-

nisms in voice production and voice perception.

As mentioned above, there is currently a strong

increase in work on the neurophysiological ground-

ing of the perception of vocal and prosodic fea-
tures, especially as linked to emotional expression.

Unfortunately, there has been less neuroscience

research on voice production in states of emo-

tional arousal. There is little question that the

study of the brain mechanisms underlying the

production and perception of emotional speech

will be one of the major growth areas in this

field. The same is true for speech technology. While
the engineers working in this area showed little

interest in emotional speech until fairly recently,

this situation has drastically changed (as demon-

strated by the ISCA conference in Newcastle

upon which this special issue is based; see editors�
introduction). Unfortunately, there still is a ten-

dency on their part to neglect the underlying

mechanisms in the interest of fast algorithmic
solutions.

In spite of the methodological advances and

the much increased research activity in this area,

one major shortcoming––the lack of interaction

between researchers from various disciplines,

working on different angles and levels of the

problem––remains unresolved. If one were able to

overcome this isolation, allowing neuroscientists,
for example, to use high-quality synthesis of emo-

tional utterances, systematically varying theoreti-

cally important features, one could rapidly attain a

much more sophisticated type of research design

and extremely interesting data. However, beneficial

interdisciplinary effects are not limited to techno-

logically advanced methodology. Neuroscientists

and speech scientists could benefit from advances
in the psychology of emotion, allowing them to

ask more subtle questions than that of different

acoustic patterning of a handful of so-called basic

emotions.

4. Conclusion

In the past, studies on the facial expression of

emotion have far outnumbered work on vocal
expression. There are signs that this may change.

Given the strong research activity in the field, there

is hope that there will soon be a critical mass of

researchers that can form an active and vibrant

research community. The work produced by such

a community will have an extraordinary impact

since it is, to a large extent, interdisciplinary work,

given the origin of the researchers coming from
acoustics, engineering, linguistics, phonetics, and

psychology, and contributing concepts, theories,

and methods from their respective disciplines.

Given the ever-increasing sophistication of voice

technology, both with respect to analysis and syn-

thesis, in the service of this research, we are likely

to see some dramatic improvement in the scope

and quality of research on vocal correlates of
emotion and affective attitudes in voice and speech.

However, in our enthusiasm to use the extraordi-

nary power of voice technology, we need to be

careful not to compromise the adequacy of the

overall research design and the sophistication of

emotion definition and measurement for the ele-

gance of vocal measurement and synthesis. To this

end, and to arrive at a truly cumulative process of
building up research evidence, we need a thorough

grounding of present and future research in past

work and its achievements. In line with the posi-

tion taken throughout this paper, I strongly en-

courage the continuous refinement of theoretical

models based on established literature in all of the

disciplines pertinent to the issue of emotion effects

on the voice. It can serve as a strong antidote to
one-shot, quickly designed studies that are more

likely than not to repeat the errors made in the

past.
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