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Abstract: The visualization of arteries and heart usually plays a crucial role in the clinical diagnosis, but 

researchers face the problem of region selection and mutual occlusion in clinical visualization. So the 

arteries and heart cannot be easily visualized by the current methods of visualization. To solve these 

problems, we propose a new framework for arteries and cardiac visualization by combining the priori 

knowledge and set operations. Firstly, a suitable region can be easily determined in transfer function 

space with the priori knowledge and visual feedback results. Secondly, the arteries and heart can be 

directly extracted by the marked seed point. Finally, the arteries and heart are separated for solving 

mutual occlusion through set operations. This framework can easily solve the mutual occlusion problem 

in clinical visualization and greatly improve the region selection method in transfer function space. Its 

effectiveness has been demonstrated on the basis of many experimental results when compared with 

visualization results of clinical medical workstations in real-world 3D computed tomography angiography 

(CTA) images. 
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0  Introduction 

Volume rendering [1-2] is an important visualization tool, especially useful in medical imaging [3-4] 

for which the basic requirement is the ability to visualize structures of interest in relation to surrounding 

structures. An appropriate transfer function must be designed in order to visualize structures of interest 

in a 3D image [5-13]. The appropriate transfer function can assign different voxels with different opacities 

and colors. So far many transfer functions for vascular and cardiac visualization have also been widely 

studied by many researchers [14-23]. But the arteries, spine and heart are the closely adjacent structures in 

3D CTA images, and they are usually occluded by each other in clinical visualization. These structures 

cannot be easily separated due to the partial volume effects (PVEs) [24]; therefore, the previous transfer 

functions usually fail in visualizing the arteries and heart separately. Although Lan's method [25] can 

separate and visualize the arteries and heart in volume rendering, it faces the region selection problem 

in (scalar-gradient transfer function) SG-TF space [8]. It is usually done manually by the user through 

trial-and-error and is a tedious work. The other clinical problem is that the arteries and small vessels 

cannot be visualized simultaneously. 

In this paper, we propose a new framework to greatly improve the region selection method in 

SG-TF space and solve the mutual occlusion problem in clinical visualization for arteries and cardiac 

visualization. The proposed framework can provide user-friendly methods to select regions in SG-TF 

space and extract structures of interest from the determined voxels. Here, we use SG-TF space to 

determine the voxels of the arteries and heart according to the priori knowledge and visual feedback 

results. The distribution region of the arteries or heart is the first to be preselected in SG-TF space with 

the priori knowledge, and then it is slightly adjusted according to the visual feedback results. The 

second step is to directly extract the arteries or heart from the determined voxels by specifying the seed 

point in volume rendering. Compared with Lan's method [25], these two steps can greatly improve the 

region selection method and quickly extract the structures of interest. Finally, the set operations of 

boundary voxels are still applied to separate the arteries and heart and remove the spine. To some extent, 

this framework not only improves the region selection method in SG-TF space and quickly extracts 

structures of interest, but also can separate the aorta and heart because of using set operations. 

Experimental results further demonstrate the effectiveness of the proposed framework for visualizing 

the arteries and heart to improve the region selection method in the SG-TF space, while solving the 



mutual occlusion problem in clinical visualization. 

1  Previous Work 

Many researchers have studied the problem of region selection in different transfer function spaces 

and mutual occlusion in clinical visualization. 

For the region selection problem in transfer function spaces, users usually separate different 

structures of interest by interactively selecting different regions in the transfer function space [5, 8, 9, 11, 16, 

18, 21, 26]. But the region selection is usually done manually by the user through trial-and-error, and this is 

a tedious work. This strategy is not acceptable in clinical visualization. 

For the mutual occlusion problem in clinical visualization, the transfer functions for vascular and 

cardiac system visualization have also been widely studied by many researchers [14-23]. Maximum 

Intensity Projection (MIP) [14-15] was widely used in clinical visualization. But MIP method is gradually 

abandoned due to lack of depth cues. Surface visualization of the vasculature structure has also been 

researched [27-28], but researchers face the problem of binary decision and distortions. Compared to 

surface rendering, volume rendering represents vessels more faithfully, particularly in important 

changes of the vessel wall. Correa and Ma [16] proposed a size-based transfer function to explore 

complex 3D images, but they faced an attributes-overlapping problem in the classification process. 

Joshi et al. [17] proposed to use the polar profile-based vesselness algorithm to detect vessels, but it is 

difficult to visualize the aorta and spine separately due to shape similarity. Praßni et al. [18] proposed a 

shape-based transfer function to avoid performing a voxel level classification and interpreting complex 

histograms. Läthén et al. [19] presented an approach of automatically tuning transfer functions for 

visualizing contrast enhanced blood vessels. Selver and Guzelis [20] proposed a semiautomatic method 

of initial generation of transfer functions to improve the rendering quality for visualizing the tissues of 

overlapping intensities. These above methods usually fail in visualizing the arteries and spine, two 

closely adjacent structures, with similar attributes due to PVE; therefore, they also cannot resolve the 

occlusion problem. Lundstrom et al. [21] proposed local histograms to distinguish iliac artery from pelvic 

bone in pelvis CTA data. Although this method almost can separate iliac artery and pelvic bone in pelvis 

CTA data, it cannot separate the aorta and spine of two closely adjacent structures due to PVE. In 

cardiac system visualization, Zhang et al. [22] proposed real-time visualization of 4D cardiac MR images, 

Sera et al. [23] also provided a cardiovascular visualization of high-resolution 4D images, but these two 



methods cannot remove the aorta and spine which are connected to the heart. Although Lan's method [25] 

can separate and visualize the arteries and heart, the region selection of SG-TF space is very difficult 

and tedious, and it is time-consuming and tedious to extract the structures of interest from the 

determined voxels. These shortcomings can bring great inconvenience in clinical visualization. 

2  Method 

In this section, we will discuss how to solve the problem of region selection and mutual occlusion in 

clinical visualization, as shown in Fig.1. 

 Fig. 1 Visualization results of clinical medical workstation from the Shanghai Ninth People's Hospital. 

2.1 Improving the Region Selection Method using the Priori Knowledge in the SG-TF Space 

Generally, the right region of a structure in the SG-TF space is unknown. Currently, the region 

selection problem of the SG-TF space was also studied in some references [26, 29-30]. These studies show 

that the difficult problem of automatically selecting the right region in transfer function space still 

remains. In this paper, we provide a priori knowledge based method to roughly determine the region, 

and then we slightly adjust and modify the region in the SG-TF space according to the visual feedback 

results. This method is very friendly for region selection in SG-TF space when compared with the 



previous method [25]. Now, the region selection does not need to be done manually by the user through 

trial-and-error. Real-time visualization of the structure interest is also implemented in this paper, and we 

achieve a real-time feedback about visualization results according to the determined region in SG-TF 

space. 

Here, 30 aorta atlases are employed as a priori knowledge to account for the attribute distribution 

of the scalar and gradient in the SG-TF space. These aorta atlases are from multi-atlas which contains 

various shapes and attributes of the aorta, and each atlas is a 3D image with manual segmentation of the 

aorta by the radiologist. The multi-atlas can facilitate us to reduce the error induced by the individual 

differences of the aorta from patient to patient; therefore it can be used to guide us to classify the aorta 

from a 3D image. Now it can be freely downloaded from the grand challenge network in biomedical 

analysis. We find that every atlas has the similar histogram distribution in SG-TF space. The 

consistency of the distribution of different aorta atlases can provide a unified rule in the choice of 

region for artery visualization in SG-TF space. In order to remove small differences and specificities, 

we use an average region model of 30 atlases to roughly determine the region in SG-TF space, as 

shown in Fig.2(a). The region will be automatically preselected according to the average region model 

when any CTA image is inputted, as shown in Fig.2(a). Because the aorta and heart have the similar 

attributes in real-world 3D CTA image, the average region model can also be used as the region model 

of the heart. Now, we only need to slightly adjust the preselected region U to obtain satisfying voxel 

sets of the aorta or heart, as shown in Fig.2(b). When we determine the region U from the SG-TF space 

of a CTA image f(x, y, z) for the aorta or heart, a set of voxels (denoted by Φ𝑈𝑈, Eq.(1)) is determined 

from f(x, y, z). Although Φ𝑈𝑈 also contains some unwanted structures and small fragments, they are not 

all connected spatially, as shown in Fig.2(b). 

Φ𝑈𝑈 = {(𝑥𝑥,𝑦𝑦, 𝑧𝑧): (𝑓𝑓(𝑥𝑥, 𝑦𝑦, 𝑧𝑧),‖∇𝑓𝑓(𝑥𝑥, 𝑦𝑦, 𝑧𝑧)‖) ∈ 𝑈𝑈}.                        (1) 

Where 𝑓𝑓(𝑥𝑥, 𝑦𝑦, 𝑧𝑧) is a 3D CTA image, U is the region selected in SG-TF space, Φ𝑈𝑈 is a set of voxels 

determined from 𝑓𝑓(𝑥𝑥, 𝑦𝑦, 𝑧𝑧), ‖∇𝑓𝑓(𝑥𝑥,𝑦𝑦, 𝑧𝑧)‖ represent the gradient magnitude function of 𝑓𝑓(𝑥𝑥, 𝑦𝑦, 𝑧𝑧). 



 

Fig. 2 Interactively extracting the structure of interest using the spatial connectivity in SG-TF space. 

2.2 Extracting the Interesting Structures by Specifying the Seed Point Interactively 

We can easily extract all connected sets fromΦ𝑈𝑈  by spatial connectivity [25], but it is 

consuming-time and tedious work in volume rendering. So we modify the spatial connectivity 

algorithm to directly extract the arteries or heart instead of extracting all connected sets by specifying 

the seed point on the aorta or heart. To selectively extract the connected set requires a very small 

amount of time by specifying the seed point. Interactive 3D medical image cutting is widely used as a 

flexible manual segmentation tool to extract regions of interest in 3D CT images [31]. So it has been 

modified as a seed selection tool for selecting the seed point in volume rendering result of Φ𝑈𝑈 in this 

paper. Taking the aorta as an example, we can interactively mark a seed point on the aorta, as shown in 

Fig.2(b), and then extract the aorta by the spatial connectivity. 

But the aorta, spine and heart are the closely adjacent structures with similar attributes; they are 

usually mistakenly connected together. Therefore, the aorta, spine and heart are usually extracted 

simultaneously wherever the seed is selected, as shown in Fig.2(c). This phenomenon usually causes a 

mutual occlusion problem in clinical visualization, so we need to separate them further for solving the 

occlusion problem in clinical visualization.  

2.3 Solving the Occlusion Problem using the Set Operations in Clinical Visualization 

The aorta, spine and heart are the closely adjacent structures in 3D CTA images, and they are 

usually occluded by each other in clinical visualization. Here, we show the separation process for 

solving the occlusion in a synthetic image. In Fig.3, 𝑆𝑆1 and 𝑆𝑆2 respectively represent the aorta and 

spine (or heart) in the synthetic image; Λ denotes the PVE region between 𝑆𝑆1 and 𝑆𝑆2. We assume that 

Φ = 𝑆𝑆1 ∪ 𝑆𝑆2 ∪ Λ, as shown in Fig.3(a). Because the scalar values of the voxels in PVE region are 



smaller than those of two adjacent ends of 𝑆𝑆1 and 𝑆𝑆2, we can disconnect 𝑆𝑆1 and 𝑆𝑆2 by removing Λ 

according to the scalar value attribute. Here, the set operations of the boundary voxels [25] are applied to 

remove Λ, such as erosion operation, dilation operation and subtraction operation. In this method, the 

set operations for the separation consist of three main processing steps. Firstly, the erosion operation is 

applied to remove Λ so that 𝑆𝑆1 and 𝑆𝑆2 are disconnected, as shown in Fig.3(b). But 𝑆𝑆1 and 𝑆𝑆2 are 

eroded as two incomplete boundaries (denoted by 𝑆𝑆1�  and 𝑆𝑆2� , respectively). Secondly, we can dilate  

𝑆𝑆2�  (𝑆𝑆1� ) in 3D images so that Λ is included in the dilated 𝑆𝑆2�  (𝑆𝑆1� ). Denote the dilated 𝑆𝑆2�  (𝑆𝑆1� ) by 𝑆𝑆2�  

(𝑆𝑆1� ), as shown in Fig.3(c), where 𝑆𝑆1�  = the red region + 𝑆𝑆1�  and 𝑆𝑆2�  = the blue region + 𝑆𝑆2� . Finally, 

we can subtract the dilated 𝑆𝑆2�  (𝑆𝑆1� ) from the original Φ to obtain 𝑆𝑆1 (𝑆𝑆2), as shown in Fig.3(d), 

where 𝑆𝑆1 = Φ− 𝑆𝑆2��� and 𝑆𝑆2  = Φ− 𝑆𝑆1���. Note that we first mark two seed regions on 𝑆𝑆1 and 𝑆𝑆2 

when performing erosion operation. Our algorithm can know whether two eroded boundaries are 

separated by judging whether two seed regions belong to two different connected sets in erosion 

process or not. So the times of erosion operation are adaptive. Additionally, the times of dilation 

operation are set to 3 here. 

Figure 4 intuitively illustrates the process to separate the closely adjacent structures for solving the 

mutual occlusion. The process includes four steps: ○1 E Adetermining Φ𝑈𝑈 by a priori knowledge and 

visual feedback adjustment, A○2 E

Ainteractively extracting the aorta by marked seed point according to the 

spatial connectivity, A○3 E

Aseparating the aorta and spine by the technique in Subsection 2.3, A○4E

Aseparating 

the aorta and heart by the technique in Subsection 2.3. These techniques successfully separate the aorta 

and spine, and separate the aorta and heart. These separated structures are visualized separately, which 

is conducive to solving the mutual occlusion problem. In conclusion, the correct separation means the 

solution of the occlusion problem. 



 

Fig. 3 Illustrations of the separation process in a synthetic image. (a) Two closely adjacent boundaries 

and the PVE region. (b) Erosion operation. (c) Dilation operation. (d) Subtraction operation. 

 

Fig. 4 An example to illustrate the proposed framework in which three different structures (I - III) are 

separated from Φ𝑈𝑈. 

3  The Clinical Significance and Application 

Occlusion problems usually exist in the departments of vascular surgery and cardiac surgery. There 

are two kinds of occlusion cases: one is the aorta and spine mutual occlusion, the other is the heart and 

aorta mutual occlusion. In this section, we discuss the occlusion problem in clinical visualization. 



3.1 Separation and Visualization of the Aorta and Spine 

In the department of vascular surgery, volume rendering is not often used to display the aorta and 

the spine separately due to the PVE. So the physician cannot observe the back of the aorta due to the 

occlusion of spine, as shown in Fig.5(a). However, this phenomenon usually presents a clinically 

diagnostic inconvenience. To overcome such a problem, we propose a new framework for artery 

separation and visualization. Now, the aorta and spine can be extracted by the methods in Subsection 

2.1-2.2. Then the aorta and spine can be separated by the set operations. The set operations consist of 

three main processing steps. Firstly, the PVE region is eroded by the erosion operation, and the aorta 

and the spine are disconnected but they are eroded as two incomplete structures, as shown in Fig.5(b). 

Secondly, the aorta and the spine are separated by the dilation and subtraction operation in Subsection 

2.3, and have a very good visualization quality compared to Fig.5(b), as shown in Figs.5(c) and 5(d). 

Finally, the physician can rotate the aorta at any angle to observe the aorta in all directions, as shown in 

Figs.5(d) and 5(e). Although the occlusion problem of the spine is solved, the aorta and heart are still 

not separated, as shown in Figs.5(d) and 5(e). This occlusion situation is also detrimental to the 

examination of the aorta and heart. However, the separation of the aorta and heart is still necessary in 

clinical visualization. 

 

Fig. 5 The aorta and spine are separated by set operations in volume rendering and volume rendered in 

different angles. 

3.2 Separation and Visualization of the Arteries and Heart 

In this section, we introduce the separation of the arteries and heart by the technique in Subsection 

2.3. The separation of the arteries and heart is very necessary both in the department of vascular surgery 

or the department of cardiac surgery, because the arteries are redundant in the department of cardiac 

surgery, and also the cardiac tissue is superfluous in the department of vascular surgery. Especially in 

the department of cardiac surgery, the aorta has a serious occlusion impact on the physician's diagnosis. 



Through the statistical validation of different real-world 3D CTA data, we found that there is a 

gray jump (weak connection) between the aorta and the heart, and the intensity of the junction is 

smaller than that in other position. Therefore the aorta and the heart can be separated by the technique 

in Subsection 2.3. Here, the connected arteries and heart are obtained after the aorta and spine are 

separated according to the method introduced in Subsection 3.1, as shown in Fig.6(a). The separation of 

the arteries and heart consists of three main processing steps. Firstly, the PVE region is eroded by the 

erosion operation, and the arteries and the heart are disconnected but they are eroded as two incomplete 

structures, as shown in Fig.6(b). Secondly, the arteries and the heart are separated by the dilation and 

subtraction operation in Subsection 2.3, as shown in Fig.6(c). Finally, the physician can rotate the 

cardiac tissue at any angle to observe the cardiac in all directions, as shown in Fig.6(d). 

The most important function is the translucent display; it can preserve the reference information 

and avoid the occlusion problem in clinical visualization, as shown in Fig.6(d). As for the department of 

cardiac surgery, the physician can observe the cardiac tissue through the aorta when the aorta is set to 

be translucent, as shown in Fig.6(d). As for the department of vascular surgery, the physician can 

observe the arteries through the heart when the heart is set to be translucent, as shown in Fig.6(e). The 

translucent display has a very good clinical significance; it can keep the reference information while 

avoiding mutual occlusion, as shown in Figs.6(d) and 6(e). 

 

Fig. 6 The arteries and spine are separated by set operations in volume rendering and volume rendered 



with different opacities and colors in different angles. 

4  Experimental Results and Discussions 

The proposed method has been applied to different 3D CTA images from the Shanghai Ninth 

People's Hospital. For the comparison with visualization results in Fig.1, experimental results from the 

same three 3D CTA images are provided in Fig.7. Technique in Section 2 successfully solves the mutual 

occlusion problem. The spine and arteries can be easily separated, and also the arteries and heart can be 

easily separated. Different structures in each 3D image are separated and visualized with different 

colors, as shown in Fig.7(a), Fig.7(b) and Fig.8(d). The visualization results are very beneficial for the 

physician to observe the arteries and heart in all directions. The physician can set translucence on the 

arteries and heart or other structures according to different requirements, which means that any 

structure of interest can be set to be translucent or invisible in Fig.7 and Fig.8. 

With the proposed framework in this paper, the clinical occlusion problem is successfully solved, 

and many small vessels are preserved, as shown in Fig.7 and Fig.8. The details can be compared in 

Fig.7(c) and Fig.7(d), Fig.8(a) and Fig.8(b), Fig.8(c) and Fig.8(d), Fig.8(e) and Fig.8(f). It is very 

obvious that our results are better than those of the clinical medical workstation in the terms of the 

preservation of small vessels. We also take the small vessels as example to give comparisons, as shown 

in Fig.9. This advantage is very useful in the face of elderly patients and patients with angiostegnosis in 

department of vascular surgery. Because both elderly patients and patients with angiostegnosis have the 

narrow vessels like to small vascular structures, if the small vascular structures cannot be detected, it 

may lead to misdiagnosis. 

In conclusion, the proposed framework not only solves the clinical occlusion problem, but also 

detects small vascular structures. Fig.7 and Fig.8 also demonstrate the ability to solve the clinical 

occlusion and detect small vascular structures in real-world 3D CTA images. 



 

Fig. 7 Visualization of structures contained in the same three 3D CTA data as ones in Fig.1. Different 

structures are separated by the proposed method and visualized with different colors. 

 
Fig. 8 Show more experimental results and comparisons in volume rendering. 



 

Fig. 9 Take the small vessels as example to give the results and comparisons. 

4.1 Comparison with the Previous Method 

The differences between the previous method [25] and the proposed framework are obvious and 

clear. Although Lan's method has a powerful ability to separate different structures with similar 

attributes in SG-TF space, the region selection of SG-TF space is tedious work, which is usually done 

manually by the user through trial-and-error. In addition, all connected sets are extracted from the 

determined voxels Φ𝑈𝑈 by previous method, and then the connected set of interest is selected, which is 

time-consuming. This strategy is not acceptable in clinical visualization. The new framework described 

in this paper compared with previous work has two novel features, and provide a clinically more 

acceptable strategy. 

The region selection in SG-TF space can be easily determined using the priori knowledge and a 

preselected region in SG-TF space can be automatically give. Then we can simply adjust the 

preselected region according to the visual feedback results. 

The structure of interest can be directly extracted from Φ𝑈𝑈 by interactively specifying a seed 

point in the volume rendering results. Only the connected set containing the seed point is directly 

extracted, instead of extracting all connected sets. 

In conclusion, the clinical acceptability and usability are better than those of the previous method. 

5  Conclusion 

The vascular and cardiac visualization is becoming particularly important in clinical diagnosis. 

But current methods face region selection problems in SG-TF space and mutual occlusion problems in 



clinical visualization. To solve these problems, we propose a new user-friendly framework for 

visualizing the arteries and heart separately. This paper uses the priori knowledge and set operations to 

solve the region selection problem in SG-TF space and the occlusion problem in clinical visualization. 

In addition, the structures of interest are directly extracted by interactively specifying the seed point in 

volume rendering. We have also asked the physician to evaluate the proposed framework and 

visualization results to get good feedback. Experimental results further demonstrate the effectiveness of 

the proposed framework for solving the mutual occlusion in real-world 3D CTA images, while 

improving the region selection method in the SG-TF space. 
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