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Abstract 10 

In earlier work, a fundamental mathematical model was proposed for side-blowing operation in the 11 

argon-oxygen decarburization (AOD) process. The purpose of this work is to present a new model, 12 

which focuses on the reactions during top-blowing in the AOD process. The model considers 13 

chemical reaction rate phenomena between the gas jet and the steel bath as well as between the gas 14 

jet and metal droplets. The rate expressions were formulated according to a law of mass action based 15 

method, which accounts for the mass transfer resistances in the liquid metal, gas and slag phases. The 16 

generation rate of the metal droplets was related to the blowing number theory. This paper presents 17 

the description of the model, while validation and preliminary results are presented in the second part 18 

of this work. 19 

 20 
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1 Introduction 22 

The argon-oxygen decarburization (AOD) process is the most common process for the refining of 23 

stainless steel.[1] Owing to violent agitation caused by the high blowing rates, the AOD vessel has 24 

very good mixing characteristics.[2–5] Nowadays, top-blowing is employed in conjunction with side-25 

blowing in the early part of the decarburization stage in order to maximize oxygen delivery into the 26 

melt.[6] As illustrated in Figure 1, two main reaction areas can be identified during combined blowing: 27 

1) inside the gas plume, and 2) on the surface of the bath, including metal droplets.[7,8] 28 

 29 

Figure 1 30 

 31 

Numerous reaction models have been proposed for the decarburization[8–37] and nitrification[7,38–40] of 32 

steel in an AOD vessel. The majority of the models applicable for side-blowing decarburization have 33 

been reviewed elsewhere[21,41]. Despite the vast number of reaction models available, there are only 34 

a few models that explicitly address the reactions during top-blowing in the AOD process. Arguably 35 

the most relevant examples found in the literature are those proposed by Watanabe and Tohge[9], 36 

Tohge et al.[17], Kikuchi et al.[23,42] and Wei et al.[8,21,22,26,28]. Some similarities in the modelling setting 37 

can be found in the reaction models proposed for the VOD process[41,43]. To summarize, it can be 38 

stated that the top-blowing models proposed so far are capable of predicting the decarburization with 39 

a reasonable degree of accuracy and have laid the basic foundations for further investigations. 40 

However, more research is required along these lines in order to obtain information on the related 41 

reaction interfaces and chemical reaction rate phenomena. 42 

 43 

In our previous work,[29,30] a fundamental model was proposed and validated for the reactions inside 44 

the bath during side-blowing in the AOD process. Consequently, the aim of this work was to extend 45 

the original model by developing a mathematical model for reactions during top-blowing. In order to 46 

provide more information on the controlling mechanisms and dynamics of decarburization during 47 

top-blowing, the model combines the transient solution of multicomponent equilibria with a 48 

description of the constraining mass transfer. This paper presents the description of the model, while 49 

validation and preliminary results are presented in the second part of this work[44].  50 

 51 

2 Derivation of the model 52 

The model was programmed using C++ and its main assumptions can be summarized as follows: 53 

 54 

1. The top-blown oxygen may react with iron and species dissolved in iron, dissolve in the steel 55 
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bath, or escape through the gas exit.  56 

2. Reactions between gas, metal and slag species take place simultaneously at the surface of the 57 

cavity as well as at surface of the metal droplets generated due to top-blowing. 58 

3. Owing to the high temperature, the reaction rates are assumed to be limited by mass transfer 59 

onto and from the reaction interfaces and hence the reaction interfaces are able to reach their 60 

constrained thermodynamic equilibrium at any given moment.  61 

4. Conservation of mass and heat are solved successively. 62 

 63 

The liquid metal phase is assumed to consist of Fe as the solvent and Cr, Mn, Si, C, O, N, Ni, Al and 64 

S as solutes. The gas phase consists of O2, CO, CO2, N2 and Ar. The slag phase consists of FeO, 65 

Cr2O3, MnO, SiO2, CaO, MgO, Al2O3, CaF2 and MeOx, which is a generic oxide and depicts the 66 

residual species. The reaction system considered is defined by the following reactions: 67 

 68 

 {O2} ⇌ 2[O]  , (1) 

 
[C] +

1

2
{O2} ⇌ {CO}  , (2) 

 [C] + {O2} ⇌ {CO2}  , (3) 

 
Fe(l) +

1

2
{O2} ⇌ (FeO)  , (4) 

 
2[Cr] +

3

2
{O2} ⇌ (Cr2O3)  , (5) 

 
[Mn] +

1

2
{O2} ⇌ (MnO)  , (6) 

 [Si] + {O2} ⇌ (SiO2)  . (7) 

 69 

The rate expressions were formulated as reversible according to a modified Law of Mass Action, a 70 

method that has been discussed more comprehensively in our earlier work[45,46]. More specifically, 71 

the rate expressions are defined so that concentrations are replaced with activities and partial 72 

pressures, as illustrated below for the oxidation of dissolved carbon to carbon monoxide: 73 

 74 

 𝑅′′ = 𝑘f (𝑎[C]𝑝O2
1/2
−
𝑝CO
𝐾
)  , (8) 

 75 

where 𝑘f is the forward reaction rate coefficient, 𝑎[C] is the activity of dissolved carbon, 𝑝O2 is the 76 

partial pressure of gaseous oxygen and K is the equilibrium constant.  77 

 78 
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2.1 Conservation of mass 79 

The observed system consists of gas input, gas exit, two reaction interfaces and three bulk volumes, 80 

as shown in Figure 2. It should be noted that the reaction interfaces have neither thickness nor mass. 81 

  82 

Figure 2 83 

 84 

It has been proposed that during simple side-blowing, post-combustion takes place in the off-gas flue, 85 

but not in the AOD vessel itself.[47] However, during combined top- and side-blowing a part of the 86 

top-blown oxygen may be consumed in the post-combustion of CO to CO2 before the gas jet impacts 87 

the bath surface.[8] In order to simplify the modelling setting, the model proposed in this paper 88 

considers post-combustion only at the reaction interfaces. Because the entrainment of cold air from 89 

the atmosphere outside the vessel can be neglected under normal operating conditions,[48] the top-90 

lance and the tuyères can be taken as the only gas inputs of the system. More specifically, it was 91 

assumed that the side-blown gas exits the metal bath through the plume eye and becomes in contact 92 

with the top-blown gas. The mass flow of gaseous species through the top lance into the observed 93 

system is given by 94 

 95 

 𝑚̇G,in,lance = 𝑉̇G,lance𝜌G,STP , (9) 

 96 

where 𝑉̇G,lance is the volumetric gas flow rate through top lance (in Nm3/s) and 𝜌G,STP is the density 97 

of the gas mixture under standard temperature and pressure according to the DIN 1343 standard[49]: 98 

273.15 K (0 °C) and 101325 Pa. The model is coupled with the earlier-proposed model for side-99 

blowing decarburization[29], which calculates the mass flow of gaseous species from the plume eye ( 100 

into the observed system. In the case of inert gases, the mass flow rate of gas from the plume eye is 101 

equal to the mass flow rate of gas from the tuyères. Preventing the suction of atmospheric gas, the 102 

mass flux of gas exiting the system is obtained from 103 

 104 

 

𝑚̇G,out = max(𝑚̇G,in,lance + 𝑚̇G,in,plume⏟              
gas injection

−𝑚̇G,cav − 𝑚̇G,md⏟          
gas consumption

, 0) , (10) 

 105 

where 𝑚̇G,in,𝑝lume is the mass flow of gas from the plume eye, 𝑚̇G,cav is the mass flow of gas from 106 

the cavity interface and 𝑚̇G,md is the mass flow of gas from the metal droplet interface. In order to 107 

avoid the mathematical complexity of the Maxwell-Stefan equations and the generalized Fick’s law, 108 

an effective diffusion model was employed[50]. The conservation of species at the two reaction 109 
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interfaces is defined by the reaction rates and mass transfer onto and from the reaction surfaces. 110 

Employing a first-order upwind scheme for the Stefan flow, the conservation of species 𝑖 in phase 𝜓 111 

at reaction interface 𝜔 is given by  112 

 113 

 𝛽𝑖,𝜓,𝜔𝜌𝜓,𝜔(𝑦𝑖,𝐵 − 𝑦𝑖,𝜔
∗ )⏟              

mass transport

+max(𝑚𝜓,𝜔
′′ , 0) 𝑦𝑖,𝐵 −max(−𝑚𝜓,𝜔

′′ , 0) 𝑦𝑖,𝜔
∗

⏟                            
Stefan flow

 

+∑𝑅𝑘,𝜔
′′ 𝜈𝑖,𝑘

𝑟

𝑘=1⏟        
chemical reactions

= 0 , 
(11) 

 114 

where 𝛽 is the mass transfer coefficient, 𝜌 is the density, 𝑦𝑖,𝐵 is the mass fraction of species 𝑖 in the 115 

bulk phase (i.e. steel bath, gas jet or top slag), 𝑦𝑖,𝜔
∗ is the interfacial mass fraction of species 𝑖, 𝑚′′ is 116 

the total mass flux, 𝑅′′ is the reaction rate and 𝜈 is the mass-based stoichiometric coefficient. It should 117 

be noted that all properties are specific to the reaction interface in question. In order to account for 118 

conservation of mass within the metal droplets, the following expression is employed for species in 119 

the metal phase at the metal droplet interface: 120 

 121 

 
(
𝑚md

𝐴md𝑡md
−𝑚L,md

′′ ) 𝜂
𝑖,M,md

(𝑦𝑖,bath − 𝑦𝑖,md
∗ )

⏟                            
mass transport

 

+𝑚L,md
′′ 𝑦𝑖,bath⏟        

Stefan flow

+∑𝑅𝑘,md
′′ 𝜈𝑖,𝑘

𝑟

𝑘=1⏟          
chemical reactions

= 0 , 

(12) 

 122 

where 𝑚md, 𝐴md and 𝑡md are the mass, surface area and average residence time of the metal droplets, 123 

respectively, and 𝜂
𝑖,M,md

 is the average microkinetic efficiency for mass transfer of species 𝑖 in the 124 

metal droplets. The total mass flux of the metal phase is subject to constraint 𝑚L,md
′′ ≤

𝑚md

𝐴md𝑡md
. The 125 

average microkinetic efficiency was calculated based on the average residence time of the metal 126 

droplets: 127 

 128 

 
𝜂
𝑖,M,md

=
𝑦𝑖,bath − 𝑦𝑖,md
𝑦𝑖,bath − 𝑦𝑖,md

∗ = 1 − exp (−𝛽𝑖,L,md
𝐴md
𝑉md

𝑡md) , (13) 

 129 

where 𝑦𝑖,md  is the composition of species 𝑖 in the metal droplets. The mass-based stoichiometric 130 

coefficients 𝜈𝑖,𝑘 are defined in relation to key components: 131 
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 132 

 
𝜈𝑖,𝑘 = 𝜈𝑖,𝑘

𝑀𝑖
𝑀𝐾,𝑘

 , (14) 

 133 

where 𝜈𝑖,𝑘 is the stoichiometric coefficient of species 𝑖 in reaction 𝑘,  𝑀𝐾,𝑘 is the molar mass of the 134 

key component of reaction 𝑘 and 𝑀𝑖  is the molar mass of species 𝑖. The key components of the 135 

reactions shown in Eqs. 1–7 are O2, C, C, Fe, Cr, Mn and Si, respectively. The total mass flux of 136 

phase 𝜓 at reaction interface 𝜔 is given by: 137 

 138 

 
𝑚𝜓,𝜔
′′ = −∑∑𝛤𝑖,𝜓𝑅𝑘,𝜔

′′ 𝜈𝑖,𝑘

𝑟

𝑘=1

 ,

𝑛

𝑖=1

 (15) 

 139 

where 𝛤𝑖,𝜓 is a binary operator, which is defined as 1 if species 𝑖 is in phase 𝜓 and 0 otherwise. The 140 

total mass flows 𝑚̇𝜓,𝜔  are obtained by multiplying the mass flux 𝑚𝜓,𝜔
′′  by the corresponding 141 

interfacial area 𝐴𝜔. Employing the implicit Euler method for time integration, the conservation of 142 

species 𝑖 in the steel bath, top-blown gas and top slag is defined by Eqs. 16, 17 and 18, respectively. 143 

 144 

 −𝛽𝑖,L,cav𝜌L,cav𝐴cav(𝑦𝑖,bath − 𝑦𝑖,cav
∗ ) − max(𝑚L,cav

′′ , 0) 𝐴cav𝑦𝑖,bath

+max(−𝑚L,cav
′′ , 0) 𝐴cav𝑦𝑖,cav

∗

− (
𝑚md

𝑡md
−𝑚L,md

′′ 𝐴md) 𝜂𝑖,M,md(𝑦𝑖,bath − 𝑦𝑖,md
∗ ) 

−𝑚L,md
′′ 𝐴md𝑦𝑖,bath −

𝑚bath𝑦𝑖,bath −𝑚bath
t−Δt𝑦𝑖,bath

t−Δt

𝛥𝑡
= 0 , 

(16) 

 ∑[−𝛽𝑖,G,𝜔𝜌G,𝜔𝐴𝜔(𝑦𝑖,jet − 𝑦𝑖,𝜔
∗ ) − max(𝑚G,𝜔

′′ , 0) 𝐴𝜔𝑦𝑖,jet
𝜔

+max(−𝑚G,𝜔
′′ , 0) 𝐴𝜔𝑦𝑖,𝜔

∗ ] + 𝑚̇G,in,lance𝑦𝑖,in,lance + 𝑚̇G,in,plumey𝑖,in,plume

− 𝑚̇G,out𝑦𝑖,jet −
𝑚jet𝑦𝑖,jet −𝑚jet

t−Δt𝑦𝑖,jet
t−Δt

𝛥𝑡
= 0 , 

(17) 

 ∑[−𝛽𝑖,S,𝜔𝜌S,𝜔𝐴𝜔(𝑦𝑖,slag − 𝑦𝑖,𝜔
∗ ) − max(𝑚S,𝜔

′′ , 0) 𝐴𝜔𝑦𝑖,slag
𝜔

+max(−𝑚S,𝜔
′′ , 0) 𝐴𝜔𝑦𝑖,𝜔

∗ ] −
𝑚slag𝑦𝑖,slag −𝑚slag

t−Δt𝑦𝑖,slag
t−Δt

𝛥𝑡
= 0 , 

(18) 

 145 

where 𝑚bath, 𝑚jet and 𝑚slag are the masses of the steel bath, gas jet and top slag, respectively, and 146 

𝛥𝑡 is the time step. The conservation equations for the total mass of the bulk phases (for the steel 147 
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bath, gas jet and top slag) are defined correspondingly by summation of the mass transport terms and 148 

fluxes of species that are relevant to the bulk phase in question. Metal losses to dust were not 149 

accounted for as their effect on the composition of the steel bath is negligible. 150 

2.2 Conservation of heat 151 

Temperature increase is defined by the difference in heat generation and heat losses. While heat is 152 

generated by exothermic reactions, it is consumed by endothermic reactions as well as heat losses 153 

through the refractory lining, and top slag and exiting gas. The conservation of heat at the cavity 154 

interface is defined according to 155 

 156 

 𝛼L,cav(𝑇bath − 𝑇cav
∗ ) + 𝛼G,cav(𝑇jet − 𝑇cav

∗ ) + 𝛼S,cav(𝑇slag − 𝑇cav
∗ )⏟                                        

heat transport

 

−∑𝑅𝑘,cav
′′

𝑟

𝑘=1

𝛥ℎ𝑘
⏟          
chemical reactions

= 0 , 
(19) 

 157 

where 𝛼  is the heat transfer coefficient, 𝑇bath  is the temperature of the steel bath, 𝑇cav
∗  is the 158 

temperature of the cavity reaction interface, 𝑇jet  is the temperature of the gas jet and 𝛥ℎ𝑘  is the 159 

specific reaction enthalpy of reaction k. The conservation of heat at the metal droplet interface was 160 

defined according to 161 

 162 

 𝑚md

𝐴md𝑡md
𝑐p,L𝜂H,md(𝑇bath − 𝑇md

∗ )+𝛼G,md(𝑇jet − 𝑇md
∗ ) + 𝛼S,md(𝑇slag − 𝑇md

∗ )
⏟                                                

heat transport

 

−∑𝑅𝑘,md
′′

𝑟

𝑘=1

𝛥ℎ𝑘
⏟          
chemical reactions

= 0 

(20) 

 163 

where 𝑇md
∗  is the interfacial temperature of the metal droplets and 𝜂

H,md
 is the average microkinetic 164 

efficiency of heat transfer in the metal droplets: 165 

 166 

 
𝜂
H,md

=
𝑇bath − 𝑇md
𝑇bath − 𝑇md

∗ = 1 − exp (−𝛼L,md
𝐴md

𝑚md𝑐p,L
𝑡md) , (21) 

 167 

where 𝑇md is the temperature of the metal droplets. Employing the implicit Euler method for time 168 

integration, the conservation of heat in the steel bath, in the top-blown gas and in the top slag can be 169 
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expressed according to Eqs. 22, 23 and 24, respectively. 170 

 171 

 −𝛼L,cav𝐴cav(𝑇bath − 𝑇cav
∗ ) −

𝑚md

𝑡md
𝑐p,L𝜂H,md(𝑇bath − 𝑇md

∗ )

−∑∑∑𝛤𝑖,L𝑅𝑘,𝜔
′′ 𝜈𝑖,𝑘

𝑟

𝑘=1

𝐴𝜔𝑐p,𝑖

𝑛

𝑖=1

(𝑇bath − 𝑇𝜔
∗)

𝜔

− 𝑞lining𝐴lining

−𝑚bath𝑐p,bath
𝑇bath − 𝑇bath

t−Δt

𝛥𝑡
= 0 , 

(22) 

 
∑[−𝛼G,𝜔𝐴𝜔(𝑇jet − 𝑇𝜔

∗) −∑∑𝛤𝑖,G𝑅𝑘,𝜔
′′ 𝜈𝑖,𝑘

𝑟

𝑘=1

𝐴𝜔𝑐p,𝑖

𝑛

𝑖=1

(𝑇jet − 𝑇𝜔
∗)]

𝜔

− 𝑚̇G,in,lance∫ 𝑐p,lance d𝑇
𝑇jet

𝑇in

− 𝑚̇G,in,plume∫ 𝑐p,plume d𝑇
𝑇jet

𝑇plume

−𝑚jet𝑐p,jet
𝑇jet − 𝑇jet

t−Δt

𝛥𝑡
= 0 , 

(23) 

 
∑[−𝛼S,𝜔𝐴𝜔(𝑇slag − 𝑇𝜔

∗) −∑∑𝛤𝑖,S𝑅𝑘,𝜔
′′ 𝜈𝑖,𝑘

𝑟

𝑘=1

𝐴𝜔𝑐p,𝑖(𝑇slag − 𝑇𝜔
∗)

𝑛

𝑖=1

]

𝜔

 

−𝑞slag𝐴slag −𝑚slag𝑐p,slag
𝑇slag − 𝑇slag

t−Δt

𝛥𝑡
= 0 , 

(24) 

 172 

where 𝑞lining is the heat flux through the refractory lining, 𝐴lining is the surface area of the refractory 173 

lining, 𝑞slag is the heat flux through the slag and 𝐴slag is the cross-sectional surface area of the top 174 

slag. The values of 𝐴lining and 𝐴slag are calculated based on the geometry of the simulated converter. 175 

The heat flux through the refractory lining was set to 𝑞lining = 12500 W/m2 as in our previous work[29]. 176 

The heat losses through the slag were determined on the basis of radiative heat transfer through the 177 

mouth of the vessel. Neglecting back-radiation, the radiative heat flux can be calculated as follows:[51] 178 

 179 

 
𝑞slag =

𝜎𝑇slag
4

[
𝐴slag + 𝐴mouth − 2𝐴slag𝐹

𝐴mouth − 𝐴slag𝐹2
+ (

1
𝜀S
− 1)  ]

  , 
(25) 

 180 

where 𝜎 is the Stefan-Boltzmann constant, 𝐹 is the view factor between the top slag and the converter 181 

mouth, 𝐴mouth is the cross-sectional area of the vessel mouth and 𝜀S is the emissivity of the slag 182 

phase, which was assumed to be 𝜀S = 0.95.  The view factor for the top slag in relation to the vessel 183 

mouth is determined by[51] 184 

 185 
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 𝐹 =
1

2𝑟slag
2 [𝑧2 + 𝑟slag

2 + 𝑟mouth
2 − {(𝑧2 + 𝑟slag

2 + 𝑟mouth
2 )

2
− 4𝑟slag

2 𝑟mouth
2 }

1 2⁄

]    , (26) 

 186 

where 𝑧 is the distance between the top slag and the vessel mouth, 𝑟slag is the radius of the top slag 187 

and 𝑟mouth is the radius of the vessel mouth. The cooling effect of the side-blown gas on the steel 188 

bath temperature is calculated separately by the earlier-proposed model for side-blowing 189 

decarburization[29] and is not repeated here. 190 

2.3 Geometry of the cavity 191 

The gas jet exits the lance nozzle at a supersonic velocity, but starts to spread and lose its velocity 192 

after the supersonic core. The entrainment of gases from the ambient atmosphere affects the gas jet 193 

not only by decreasing its velocity, but also by increasing its mass flow and – if the ambient 194 

temperature is higher than that of the gas jet – by increasing its temperature.[52] Considering that the 195 

length of the supersonic region is typically 20–30 times the nozzle exit diameter at steelmaking 196 

temperatures[53] it is apparent that the gas jet impacts the surface of the steel bath at subsonic velocity. 197 

Upon impact, the momentum of the gas jet forms a cavity on the bath surface,[53] while the liquid steel 198 

outside the cavity is pushed towards the refractory walls of the vessel in the radial direction[5].  199 

 200 

Molloy[54] distinguished three cavity modes, namely dimpling, splashing and penetrating. Dimpling 201 

refers to mere depression of the surface without droplet formation, while outwardly directed splashes 202 

start to form the edges of the depression when the mode changes to splashing. In the penetrating 203 

mode, the penetration depth is deeper and outwardly directed splashes are reduced. The different 204 

modes can also be distinguished based on the frequency and amplitude of the cavity oscillation.[55] 205 

Figure 3 presents a schematic illustration of the gas jet impact area with a one-hole lance in the 206 

splashing mode.  207 

 208 

Figure 3 209 

 210 

In this work, the modelling setting was simplified by defining the reaction area between the gas jet 211 

and the steel bath as the surface area of the cavity. Because the surface of the cavity is in oscillating 212 

motion, the analysis must be based on quasi-steady state flow conditions.[53,56] It has been suggested 213 

that chemical reactions[57,58] and the interference of top slag[57] do not affect the geometry of the cavity 214 

to a significant extent and on this account their effect was excluded in this work. In accordance with 215 

Cheslak et al.[59], it was assumed that the geometry of the cavity follows the form of a paraboloid of 216 

revolution with an impact radius of 𝑟cav and an impinging depth of ℎcav (see Figure 3). The surface 217 
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area of the paraboloid of revolution, excluding its base, can be calculated as follows:[60] 218 

 219 

 𝐴cav,1 =
π

6

𝑟cav
ℎcav2

[(𝑟cav
2 + 4ℎcav

2 )3 2⁄ − 𝑟cav
3 ] . (27) 

 220 

For a three-hole lance, the geometry is slightly more complicated. Depending on the inclination angle 221 

of the gas jets, the gas jets may either coalesce and form only one large cavity, or penetrate the bath 222 

surface as three separate jets, whereupon each gas jet will form its own cavity.[61,62] Even if the gas 223 

jets do not coalesce, the cavities may still coalesce provided that they are sufficiently close to each 224 

other[63] as shown in Figure 4. Observations with high-speed cameras[64] suggest that the cavities 225 

remain non-coalescing when the inclination angle is greater than 10°. In this work, it is assumed that 226 

the gas jets do not coalesce and that the number of cavities is equal to the number of the gas jets (see 227 

Figure 4A). Therefore, the total surface area of the cavities caused by a multi-hole lance can be 228 

calculated simply by multiplying the surface area of a single cavity with the number of exit ports in 229 

the top lance:[52,65] 230 

 231 

 𝐴cav = 𝑛lance × 𝐴cav,1 . (28) 

 232 

Figure 4 233 

 234 

The effects of various factors on the depth and form of the cavity have been studied extensively.  In 235 

this work, the correlations for the geometry of the cavity were taken from Koria and Lange[63]. The 236 

equations required for calculating the depth and radius of the cavity are given in Table 1. These are 237 

based on a dimensional analysis of experimental data on the penetration of oxygen jets in molten pig 238 

iron and pure iron-carbon alloys with both single- and multi-hole lances.[63]. It should be noted that 239 

Eq. 35 is applicable only for diatomic ideal gases (e.g. O2 or N2) and their mixtures. For other gas 240 

mixtures, a more general expression for 𝑚̇t  can be derived based on the equations presented by 241 

Koria[66]. 242 

 243 

Table 1  Ref.[63] 244 

Eq. (29) 245 

Eq. (30) 246 

Eq. (31) 247 

Eq. (32) 248 

Eq. (33) 249 

Eq. (34) 250 

Eq. (35) 251 

 252 
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2.4 Droplet generation 253 

The generation of metal droplets during top-blowing is important for steelmaking processes, because 254 

it brings about a considerable increase in the interfacial area available to chemical reactions.[67] The 255 

contribution of metal droplets to the decarburization rate during top-blowing in the AOD process has 256 

been acknowledged likewise[7,8,23,42,68–70]. However, foaming of the AOD slag does take place under 257 

typical operating conditions. Considering the high blowing rates and high viscosity of the slag, the 258 

behavior of slag should be somewhere between a void-free and an expanded slag. In such case the 259 

gas void fraction would depend on the gas velocity.[71] 260 

 261 

Different mechanisms contribute to generation of metal droplets. If the momentum flux of the top-262 

blown gas jet is sufficiently high, the liquid surface becomes unstable and the splashing of metal 263 

droplets occurs.[72] Standish and He[73] identified two regions of droplet generation: dropping and 264 

swarming. In the dropping region, single droplets are gradually formed and ejected. This is the 265 

mechanism of droplet generation when the gas flow rate is relatively low. When the gas flow rate is 266 

increased past a certain limit, the system reaches the swarming region and the mechanism of droplet 267 

generation changes so that not only single droplets but also large tears of liquid phase are ejected 268 

from the bath. Formation of metal droplets is also caused by side-blowing through a mechanism 269 

referred to as bubble bursting.[74–77] This phenomenon occurs when a rising gas bubble reaches the 270 

surface of the steel and bursts creating very small metal droplets from the thin film of steel around 271 

the bubble.[74–77] A related mechanism is the entrainment of large droplets due to jet formation, which 272 

is caused by the collapsing of the cavity after the rupture of the iron film.[76] 273 

 274 

The secondary break-up of the metal droplets can occur due to various reasons, e.g. due to the 275 

aerodynamic forces of the gas jet[78], impact on the slag layer[79] or bursting resulting from 276 

spontaneous CO nucleation within the droplet[80]. In the absence of suitable quantitative descriptions 277 

for the break-up mechanisms and due to uncertainties related to the trajectories of the droplets, the 278 

effect of the various break-up mechanisms on the droplet size distribution was not accounted for.  279 

 280 

Based on the available knowledge, the lifespan of the metal droplets was assumed to consist of three 281 

successive steps. At first, the metal droplets are generated at the vicinity of the cavity, from which 282 

they are ejected onto a gas–metal–slag emulsion. This also includes metal droplets, which have been 283 

ejected into the atmosphere and land on the emulsion. Thereafter, the metal droplets pass though the 284 

emulsion layer, reacting simultaneously with gas and slag species. Finally, the metal droplets return 285 

to the steel bath, where they mix with the steel bath immediately. Based on experimental findings[81] 286 

it was assumed that the initial composition of the metal droplets corresponds to the bulk composition. 287 
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Furthermore, the metal droplets were assumed to be spherical in geometry. This assumption should 288 

hold well for small droplets,[82] which are expected to form the majority of the surface area. 289 

Considering the distribution of emulsified metal droplets residing in the emulsion, their mass and 290 

surface area are obtained from the following equations: 291 

 292 

 𝑚md =∑𝑚md,𝑖

𝑖

 , (36) 

 
𝐴md =∑

6𝑚md,𝑖

𝑑md,𝑖𝜌L
 ,

𝑖

 (37) 

 293 

where 𝑚md,𝑖  and 𝑑md,𝑖  are the mass and diameter of the droplet size class 𝑖 , respectively. As a 294 

practical matter, the droplet distribution was calculated from a diameter of 0.1 mm up to the diameter 295 

corresponding to the largest 99.9% by weight using a step size of 0.1 mm. The mass of droplets in 296 

the size class 𝑖 residing in the emulsion can be solved from 297 

 298 

 𝑚md,𝑖 = 𝑓md,𝑖𝑚̇mdmin(𝑡md,𝑖, 𝑡) , (38) 

 299 

where 𝑓md,𝑖, 𝑚̇md and 𝑡md,𝑖 are the mass fraction of size class 𝑖 at place of birth, the metal droplet 300 

generation rate and the residence time of size class 𝑖, respectively, and 𝑡 is the time. The Sauter mean 301 

diameter of the metal droplets residing in the emulsion at a given moment is obtained from 302 

 303 

 
𝑑32,md =

6𝑚md

𝜌L𝐴md
 . (39) 

2.4.1 Droplet generation rate 304 

The blowing number, which relates the intensity of the jet momentum to the properties of the liquid 305 

steel, is defined by[67] 306 

 307 

 
NB =

𝜌G𝑢G
2

2√𝜎L𝑔𝜌L
=

𝜂2𝑝d

√𝜎L𝑔𝜌L
         where    𝜂 =

𝑢G
𝑢j
 , (40) 

 308 

where 𝑢G denotes the critical gas velocity, 𝜎L is the surface tension of the steel, 𝜂 is a constant, 𝑝d is 309 

the dynamic pressure of the gas jet and 𝑢j is the axial velocity of the gas jet. The criterion for the 310 

Kelvin–Helmholtz instability, and thus the onset of droplet formation, is represented with a value of 311 

NB = 1.[67] The experimental results of other studies suggest that 𝜂 is not independent of the lance 312 
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height[83–85] or the gas jet angle[86]. Here, the variation of 𝜂 as a function of the gas jet angle was 313 

treated in a similar fashion as by Alam et al.[86]. Making use of the concept of blowing number, 314 

Subagyo et al.[67] proposed an empirical expression for droplet generation rate (𝑚̇md) in the splashing 315 

cavity mode: 316 

 317 

 𝑚̇md

𝑉̇G,lance
=

(NB)
3.2

[2.6 × 106 + 2.0 × 10−4(NB)12]0.2
     𝑅2 = 0.97 , (41) 

 318 

where 𝑉̇G,lance is the volumetric gas flow rate through the top lance (Nm3/s). As noted by Sarkar et 319 

al.[87] and Rout et al.[88], Eq. 41 yields droplet generation rates which are considerably below the 320 

values estimated from plant data. According to Rout et al.[88], one reason for the discrepancy is the 321 

fact that Eq. 41 has been derived for conditions corresponding to room temperature. Similar to Rout 322 

et al.[88], Eq. 41 was modified such that the blowing number NB and the volumetric gas flow rate 323 

𝑉̇G,lance are temperature corrected for the conditions at the point of impact: 324 

 325 

 𝑚̇md

𝑉̇G,lance
′

=
(NB

′ )3.2

[2.6 × 106 + 2.0 × 10−4(NB
′ )12]0.2

 , (42) 

 326 

where NB
′  is the modified blowing number and 𝑉̇G,lance

′  is the modified volumetric gas flow rate. The 327 

modified blowing number NB
′  is obtained from Eq. 40 by employing the dynamic pressure at the point 328 

of impact. In this work, the dynamic pressure at the point of impact was calculated according to an 329 

experimental relationship proposed by Deo and Boom[52]: 330 

 331 

 
𝑝d = 230 𝑝0 (

ℎlance
𝑑t

) . (43) 

 332 

The modified gas flow rate is calculated as follows:[88] 333 

 334 

 
𝑉̇G,lance
′ =

𝑝G,STP
𝑝G

𝑇G
𝑇G,STP

𝑉̇G,lance , (44) 

 335 

where 𝑝G,STP is the standard pressure, 𝑝G is the total pressure of the gas at the impact point, 𝑇G is the 336 

temperature of the gas at the impact point and 𝑇G,STP  is the standard temperature. Rout et al.[88] 337 

suggested also that due to low lance height, the experiments conducted by Subagyo et al.[67] did not 338 

actually correspond to splashing mode, but rather the penetrating mode of jet interaction, which is 339 
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characterized by a lower droplet generation rate than the splashing mode. For this reason, a 340 

dimensionless parameter 𝐽eff  was introduced similar to Sarkar et al.[87] in order to calculate the 341 

effective droplet generation rate: 342 

 343 

 𝑚̇md,eff = 𝐽eff × 𝑚̇md . (45) 

 344 

It should be noted that 𝐽eff is essentially a fitting parameter, which is evaluated based on plant data. 345 

2.4.2 Droplet size distribution 346 

The size distribution of the metal droplets at their place of birth was determined according to Koria 347 

and Lange[89], who proposed a formulation based on the Rosin-Rammler-Sperling (RRS) function:  348 

 349 

 
 𝑅𝐹 = (0.001)

(
𝑑md,𝑖
𝑑limit

)
𝑛

 , (46) 

 350 

where 𝑅𝐹  is the cumulative weight-fraction, 𝑑limit  is the limiting droplet diameter (which 351 

corresponds to 𝑅𝐹 = 0.001) and 𝑛 is the distribution exponent. Experimental studies indicate that the 352 

parameter 𝑛 is independent from the limiting diameter[89], maximum impact pressure of the gas jet[89] 353 

and the blowing number[67]. The reported values for the parameter 𝑛 vary in a relatively wide range 354 

from 1.0 to 1.828.[89,90] In this work, a value of 𝑛 = 1.26 was taken from Koria and Lange[89], because 355 

it represents an arithmetic mean for a relatively large amount of data. For non-coalescing jets, the 356 

limiting diameter (in m) can be obtained from[91] 357 

 358 

 
𝑑limit = 5.513 × 10

−6 × [10 (
𝑑t
2

ℎlance
2 )𝑝amb (1.27

𝑝0
𝑝amb

− 1) cos 𝜃]

1.206

 , (47) 

 359 

where 𝑝0  and 𝑝amb  are the lance supply pressure (in Pa) and the ambient pressure (in Pa), 360 

respectively. This expression suggests that droplet sizes increase with increasing lance supply 361 

pressure and decreasing lance height, and thus it appears to be in accordance with other studies[67,90,92]. 362 

Modifying the expression presented by Deo et al.[93] to a more general form, the mass fraction of size 363 

class i at place of birth can be obtained from  364 

 365 

 
 𝑓md,𝑖 = − ln(0.001) 𝑛 𝑅𝐹

𝑑md,𝑖
𝑛−1

𝑑limit
𝑛  . (48) 
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2.4.1 Residence time 366 

The average residence time of the metal droplets is obtained from 367 

 368 

 𝑡md =
𝑚md

𝑚̇md
 . (49) 

 369 

According to the results available in the literature, the average residence time of the droplets increases 370 

with an increasing top gas flow rate[94] and decreasing droplet size[94,95]. As shown by Urquhart and 371 

Davenport[96], the size distribution of the metal droplets in the emulsion is shifted towards smaller 372 

droplets than the distribution of the generated droplets. The residence time of an individual droplet in 373 

the emulsion can be defined as the ratio of the trajectory length to the average velocity.[67] However, 374 

for the simplified setting considered in this work, it is more convenient to define the residence time 375 

of size class 𝑖 through a constant 𝜅 as follows:[67] 376 

 377 

 
𝑡md,𝑖 = 𝜅

ℎem
𝑢md,𝑖

 , (50) 

 378 

where ℎem  is the height of the emulsion layer and 𝑢md,𝑖  is the terminal velocity of size class 𝑖 . 379 

Because the residence time approaches infinity as the droplet diameter approaches zero, the residence 380 

time was limited to 𝑡md,𝑖 ≤ 60 s in order to avoid computational problems. The terminal velocity of 381 

the metal droplets in the emulsion was defined in three Reynolds ranges according to the equations 382 

proposed by Subagyo and Brooks[97]. In the absence of suitable values, 𝜅 was taken here as unity. 383 

Moreover, it was assumed that all droplets of the same size class have the same residence time. The 384 

average thickness of the emulsion layer can be approximated from: 385 

 386 

 ℎem =
𝑚em

𝐴slag𝜌em
=

𝑚em

(𝐴bath − 𝑛lance × 𝜋𝑟cav2 )𝜌em
 , (51) 

 387 

where 𝑚em is the mass of the emulsion, 𝐴slag is the surface area of the top slag layer residing around 388 

the cavities, 𝜌em is the density of the emulsion and 𝐴bath is the cross-sectional area of the steel bath. 389 

The density of the slag-metal-slag emulsion is calculated according to:[97] 390 

 391 

 𝜌em = 𝜌L𝜙L + 𝜌S(1 − 𝜙L) , (52) 

 392 

where 𝜙L denotes the volume fraction of metal droplets in emulsion, and is obtained from 393 
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 394 

 
𝜙L =

𝑉L
𝑉L + 𝑉G + 𝑉S

    where   𝑉G =
𝜙G

1 − 𝜙G
(𝑉L + 𝑉S) , (53) 

 395 

where 𝑉L, 𝑉G and 𝑉S denote the volumes of metal, gas and slag phases in emulsion, respectively. The 396 

volume-fraction of gas in the emulsion was solved numerically from the correlation proposed by Gou 397 

et al.[98]: 398 

 399 

 𝜙G
2

1 − 𝜙G
= 0.91𝑢s

0.57, (54) 

 400 

where 𝑢s is the superficial velocity. The superficial velocity was defined as the ratio of gas flow rate 401 

from the plume and cross sectional area of the slag layer, i.e. 𝑢s = 𝑉̇G,plume 𝐴slag⁄ . 402 

2.5 Mass and heat transfer coefficients 403 

The mass and heat transfer coefficients were defined according to Eqs. 55 and 56, respectively. 404 

 405 

 
𝛽 = Sh

𝐷

𝐿
 , (55) 

 
𝛼 = Nu

𝜆

𝐿
 , (56) 

 406 

where Sh is the Sherwood number,  𝐷 is the mass diffusivity,  𝐿 is the characteristic length, Nu is the 407 

Nusselt number and 𝜆 is the heat conductivity. A detailed treatment of these parameters is provided 408 

in the following subsections.  409 

2.5.1 Cavity interface 410 

At the cavity interface, the cavity radius (𝑟cav) was employed as the characteristic length. The mass 411 

transfer correlations employed for the gas jet were taken from Oeters[99]. These correlations are based 412 

on the experimental data published by Lohe[100] and can be represented as follows: 413 

 414 

 
Sh = {1.41 Re

0.51Sc0.33 when    2 × 103 ≤ Re ≤ 3 × 104

0.41 Re0.75Sc0.33 when    3 × 104 ≤ Re ≤ 2 × 105
 , (57) 

 415 

where Re is the Reynolds number and Sc is the Schmidt number. Similarly to Dogan et al.[101], the 416 
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values of Re and Sc were defined in relation to the properties of the gas film at the impact surface: 417 

 418 

 Re =
𝑢G𝑟cav𝜌G
𝜇G

 , (58) 

 Sc =
𝜇G
𝜌G𝐷G

 , (59) 

 419 

where 𝑢G is the critical gas velocity, 𝜇G is the dynamic viscosity of the gas film and 𝜌G is the density 420 

of the gas film. The critical gas velocity (𝑢G) is calculated from the free axial velocity of the gas jet 421 

(𝑢j). For the metal phase in contact with gas jet, the turbulent diffusion boundary layer thickness and 422 

the corresponding Sherwood number were defined according to Eqs. 60 and 61, respectively.[99] 423 

 424 

 

𝛿N = √
𝐷L𝜎equiv

0.41𝜌L𝑢τ
3
  , (60) 

 Sh =
𝑟cav
2𝛿N

  , (61) 

 425 

where 𝑢τ  is the turbulent shear stress velocity and 𝜎equiv  is the equivalent surface tension. The 426 

thickness of the thermal boundary layer (𝛿Pr) can be obtained from Eq. 60 by replacing the mass 427 

diffusivity 𝐷L  with the ratio 𝜇L 𝜌L⁄ , i.e. kinematic viscosity. As a first approximation, the mass 428 

transfer coefficients of the slag species were calculated similarly to the metal species, but using the 429 

properties of the slag species. Similar to Memoli et al.[102], the turbulent shear stress velocity was 430 

calculated on the basis of momentum transfer between the gas jet and the metal bath. Assuming that 431 

the axial velocity of the gas jet is zero at the bottom of the cavity, the turbulent shear stress velocity 432 

can be calculated as follows: 433 

 434 

 

𝑢τ = √
𝜌G
𝜌L
𝑢j . 

 

(62) 

The heat transfer coefficients for gas, metal and slag phases were derived from the mass transfer 435 

correlations according to the analogue of heat and mass transfer by replacing the Sherwood number 436 

(Sh) and the Schmidt number (Sc) with the Nusselt number (Nu) and the Prandtl number (Pr), 437 

respectively.  438 
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2.5.2 Metal droplet interface 439 

At the metal droplet interface, the mass and heat transfer coefficients were calculated by employing 440 

the Sauter mean diameter of the metal droplets (𝑑32,md) as the characteristic length. The mass transfer 441 

coefficient mass of the gas phase in contact with the metal droplets can be calculated from the 442 

Steinberger and Treybal[103] correlation, which accounts for the effects of both natural and forced 443 

convection: 444 

 445 

 Sh = Sh0 + 0.347(ReSc
1/2)

0.62
 , (63) 

 

Sh0 = {
2 + 0.569(GrSc)

1/4                    
for    GrSc < 108

2 + 0.0254(GrSc)
1/2
Sc0.244 for    GrSc > 108

 , (64) 

 446 

where Gr is the mean Grashof number. The mean Grashof number (Gr), the Reynolds number (Re) 447 

and the Schmidt number (Sc) were defined as follows: 448 

 449 

 
Gr = GrM + GrH (

Sc

Pr
)
1/2

 , (65) 

 
Re =  

𝑢G𝑑32,md𝜌G
𝜇G

 , (66) 

 Sc =
𝜇G
𝜌G𝐷G

 ,  (67) 

   

where GrM is the Grashof number for mass transfer, GrH is the Grashof number for heat transfer and 450 

Pr is the Prandtl number. Here, GrM , GrH  and Pr were defined according to Eqs. 68, 69 and 70, 451 

respectively. It should be noted that the value of GrM depends on the species in question. 452 

 453 

 
GrM,𝑖 =

𝑔𝜌G𝑑32,md
3 (𝑦𝑖,md

∗ 𝜌G,md − y𝑖,jet𝜌G,jet)

𝜇G
2  ,  (68) 

 
GrH =

𝑔𝜌G
2𝑑32,md

3 (𝑇md
∗ − 𝑇jet)

𝑇G𝜇G
2  ,  (69) 

 Pr =
𝑐p,G𝜇G

𝜆G
 ,  (70) 

 454 

where 𝑐p,G is the specific heat capacity of the gas phase and 𝜆G is the heat conductivity of the gas 455 

phase. The heat transfer coefficient was calculated with the help of Eqs. 63 and 64 by replacing Sh, 456 
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Gr and Sc with Nu, GrH  and Pr, respectively. It is known that mass transfer within small metal 457 

droplets takes place almost entirely by diffusion, while larger droplets may exhibit uninhibited 458 

circulatory flow.[99,104] In this work, it was assumed that only creeping laminar circulation takes place 459 

within the metal droplets. Therefore, the mass transfer coefficient can be calculated according to the 460 

Kronig and Brink[105] solution, which can be expressed in terms of the Sherwood number as 461 

follows:[106] 462 

 463 

 
Sh =

32

3

∑ 𝐴𝑖
2𝜆𝑖 exp(−16𝜆𝑖FoM )

∞
𝑖=1

∑ 𝐴𝑖
2 exp(−16𝜆𝑖FoM )

∞
𝑖=1  

 , (71) 

 464 

where FoM is the Fourier number for mass transfer. The first seven values for the parameters 𝐴𝑖 and 465 

𝜆𝑖 were taken from the literature[107] and provide a sufficient convergence. Despite its limited range 466 

of theoretical applicability, experimental studies have shown that the Kronig and Brink solution gives 467 

a reasonably good prediction of the mass transfer coefficient even at Reynolds numbers well above 468 

those corresponding to creeping flow.[108] Employing the average residence time of the metal droplets 469 

(𝑡md) as the characteristic time, the Fourier number for mass transfer can be defined according to 470 

 471 

 
FoM =

4𝐷L𝑡md

𝑑32,md
2  . (72) 

 472 

The corresponding Fourier number for heat transfer (FoH) is obtained from Eq. 72 by replacing mass 473 

diffusivity with thermal diffusivity. Thus the heat transfer coefficient for the metal droplets is 474 

obtained by replacing Sh and FoM with Nu and FoH, respectively. The mass transfer in the slag phase 475 

surrounding the metal droplets was calculated according to Eq. 73, which is valid for fluid spheres in 476 

creeping flow.[109] 477 

 478 

 
Sh = 0.65 (

𝜇S
𝜇S + 𝜇L

)
1/2

Re1/2Sc1/2

= 0.65 (
𝜇S

𝜇S + 𝜇L
)
1/2

(
𝜌S𝑢md𝑑32,md

𝜇S
)

1/2

(
𝜇S
𝜌S𝐷S

)
1/2

 , 

(73) 

 479 

where 𝑢md is the average terminal velocity of the metal droplets in the emulsion. The heat transfer 480 

coefficient for the slag phase in contact with the metal droplets was obtained using the analogue of 481 

heat and mass transfer by replacing Sh and Sc with Nu and Pr, respectively. 482 
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2.6 Thermodynamic properties 483 

All the thermodynamic properties were defined at the composition and temperature of the reaction 484 

interface in question. The equilibrium constants are defined by 485 

 486 

 
𝐾 = exp (−

𝛥𝐺°

𝑅𝑇∗
)    where   𝛥𝐺° = 𝛥𝐻° − 𝑇∗𝛥𝑆° , (74) 

 487 

where 𝑅 is the gas constant, 𝑇∗ is the temperature of the reaction interface, and 𝛥𝐺°, 𝛥𝐻° and 𝛥𝑆° are 488 

the changes in Gibbs free energy, enthalpy and entropy of reaction, respectively. The reaction 489 

enthalpy and reaction entropy were calculated according to Eqs. 75 and 76, respectively. 490 

 491 

 
𝛥𝐻° =∑𝜈𝑖𝐻𝑖

°

𝑛

𝑖=1

, 
(75) 

 
𝛥𝑆° =∑𝜈𝑖𝑆𝑖

°

𝑛

𝑖=1

 , 
(76) 

 492 

where 𝜈𝑖, 𝐻𝑖
° and 𝑆𝑖

° are the stoichiometric coefficient, enthalpy and entropy of species 𝑖. The values 493 

of 𝐻𝑖
° and 𝑆𝑖

° at temperature 𝑇 were calculated as follows: 494 

 495 

 
𝐻°(𝑇) = 𝐻298.15

°  + ∫ 𝐶p

𝑇

298.15

d𝑇 + 𝐻tr,𝑇
° + 𝐻dis

° , 
(77) 

 
𝑆°(𝑇) = 𝑆298.15

°  + ∫
𝐶p

𝑇

𝑇

298.15

d𝑇 + 𝑆tr,𝑇
° + 𝑆dis

° , 
(78) 

 496 

where 𝐻298.15
°  is the enthalpy at 298.15 K (25 °C), 𝐶p is the molar heat capacity, 𝐻tr

°  is the total 497 

enthalpy of phase transformations from 298.15 K (25 °C) to 𝑇, 𝐻dis
°  is the enthalpy of dissolution, 498 

𝑆298.15
°  is the entropy at 298.15 K (25 °C), 𝑆tr

°  is the total entropy of phase transformations from 499 

298.15 K (25 °C) to 𝑇, and 𝑆dis
°  is the entropy of dissolution. The enthalpies 𝐻°and entropies 𝑆° 500 

correspond to the following standard states: the Henrian standard state for the species dissolved in 501 

the steel bath and the Raoultian standard state for the gas and slag species. For the dissolved species, 502 

the relevant values of 𝐻dis
°  and 𝑆dis

°  were obtained from Sigworth and Elliott[110], while for the gas 503 

and slag species 𝐻dis
°  and 𝑆dis

°  were set to zero. The molar heat capacity at temperature 𝑇 is solved 504 

from the Shomate equation[111]: 505 

 506 
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 𝐶p = 𝐴 + 𝐵 ⋅ 10
−3𝑇 + 𝐶 ⋅ 105𝑇−2 + 𝐷 ⋅ 10−6𝑇2, (79) 

 507 

where 𝐴 , 𝐵 , 𝐶  and 𝐷  are fitting parameters applicable to a certain temperature interval. A 508 

comprehensive database of the Shomate equation parameters was taken from HSC Chemistry[111]. 509 

The partial pressures of the gaseous species can be calculated from the ideal gas law based on the 510 

total gas pressure at the reaction interface. The Henrian activity coefficients of the species in the 511 

liquid metal phase were calculated with the Unified Interaction Parameter (UIP) formalism[112]: 512 

 513 

 
ln 𝛾𝑖

H = ln
𝛾𝑖
R

𝛾𝑖
∘ = −0.5∑∑𝜀𝑗

𝑘𝑥𝑗
∗𝑥𝑘
∗

𝑛

𝑘=1

𝑛

𝑗=1

+∑𝜀𝑖
𝑗
𝑥𝑗
∗

𝑛

𝑗=1

 , (80) 

 514 

where 𝛾𝑖
H is the Henrian activity coefficient of species 𝑖,  𝛾𝑖

R is the Raoultian activity coefficient of 515 

species 𝑖 , 𝛾𝑖
∘  is the activity coefficient of species 𝑖  at infinite dilution, 𝜀  is the first-order molar 516 

interaction parameter and 𝑥∗ is the molar fraction at the reaction interface. The employed first-order 517 

molar interaction parameters are given in Table 2.  518 

 519 

Table 2   Refs. [113] [114] [115] [116] [110] 520 

 521 

The activity coefficients of the slag species were calculated according to the model employed by Wei 522 

and Zhu[21]. The Raoultian activity coefficients of FeO, Cr2O3, MnO and SiO2 are given by Eqs. 81, 523 

82, 83 and 84, respectively.  524 

 525 

 log10 𝛾FeO
R =

𝜀1
𝑇∗
(𝑥CaO

∗ + 𝑥MgO
∗ )(𝑥SiO2

∗ + 0.25𝑥AlO1.5
∗ ) 

+
𝜀2
𝑇∗
𝑥MnO
∗ (𝑥SiO2

∗ + 0.45𝑥CrO1.5
∗ ) +

𝜀3
𝑇∗
𝑥AlO1.5
∗ 𝑥SiO2

∗  

+
𝜀4
𝑇∗
𝑥MnO
∗ 𝑥AlO1.5

∗ +
𝜀5
𝑇∗
𝑥CrO1.5
∗ 𝑥SiO2

∗  , 

(81) 

 log10 𝛾Cr2O3
R = log10 𝛾FeO

R −
𝜀6
𝑇∗
(𝑥CaO
∗ + 𝑥MgO

∗ ) −
𝜀7
𝑇∗
𝑥MnO
∗ −

𝜀5
𝑇∗
𝑥SiO2
∗  , (82) 

 log10 𝛾MnO
R = log10 𝛾FeO

R −
𝜀2
𝑇∗
(𝑥SiO2
∗ + 0.45𝑥CrO1.5

∗ ) −
𝜀4
𝑇∗
𝑥AlO1.5
∗  , (83) 

 log10 𝛾SiO2
R = log10 𝛾FeO

R −
𝜀1
𝑇∗
(𝑥CaO

∗ + 𝑥MgO
∗ ) −

𝜀2
𝑇∗
𝑥MnO
∗  

−
𝜀3
𝑇∗
𝑥AlO1.5
∗ −

𝜀5
𝑇∗
𝑥CrO1.5
∗  , 

(84) 

 526 

where 𝜀1…𝜀7 are the interaction coefficients of the model. Table 3 shows the interaction coefficients 527 
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reported by Wei and Zhu[21] for early and later periods of refining. In this work, the coefficients 528 

applicable for the early period of refining were employed. Similar to Wei and Zhu,[21] it was assumed 529 

that 𝑎Cr2O3
R = 1 if the interfacial Cr2O3 content is greater than the maximum solubility of Cr2O3 in the 530 

slag.  531 

 532 

Table 3  Ref. [21] 533 

2.7 Physical properties 534 

The physical properties of the steel and slag phases were estimated at the temperature of the reaction 535 

interface, while the properties of the gas phase were defined at gas film temperature, which was 536 

approximated as[117] 537 

 538 

 𝑇G = 0.5 × (𝑇
∗ + 𝑇jet), (85) 

 539 

where 𝑇∗  is the temperature of reaction interface and 𝑇jet  is the temperature of the gas jet. The 540 

effective mass diffusivity was defined for each species in the metal phase as the interdiffusivity in 541 

liquid iron, while only one effective diffusivity value was assigned for the gas and slag phases. Where 542 

possible, the temperature dependency of the mass diffusivity of solutes in liquid iron was described 543 

by an Arrhenius type relationship[118]. In order to account for the effect of pressure and temperature, 544 

the mass diffusivity of the gaseous species was treated according to[29] 545 

 546 

 
𝐷G = 𝐷G,eff × (

𝑇G
𝑇ref

)
1.5

(
𝑝ref
𝑝G
) , (86) 

 547 

where 𝐷G,eff is the effective mass diffusivity at 𝑇ref and 𝑝ref, 𝑇ref is the reference temperature, 𝑝ref is 548 

the reference pressure and 𝑝G is the total gas pressure. The pressure changes in the gas jet are small 549 

enough to be neglected[72] and hence the total gas pressure was taken as equal to the atmospheric 550 

pressure at both reaction interfaces. The treatment of other physical properties is summarized in Table 551 

4 along with their corresponding references.  552 

 553 

Table 4  Refs. [119] [120] [121] [122–124] [125] [126] [118] [127] [128] [119] [130] [129] 554 
 555 
 556 

During decarburization, the top slag consists of a molten slag phase saturated with chromium oxide 557 

and a solid chromium oxide phase.[131] For this reason, it is necessary to consider the effect of solid 558 
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particles on the viscosity of the top slag. The viscosity of the liquid part (𝜇S(l)) was calculated using 559 

the viscosity model proposed by Forsbacka et al.[125], which is an extension of the modified Urbain 560 

model[132] for the Al2O3-CaO-CrO-Cr2O3-’FeO’-MgO-SiO2 system. The effective viscosity of the top 561 

slag was determined as relative to the viscosity of the liquid slag phase:  562 

 563 

 𝜇S = 𝜇S(l)𝜇S,rel . (87) 

 564 

The relative viscosity 𝜇S,rel was calculated according to the equation proposed by Thomas[126]. Figure 565 

5 provides a comparison of the Thomas[126] equation with other relative viscosity equations available 566 

in the literature[133–139]. With the exception of the Einstein equation[133], the equations produce similar 567 

results up to a solid volume fraction of 0.3, but begin to diverge as the solid volume fraction 568 

approaches unity. The solid volume fraction was calculated as a function of Cr2O3 content as shown 569 

in the second part of this work[44]. 570 

 571 

Figure 5 Refs. [126,133–139] 572 

2.8 Numerical solution 573 

The objective of the numerical solution routine is to minimize the error in free variables, while 574 

minimizing the error in thermodynamic equilibrium at the reaction interfaces. The thermodynamic 575 

equilibrium at the reaction interface and the mass transfer onto and from the interface are solved 576 

simultaneously. However, conservation of mass and heat are solved successively. Using small time 577 

steps, this does not cause significant inaccuracy, but greatly improves the numerical stability. The 578 

flowchart of the model is shown in Figure 6. 579 

 580 

Figure 6 581 

 582 

The numerical solution of both iteration loops is obtained with Newton’s method, which 583 

approximates the solution by its tangent line.[140] For a set of non-linear equations the Newton's 584 

method can be expressed as follows:[50]  585 

 586 

 𝐉 × 𝛛𝐱 = −𝐟 , (88) 

 587 

where 𝐉 is the Jacobian matrix of the system with respect to all free variables, 𝛛𝐱 is the correction 588 

vector and 𝐟 is the residual vector, which approaches zero asymptotically during the iteration. The 589 
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system of linear equations defined by Eq. 88 is solved by Gauss–Jordan elimination. During iteration, 590 

the vector of free variables is updated similar to the relaxed Newton's method. The calculation 591 

procedure is repeated until the numerical error is sufficiently small or the maximum number of 592 

iterations is exceeded. The error in the residual vector f is measured using the l2-norm, which is the 593 

Euclidian length of the correction vector: 594 

 595 

 
‖𝚫𝐱‖2 = √∑Δ𝑥𝑖

2

𝑖

 . (89) 

As stated earlier, one of the main assumptions of the model is that the reaction interfaces reach their 596 

mass-transfer constrained equilibrium composition at every instant. During the numerical solution, 597 

the interfacial composition asymptotically approaches the composition dictated by the equilibrium 598 

constants, provided that the forward reaction rate coefficients (𝑘f) are sufficiently large. In order to 599 

assess the fulfilment of the equilibrium assumption, the concept of equilibrium number is introduced: 600 

 601 

 
E = | 1 −

𝑄

𝐾
 | , (90) 

 602 

where 𝑄 and 𝐾 denote the reaction quotient and the equilibrium constant, respectively. The reaction 603 

quotient is defined as follows: 604 

 605 

 
𝑄 =

∑ 𝑎𝑝
𝜈𝑝

𝑝

∑ 𝑎𝑟
𝜈𝑟

𝑟

 , (91) 

 606 

where 𝑝  and 𝑟  denote reaction products and reactants, respectively. By definition, 𝑄  = 𝐾  at 607 

equilibrium. Because 𝑄 → 𝐾 as 𝑘f → ∞, it follows that E → 0 as 𝑘f → ∞. Owing to these properties, 608 

the equilibrium number provides a practical measure of the relative fulfilment of the equilibrium 609 

assumption. As a preliminary setting the maximum allowed error was set to E = 0.1% for all the 610 

studied reactions. During numerical solution, the forward reaction rate coefficients are increased 611 

periodically until the equilibrium numbers of all the reactions are below the maximum allowed error. 612 

A typical calculation time per time step is in the order of few seconds using a desktop PC (3.4 GHz).  613 

 614 

3 Conclusions 615 

The objective of this work was to develop a fast numerical model for the reactions that occur during 616 

top-blowing in the AOD process. More specifically, the aim was to create a model that considers 617 
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reactions both between the top-blown gas and the steel bath and between metal droplets and top slag.  618 

Employing the categorization proposed by Ding et al.[41], the model derived in this work can be 619 

classified as a complex process mechanism model, because it emphasizes the local thermodynamic 620 

equilibrium and local heat and mass transfer characteristics. In the second part of this work,[44] the 621 

model is validated with heats from a full size AOD vessel. In the future, the combined top- and side-622 

blowing stage of the AOD process can be simulated as a combination of the top-blowing model 623 

derived in this work and the side-blowing model proposed earlier by Järvinen et al.[29]. 624 
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Nomenclature 634 

Symbols 635 

𝑎 Activity 636 

𝐴 Surface area [m2] 637 

𝐴𝑖 Parameter of the Kronig-Brink solution 638 

𝐶p Molar heat capacity at constant pressure [J/(mol∙K)] 639 

𝑐p Specific heat capacity at constant pressure [J/(kg∙K)] 640 

𝑑t Nozzle throat diameter [m] 641 

𝑑limit Fineness parameter of the RRS distribution [m] 642 

𝑑32,md Sauter mean diameter of the metal droplets [m] 643 

𝐷 Diffusion coefficient [m2/s] 644 

𝑓𝑖 Mass fraction of size class i at place of birth 645 

𝐟 Residual vector 646 

𝑔 Standard gravity [m/s2] 647 

𝛥𝐺° Change in standard Gibbs free energy of reaction [J/mol] 648 

𝛥𝐺tot Change in total Gibbs free energy [J/mol] 649 
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ℎcav Depth of the cavity [m] 650 

ℎlance Distance of the top lance from the surface of the steel bath [m]  651 

𝐻° Standard enthalpy [J/mol] 652 

𝛥𝐻° Change in standard reaction enthalpy [J/mol] 653 

𝐉 Jacobian matrix 654 

𝐽eff Droplet generation rate multiplication factor 655 

𝑘f Forward reaction rate coefficient 656 

𝐾 Equilibrium constant 657 

𝐿 Characteristic length [m] 658 

𝑚 Mass [kg] 659 

𝑚̇md Metal droplet generation rate [kg/s] 660 

𝑚̇md,eff Effective metal droplet generation rate [kg/s] 661 

𝑀 Molar mass [kg/mol] 662 

𝑛lance Number of exit ports in a nozzle 663 

𝑛 Distribution exponent of the RRS distribution 664 

𝑝 Partial pressure 665 

𝑝cav Arc length of the cavity [m] 666 

𝑝amb  Ambient pressure [Pa] 667 

𝑝0  Stagnation pressure at upstream part of the top lance [Pa] 668 

𝑟cav Top radius of the cavity [m] 669 

𝑅 Gas constant [J/(mol∙K)] 670 

𝑅′′ Reaction rate [kg/(m2∙s)] 671 

𝑅2 Correlation coefficient 672 

𝑅𝐹 Cumulative weight-fraction 673 

𝑆° Standard entropy [J/(mol∙K)] 674 

𝛥𝑆° Change in standard reaction entropy [J/(mol∙K)] 675 

𝑡md,𝑖 Residence time of metal droplet size class i [s] 676 

𝑡md Average residence time of the metal droplets [s] 677 

𝑇 Temperature [K] 678 

𝑇∗ Interfacial temperature [K] 679 

𝑢G Critical gas velocity [m/s] 680 

𝑢j Axial velocity of the gas jet [m/s] 681 

𝑢md,𝑖 Terminal velocity of metal droplet size class i [m/s] 682 

𝑢md Average terminal velocity of the metal droplets [m/s] 683 
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𝑢τ Turbulent shear stress velocity [m/s] 684 

𝑉̇G Volumetric gas flow rate [Nm3/s] 685 

𝑉̇G
′  Modified volumetric gas flow rate [Nm3/s] 686 

𝑥 Molar fraction 687 

𝑋 Cation fraction 688 

𝛛𝐱 Correction vector 689 

𝑦 Mass fraction 690 

𝑦∗ Interfacial mass fraction 691 

‖𝚫𝐱‖2 l2-norm 692 

 693 

Greek symbols 694 

𝛼 Heat transfer coefficient [W/(m2K)] 695 

𝛼 Interaction energy between cations [J] 696 

𝛽 Mass transfer coefficient [m/s] 697 

𝛾 Activity coefficient 698 

𝛾∘ Activity coefficient at infinite dilution 699 

𝛿N Thickness of the diffusion boundary layer [m] 700 

𝛿Pr Thickness of the thermal boundary layer [m] 701 

𝜀 First order molar interaction parameter 702 

𝜂 Constant 703 

𝜂
H

 Average microkinetic efficiency of heat transfer 704 

𝜂
M

 Average microkinetic efficiency of mass transfer 705 

𝜃  Inclination angle of each nozzle relative to lance axis [°] 706 

𝜅 Constant 707 

𝜆 Heat conductivity [W/(m∙K)] 708 

𝜆𝑖 Parameter of the Kronig-Brink solution 709 

𝜇 Dynamic viscosity [Pa∙s] 710 

𝜈 Stoichiometric coefficient 711 

𝜈 Mass-based stoichiometric coefficient 712 

π Mathematical constant 713 

𝜌  Density [kg/m3] 714 

𝜎 Surface tension [N/m] 715 

𝜙 Volume fraction 716 

 717 
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Dimensionless numbers 718 

E Equilibrium number 719 

FoH  Fourier number for heat transfer 720 

FoM Fourier number for mass transfer 721 

Gr Mean Grashof number 722 

GrH Grashof number for heat transfer 723 

GrM Grashof number for mass transfer 724 

NB Blowing number 725 

NB
′

 Modified blowing number 726 

Nu Nusselt number 727 

Sc  Schmidt number 728 

Sh  Sherwood number 729 

Pr  Prandtl number 730 

Re  Reynolds number 731 

 732 

Subscripts and superscripts 733 

cav  Cavity 734 

bath Steel bath 735 

em Gas-metal-slag emulsion 736 

G Gas phase 737 

H Henrian standard state 738 

in Gas flow into the system 739 

jet Gas jet 740 

L Liquid metal phase 741 

md Metal droplet 742 

out Gas flow out of the system 743 

plume Gas plume 744 

R Raoultian standard state 745 

rel Relative 746 

S Slag phase 747 

STP Standard temperature and pressure according to the DIN 1343 standard[49]:  748 

 273.15 K (0 °C) and 101325 Pa. 749 

slag Top slag 750 

(l) Liquid state 751 
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(s) Solid state 752 

 753 

Indices 754 

𝑖  Size class 755 

𝑖  Species 756 

𝑛 Number of species 757 

𝑟 Number of reactions 758 

𝜓 Phase 759 

𝜔 Reaction interface 760 
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