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Abstract

The goal of Facial Kinship Verification (FKV) is to automatically determine whether two individuals have a kin relationship
or not from their given facial images or videos. It is an emerging and challenging problem that has attracted increasing
attention due to its practical applications. Over the past decade, significant progress has been achieved in this new field.
Handcrafted features and deep learning techniques have been widely studied in FKV. The goal of this paper is to conduct
a comprehensive review of the problem of FKV. We cover different aspects of the research, including problem definition,
challenges, applications, benchmark datasets, a taxonomy of existing methods, and state-of-the-art performance. In retrospect
of what has been achieved so far, we identify gaps in current research and discuss potential future research directions.
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1 Introduction

Facial Kinship Verification (FKV) refers to automatically
determining whether two individuals have a kin relation-
ship or not from their given facial images or videos. Typical
kinship categories include Father-Son (FS), Father-Daughter
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(FD), Mother-Son (MS), and Mother-Daughter (MD). As an
emerging, important, and challenging problem in computer
vision, FKV has attracted increasing attention, especially
during the past few years. This is evidenced by the emergence
of kinship verification competitions such as the Kinship
Verification in the Wild (KVW) (Lu et al., 2014a, 2015),
numerous workshops (RFIW2017, 2017; RFIW2018, 2018)
and tutorials (Robinson et al., 2019) focusing on the topic,
and the increasing number of methods proposed (Dahan and
Keller, 2020; Lu et al., 2014a; Wang et al., 2020; Yan et al.,
2014a; Zhang et al., 2015).

There are at least four reasons that explain this trend. The
first is due to its various potential applications. In the anthro-
pology and genetics domain, FKV can help to study the
hereditary characteristics of close relatives in social relation-
ships (M’charek, 2020). In the field of public social security,
it can be applied to finding missing children, border control
and customs, and criminal investigations (Kohli et al., 2019b;
Lu et al., 2014c¢). In the social media domain, the FKV can
be used for family photo album organization, improving the
performance of face recognition systems and social media
analysis (Lu et al., 2014a). In addition, FKV also has poten-
tial applications in smart homes, the Internet of Things (IoT)
(Jang et al., 2017) and personalization. The second reason
is that the FK'V serves as a fundamental study among visual
kinship problems, such as family recognition, family retrieval
(Robinson et al., 2018). The third point is the low sensory
perception of human eyes to quantify the similarity of two
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Fig.1 The milestones of FKV methods. The figure shows the evolution
of facial kinship verification study. The first facial kinship verification
study was carried out in 2010. After 2010, much attention was attracted
to FKV research. We sort these studies from aspects of (1) Image-based
FKV using traditional methods, which are reviewed in Sect. 4.2; (2)
FKV from images using deep methods (Sect. 4.3); (3) Video-based
kinship verification methods (Sect. 5); (4) Extended studies (that are
reviewed in Sect. 2.4); and (5) Important kinship datasets (reviewed in
Sect. 3). Before 2015, the main studies are based on traditional meth-

images from different people (Bordallo Lépez et al., 2018).
Features such as the distance between the eyes and the shape,
color, and size of the facial parts are not easily judged at a
glance, resulting in low recognition accuracy. Finally, the
FKV problem attracts researchers from diverse disciplines
such as computer vision, machine learning, pattern recogni-
tion (Li et al., 2021a), anthropology, psychology, and neuro
science (Clemens and Brecht, 2021; Kohli et al., 2018), and
provides a cross-fertilization ground for stimulating cross-
discipline studies.

Before the FKV research started in the field of computer
vision, kinship has been widely studied in the
field of psychology (Alvergne et al., 2014; Dal Martello
and Maloney, 2006, 2010; DeBruine et al., 2009; Maloney
and Dal Martello, 2006). Researchers concluded that humans
could infer kinship through visual clues, in particular, based
on facial resemblance. The research on automatic FKV dates
back to the work in 2010 (Fang et al., 2010b) by Fang et al..
At the beginning of kinship research, shallow features such
as facial geometry or the color of the eyes were used for
determining the kinship (Fang et al., 2010b). In 2014, Lu et
al. (2014a) introduced the metric learning scheme for solv-
ing the kinship verification problem. Following that, kinship
research received a wide range of attention. In 2015, Zhang
etal. (2015) applied deep learning approaches in kinship ver-
ification, which also brought the FKV into the deep learning
era (Dahan and Keller, 2020; Li et al., 2016, 2020; Wang et
al., 2020; Yan and Wang, 2019). Meanwhile, the emergence
of the large-scale kinship dataset FIW (Robinson et al., 2018)
promoted the further development of the field. Based on dif-
ferent application scenarios, FKV research has been extended
to multiple complementary topics (Ertugrul and Dibeklioglu,
2017; Fangetal.,2013b; Qin et al.,2015a; Shao et al., 201 1a;
Wau et al., 2019; Xia et al., 2018). The milestones above are
listed in the Fig. 1 by year.

ods (Fang et al., 2010b; Guo and Wang, 2012; Lu et al., 2014c; Shao
et al., 2011a). In 2015, the deep learning method (Zhang et al., 2015)
was proposed. Video-based FKV study dates back to 2013 (Dibekli-
oglu et al., 2013), while it has drawn very little attention until 2018 that
(Yan and Hu, 2018b) proposed FKV from unconstrained videos. From
2013 to 2019, multiple extended kinship topics emerged (Ertugrul and
Dibeklioglu, 2017; Fang et al., 2013b; Qin et al., 2015a; Robinson et
al., 2018; Xia et al., 2018)

Image-based kinship verification has advantages such
as ease of computation and available normalized and con-
strained data, such as those contained in datasets depicting
identity pictures. On the other hand, it lacks temporal
information. In recent years, research has been extended
to include also video-based facial kinship verification.
The recent video-based kinship verification can
integrate information based on the facial dynamics
(Dibeklioglu et al., 2013; Dibeklioglu et al., 2012a), although
the motion blur and the low face resolution in some video
material increase the problem’s difficulty. Additional modali-
ties such as voice information, usually accompanying videos,
can reinforce the information of facial features (Wu et al.,
2019).

Given this period of rapid development, to stimulate future
research, the goal of this survey is to provide a comprehen-
sive overview of FKV from image-based and video-based
aspects. On this young topic studied for about one decade,
only a limited number of existing surveys can be found. Dan-
dekar and Nimbarte (2014) conducted the first survey on
FKV and mainly reviewed earlier methods prior to 2014.
The later review given by Wu et al. (2016b) in 2016 covers
mainly traditional methods before deep learning and is fairly
short. The review by Almuashi et al. (2017) in 2017 focused
on the derivation, definition, significance, and challenges of
the FKV problem, but barely discussed various methods.
Georgopoulos et al. (2018) reviewed kinship verification
from the aspect of face aging in 2018, mainly pointing out the
inherent synergy between kinship and aging, and challenges
derived by this phenomenon, rather than offering a system-
atic review of FKV. Although the review by Qin et al. (2020)
is recent, it categorizes kinship recognition methods into fea-
ture extraction and metric learning methods and covers few
about recent deep learning-based approaches. Very recently,
the excellent survey by Robinson et al. (2021) focused on
many kinship recognition tasks (including the problem of
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Facial Kkinship verification
— Facial kinship verification from still images (Section 4)
— Traditional methods (Section 4.2)
Feature representation (Section 4.2.1)
Saliency feature: Facial parts [59], Facial edge [50]
Hand-crafted: PML-COV [108], SP-DTCWT [57]
Color spaces: HSV [158], InCS [96]
Feature selection: mRMR [14], Classifier [24]
Metric learning Section 4.2.2
Mahalanobis: NRML [101], PDFL [178], LM3L [62]
Bilinear similarity: ESL [194], MTL [119]
Others: Genetics [183], WGEML [92], Transfer [135]
L— Deep network (Section 4.3)
— Basic CNN models [184]
— Deep metric: DMML [177], SMCNN [86], KML [192], Meta [88]
— Autoencoders: With feature [91], With Image (GAN) [34, 91]
L— Others: Attention [180], GNN [87], Augmentation: KIN-MIX [139]
L— Facial kinship verification from videos (Section 5)
From constrained video (Section 5.1)
— Dynamic feature: [35]
— Deep and shallow: [15]
L— Expression aligned: [34]
From unconstrained video (Section 5.2)
| — SMNAE: [76]
— Metric learning: [176]
— Multi-modal fusion: [160]

Fig.2 A taxonomy of facial kinship verification methods

FKV) and practical issues, while missing the details, connec-
tions, and performance comparison of various FKV methods.
Among various visual kinship recognition tasks, FKV is the
most popular one and significant success has been achieved.
At this stage, there is a need for a thorough review of FKV,
promoting further development, particularly for researchers
wishing to enter the field.

Since the existing surveys on FKV are still not com-
prehensive enough, the goal of this survey is to provide a
comprehensive overview of FKV. The main contributions in
this survey are summarized as follows:

e We provide a comprehensive overview on facial kin-
ship verification methods from both facial images and
facial videos. This survey also includes a summary of
challenges, current developments, including datasets,
representative methods and SOTA performance.

e We build an intuitive taxonomy and situate past research
works in relation to each other.

e New ideas and insightful thoughts derived from the
current review are provided for developing the next gen-
eration of kinship verification techniques.

The rest of this survey article is organized as follows.
The problem definition, challenges, kinship verification from
human perception, and kin-related topics are summarized in
Sect. 2. In Sect. 3, we review the kinship datasets and com-
pare their attributes from multiple perspectives. Starting from
Sect. 4 to Sect. 5, we review and discuss the published kin-
ship verification methods. A taxonomy of these methods is
illustrated in Fig. 2. Section 4 summarizes the image-based
kinship verification, including traditional methods Sect. 4.2
and recent deep learning methods (Sect. 4.3). In Sect. 5,
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we review video-based kinship verification. Section 6 sum-
marizes and compares the typical method performance and
analyzes the key influence factors. In Sect. 7, we conclude
the paper and discuss the possible promising future research
directions.

2 Background

2.1 The Problem

Given a pair of facial images, the objective of kinship ver-
ification is to judge whether two people are biologically
related (with a typical kin relation). Specifically, the cur-
rent kinship verification research uses a clear distinction of
multiple kin relation types to study the verification problem.
Only close family relationships are involved. These kin rela-
tions can be categorized into three levels of generation, e.g.,
Siblings, Parent-Child, and Grandparent-Grandchild.! The
four parent-child relations attract the most attention (Lu et
al., 2014a), mainly because of their application value. Kin-
ship verification can be formulated as a binary classification
problem (Kin vs. Non-kin). FKV primarily consists of two
critical sub-problems: feature extraction and classifier des-
ignation. Formally, as shown in Fig. 3, given a pair of faces
(X,Y)?, appropriate feature representations (¢ (X), ¢(Y))
are extracted from both images, and then a classifier is used
to determine if the two faces have a kin relationship or not.
In order to better understand the FKV problem, we would
like to point out the relationship between two similar prob-
lems: the FKV problem and the face verification problem
(face pair matching) (Zhao et al., 2003) which are contrasted
in Fig. 3. As can be seen from Fig. 3, both problems share
a similar algorithm pipeline. The classification at the end is
used to judge if two faces are the same individual or not in the
case of face verification, or if they have a kin relation or not
in the case of kinship verification. Intuitively, both problems
depend on the existence of similar facial cues for making
judgments (Hansen et al., 2020; Krupp et al., 2008), espe-
cially in the case of face verification where each positive pair
represents the same individual (see Fig. 3b). In the case of kin-
ship verification, each positive pair represents two different
individuals with a kin relation (detecting kin clues in specific

! Siblings are family members of the same generation: Brother-
Brother (BB), Sister-Sister (SS), and Sister-Brother (SB). Parent-
child relations are first generation: Father-Son (FS), Father-
Daughter (FD), Mother-Son (MS), and Mother-Daughter (MD).
Grandparent-Grandchild relation belongs to the second generation:
Grandfather-Grandson (GFGS), Grandfather-Granddaughter (GFGD),
Grandmother-Grandson (GMGS), and Grandmother-Granddaughter
(GMGD).

2 A face detection and normalization procedures are typically used to
obtain the face in the images.
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Fig. 3 General pipeline for face verification task and kinship verification task. Both tasks calculate the similarity of two facial images. While
positive pairs in kinship verification task are negative pairs in the case of face verification

areas of the face rather than from the entire face Dal Martello
and Maloney, 2006). Note that all positive pairs (including
identical twins) in the case of kinship verification (see Fig. 3a)
are negative pairs for face verification. It is interesting to ask
a question: Do pairs of the same individuals (positive pairs in
the case of face verification) belong to positives or negatives
in the case of kinship verification?> This question has been
overlooked as current FKV research assumes each input face
pair belongs to two different individuals in their experimental
setting. From an anthropological point of view, FKV is based
on the degree of genetic similarity between the faces of two
subjects. Thus, it is reasonable to expect that an FKV system
will give high prediction accuracy for facial pairs of the same
person. When facial images from one individual present age
variation, the study of age-invariant face verification can be
somehow viewed as self-kinship verification, where the sys-
tem verifies the same individual as related to himself (Kohli,
2019; Lu et al., 2014a). On the other hand, as facial aging and
kinship are both genetically inherited (Georgopoulos et al.,
2018), kinship is capable of providing guidance for age pro-
gression and boost face verification. Conversely, a de-aging
process can be performed to learn discriminative identity fea-
tures for both face verification (Xu et al., 2017) and kinship
verification (Wang et al., 2018).

Kinship is a well-established biological concept, but deter-
mining what kind of similar facial cues are critical for FKV
is still an open question. According to recent psychology
studies (DeBruine et al., 2009; Hansen et al., 2020), facial

3 If one expects face verification to achieve age invariance, these pairs
of images representing the same individual can also have an age gap
and have more significant differences than those of the same age.

similarity and kinship judgments are highly correlated but
not strictly synonymous. This makes FKV a difficult prob-
lem with various challenges which we discuss below.

2.2 Main Challenges

As we defined above, FKV is formulated as a binary classi-
fication problem. The difficulty of FKV stems partially from
the fact that the kinship facial pairs do not belong to the same
identity and only show hidden genetic facial similarities that
are more complex and less discriminative than similarities in
other problems like facial verification. As discussed above, it
is evident from psychology research (DeBruine et al., 2009;
Hansen et al., 2020) that facial similarity and kinship judg-
ments are not strictly synonymous though highly correlated,
which makes the problem of FKV even harder. The main
challenges of FKV are summarized in Fig. 4, with visual
examples for illustration.

(1) Large intraclass variations As can be seen from
Fig. 4a, there are two types of intraclass variations: intrap-
ersonal variations (facial appearance changes of the same
identity) and interpersonal variations (facial appearance
differences of different identity). The large intrapersonal
variations come from uncooperative subjects such as changes
in age pose, expression and accessories, unconstrained imag-
ing environments like changes in illumination, imaging
distance and angle, variations in image quality and resolu-
tion, blur, and even adversarial attacks (Fig. 4b1). All these
pose great challenges for extracting discriminative features
for kinship verification and greatly impact FKV perfor-
mance. Many early approaches for FKV only considered
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like facial verification or object classification

\ Difficult to collect a large dataset: due to issues like privacy

(a) The summary of FKV main challenges

Fig.4 The main challenges of facial kinship verification. Sub-figure a
provides a taxonomy of these challenges brought by intraclass varia-
tions, interclass variations, and data establishment. The right sub-figure
illustrates key scenarios with facial sample images. In the right, b1, b2
as well as b3 show intraclass variations, in which b1 contains the pos-
sible variations within one subject, with each image line demonstrating

facial images acquired in cooperative conditions. Therefore,
it is more practical to build large-scale kinship datasets in the
wild.

As the input of an FK'V algorithm is a pair of facial images
belonging to two individuals, the goal of FKV is to explore
the hidden factors of visual similarity between the two input
faces for kinship determination. Therefore, there are sig-
nificant interpersonal variations that increase the intraclass
distance between the positive class samples. Firstly, there
can be a significant age gap between the kin pairs, particu-
larly when verifying cross-generation kinship types. Figure 4
(b2) shows parent-child pairs with a similar age and a con-
siderable age gap. It has been demonstrated that parent-child
pairs with a similar age have more similarities (Hansen et
al., 2020; Xia et al., 2011). However, pairs of older parents
and younger children can have significant textural differences
between the two faces, which negatively influences similar-
ity. Secondly, gender differences also negatively influence
facial similarity. As shown in Fig. 4b3, kin pairs of mother-
son, father-daughter, and brother-sister have different gender
variations. It has been shown that non-kin pairs with same
gender have more similarities than those with different gen-
der (Hansen et al., 2020). Finally, in addition to the existing
considered kinship types, facial similarities can also exist
between some family members when one increases the height
or width of the family tree (e.g. by including cousins and
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influences from different factors. Then, b2 and b3 illustrate the facial
similarity gap between kinship caused by age and gender differences,
as well as variations among kin pairs and families. Figure b4 demon-
strates less discrimination of FKV that hard kin and non-kin samples
exist when kin pairs have less similarity on appearance, while non-kin
pairs inversely show significant similarity

nieces). One reason for this is that the inheritance among
different kinship types is not deterministic (Monks et al.,
2004). It is tough to determine a mathematical inheritance
model due to its randomness and requirement on multidis-
ciplinary knowledge (Alvergne et al., 2007; Monks et al.,
2004).

(2) Small interclass variations As we defined above, the
FKV aims to learn a binary classifier by distinguishing a
number of positive kinship pairs from a number of nega-
tive samples. The similarity among kin faces attributes to
hidden factors instead of the whole face. As illustrated in
Fig. 4b4, some positive examples may have small similari-
ties, whereas negative examples may have high similarities.
Therefore, small positive and negative variations decrease
the interclass separation and pose significant challenges for
learning the real decision boundary. In addition, there is a
severe imbalance issue (Li et al., 2021b), i.e., , the number of
negatives is significantly more than the number of positive
pairs.

(3) Difficulty in gathering large-scale kinship datasets
The lack of large kinship datasets impedes the develop-
ment of FKV algorithms, especially the development of deep
learning-based methods which are data-hungry. It is essential
to collect a large kinship dataset that can represent the actual
data distributions of families worldwide, reflecting the intr-
aclass and interclass variations discussed above. However,
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due to security and privacy issues, it is challenging to meet
this requirement.

2.3 Facial Kinship Verification Based on Human
Perception

Human has an instinctive perception ability to indicate the
familial genetic relatedness between individuals (Maloney
and Dal Martello, 2006). The earliest research on demon-
strating human’s ability to recognize kinship from faces dates
back to 1991 (Porter, 1991). To provide a clear and high-
level understanding of FKYV, in this subsection, we focus on
reviewing research results on human visual perception of
kinship.

2.3.1 Psychological Issues Relevant to Facial Kinship
Verification

Psychology research on FKV studies kinship verification
procedure from human perspective. This knowledge has
a special significance since it can guide automatic FKV
research and support the understanding of the experimental
results. Recent psychological studies examine multiple fac-
tors, such as facial variances (Dal Martello et al., 2015; Dal
Martello and Maloney, 2010; Fasolt et al., 2018), subject’s
gender, age (DeBruine et al., 2009; Hansen et al., 2020) and
kin regions (Alvergne et al., 2014; Dal Martello and Mal-
oney, 2006), that how those factors affect the human ability
to verify kinship.

The effects of facial variance in kinship verification,
including rigid deformation (e.g., facial image rotation) and
non-rigid deformation (e.g., facial expressions) have been
studied. Dal Martello et al. (2015) found that kinship ver-
ification by humans is not significantly influenced by face
inversion since the judgment mainly relies on geometry sim-
ilarity other than invertible attribute cues. When faces show
non-rigid deformations (e.g., different facial expressions),
they can negatively impact kinship verification and reduce
the accuracy of verification (Fasolt et al., 2018), compared
with neutral face images.

More specifically, Dal Martello and Maloney (2010) con-
ducted experiments by showing partially occluded facial
images to participants to explore the kin cue distribution in
facial regions. They concluded that the left and right parts of
the face contributed equally to kinship verification and only
showed slightly less kin information than the entire face. Dal
Martello and Maloney (2006) in 2006 and (Alvergne et al.,
2014) in 2014 found that the upper half of the face contains
a large amount of kinship information compared with the
lower face, as the mouth area is prone to noise effects due to
its morphological variation. Alvergne et al. (2014) also notes
that kinship cues depend on specifically effective facial areas
rather than the entire facial area.

Regarding the individual’s biological attributes, researchers
(DeBruine et al., 2009; Hansen et al., 2020) pointed out
that gender and age differences can significantly reduce the
accuracy of kinship verification due to the feature difference
brought by gender and age.

2.3.2 Human Performance on Public Kinship Datasets

Table 1 summarizes the human performance on the public
kinship datasets. In the experiments, volunteers were given a
pair of kin images/videos and asked whether they have a kin
relation. As it can be seen from the table, kin relations with
different gender (FD, MS) show lower verification accuracy
when compared with kin relations of the same gender (FS,
MD). As for age variance, on UVA-NEMO Smile dataset,
kin pairs from the same generation (BB, SS, BS) share more
kin resemblance for the human perception (Alvergne et al.,
2014; Dal Martello and Maloney, 2006). The effect of age and
gender show consistency with earlier psychological research
results. This phenomenon has also been demonstrated by
Bordallo Lépez et al. (2018) that humans showed a tendency
to assess better brothers and sisters, especially when they are
of the same gender, than parents and children.

As a particular note, on the TSKinFace dataset, when
volunteers are provided images of both parents, the partic-
ipants can give more accurate judgments. In most of the
experiments, the participants could take advantage of prior
knowledge (e.g., ethnicities, age differences, and well-known
celebrities Bordallo Lépez et al., 2018) rather than relying
solely on facial cues and kin similarity between faces. Recent
experiments by Robinson et al. (2018) considered these
biases (participants were asked to skip when they had prior
knowledge of subjects) and showed a noticeable decrease in
performance, which sank to 57.5% on average.

On the basis of human cognitive studies, an automatic kin-
ship verification system was developed as demanded as the
human brain has limitations on making precise judgments.
Computers capture the facial perceived similarity between
faces objectively and quantitatively. Experimental results
indecate that computer vision and machine learning methods
have superior performance in kinship verification compared
with human’s ability (Dibeklioglu et al., 2012a; Lu et al.,
2014a; Qin et al., 2015a; Robinson et al., 2018; Yan and Hu,
2018b).

2.4 The Extended Studies

FKYV study is the widely explored and fundamental research
problem of kinship recognition. Due to variant applications
of kin-tasks, complementary kin research problems have
emerged, which are illustrated in Fig. 5.
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Table 1 Human performance (%) of verifying kinship evaluated on public datasets

Dataset FS FD MS MD
KinFaceW-I (Bordallo Lopez et al., 2018; Lu et al., 2014c) 78.2 75.8 74.6 85.8
KinFaceW-II (Bordallo Lépez et al., 2018; Lu et al., 2014c) 86.0 76.8 84.4 86.6
TSKinFace Qin et al., 2015a 77.3 73.5 74.2 75.5
FM-S FM-D
79.9 79.2
FIW (Robinson et al., 2018) 57.5
UVA-NEMO Smile (Dibeklioglu et al., 2013; Dibeklioglu et al., 2012a) 73.3 66.7 71.7 81.5
BB SS BS
96.2 88.7 82.8
KFVW (Yan and Hu, 2018b) 75.0 70.5 73.0 73.5

2.4.1 Tri-Subject Kinship Verification

A child’s genetic inheritance comes from both parents (father
and mother). This leads to the Tri-subject kinship verifica-
tion (Qin et al., 2015a), where the inputs are both parents’
facial images and the child’s facial image. Suppose that
X; and X, represent father and mother’s facial images
(or videos) respectively and Y formulates a child’s facial
image (or video). The feature representations of parents
and child are extracted, ¢ (X;), ¢(X») and ¢(Y). The dis-
tance are computed between a child and his or her parents,
d({(p(X1), 9(X2)), #(Y)), to verify whether they have a kin
relation. Tri-subject kinship verification is also a binary clas-
sification problem.

2.4.2 Family Classification

Family classification (Fang et al., 2013b) is a multiclass
classification problem, i.e., the classification task contains
multiple categories, and each category represents a family.
Given a pending facial image, we need to determine which
family it belongs to. A collection of k families is represented
by x = {Xi,Xs,...,Xx}. The corresponding multiclass
label can be written as {y1, y2, ..., yx}. By training a classi-
fier, the system outputs the family label of an input facial
image x. The difficulty of family classification increases
when family classes increase. In the FIW dataset (Robinson
et al., 2018), family classification accuracy is only 16.18%
from a total of 564 families.

2.4.3 Family Search and Retrieval

Family search and retrieval (Robinson et al., 2018) is
designed to match family members to the input facial image,
where the search is performed on a set consisting of mem-
bers from all families. The input facial image is a query, and
the output gives the most matched K family members. The
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difference between family classification and family retrieval
is that family classification focuses on the training of fam-
ily classification models, and family retrieval tries to retrieve
face images that are more similar to the images to be queried
through similarity metric learning and find the input’s parents
and other kinship members.

2.4.4 Other Tasks

Other tasks include kin face synthesis (Ertugrul and Dibek-
lioglu, 2017; Gao et al., 2019) and kin relation classifica-
tion (Wang et al., 2020; Xia et al., 2018). Kin face synthesis
study takes the facial images of parent(s) to synthesize the
child’s image. By synthesizing the kid’s facial image, kin-
ship data are augmented for training and improve the model
consistency, thus assisting the FKV. Besides, it can also be
applied in the matching of missing children. In kin relation
classification, the inputs are two facial images with a partic-
ular kin relation and the system estimates which specific kin
relation they have. This task has applications in family album
organization and social media analysis.

Since the study of kinship analysis is still during its ini-
tial stages, facial kinship verification is the key and core of
kinship research, which is also the focus of this survey.

3 Datasets and Evaluation Metrics

It has been widely accepted that quality datasets, especially
in the big data era, play an essential role in the research. The
problem of FKV is no exception. Benchmarking datasets not
only serve as a common ground for performance measure-
ment and comparison of various algorithms, but also help the
field to progress towards increasingly complex and challeng-
ing problems. Therefore, in this section, we first review the
existing public datasets for FKV with motivations, statistics,
available sites, and the supported kinship recognition prob-
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lems, then discuss evaluation metrics, and finally summarize
the findings.

3.1 Datasets

Currently, there are twelve commonly used kinship datasets.
The attributes of those datasets are summarized in Table 2.
We will introduce them in the following from image and
video categories.

3.1.1 Image Datasets

Cornell KinFace dataset (Fang et al., 2010a,b) is the first
public kinship dataset collected from the Internet. It had pio-
neering significance for the development of kinship datasets
in providing a solid reference for the establishment of other
larger and more complex kinship datasets.

UB KinFace dataset (Shao etal., 2011a,b; Xiaetal.,2011)
is the first kinship dataset that includes children’s, young
parents’ and old parents’ facial images. The hypothesis is
that children would have a more similar appearance with
their young parents. Thus young parent image can serve as a
bridge between old parent and children.

KinFaceW dataset (Lu et al., 2014b,c) has two subsets,
namely as KinFaceW-I and KinFaceW-II. Both of them are
collected from the Internet. The difference between them is
that the kin images in KinFaceW-I are cropped from different
photos, and the kin images of KinFaceW-II are from the same

Table 2 The summary of characteristics for kinship datasets. (Some abbreviations

Targeted study

M A F C Contribution

Resolution

Size

Year

Dataset

x X x The first kinship dataset 1V1

X

100x 100
89x96

2010 150 pairs

Image CornellKin (Fang et al., 2010b)

1V1, kinship transfer
1V1, family tasks

1V1
1V1
2V1

x v x x Images of young,old parents

v v Vv x With family structure

2011 200 groups

UB Kinface (Shao et al., 2011a; Xia et al., 2011)

Family 101 (Fang et al., 2013b)

120x 150
64x64
64x64
64 x 64

2013 101 family trees

2014 533 pairs
2014 1000 pairs

x X x From different photos

X

KinFaceW-I (Lu et al., 2014c¢)

X X x From same photos

X

KinFaceW-II (Lu et al., 2014c)

x v x Both parents’ facial images
V' v v x The largest kinship dataset

X

2015 1015 groups

TSKinFace (Qin et al., 2015a)

1V1, 2V1, family tasks

1V1

1

X x x First uncontrolled video dataset 1V1

224 %224
32x32

2016 1000 families
2017 113 pairs

FIW (Robinson et al., 2018)

x x Each one has four images

1920x1080 v x x v First video kinship dataset

900500

v =

WVU (Kohli et al., 2016)

Video UvA-NEMO Smile (Dibeklioglu et al., 2012a; Dibeklioglu et al., 2013) 2012 1240 videos

\%!

X

2018 418 pairs

2018

KFVW (Yan and Hu, 2018b)

2Vl

1

x v x Video tri-subject

X

100 groups

FFVW (Sun et al., 2018)

x v x Uncontrolled video dataset Vi

X

2019 211 families

KIVI (Kohli et al., 2019b)

1V1

X x x Multi-modal kinship dataset
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photo. KinFaceW dataset has been widely used in kinship
verification research.

Family 101 (Fangetal.,2013a,b) is the first kinship dataset
that has a family tree structure. Most of the facial images are
in grayscale.

TSKinFace dataset (Qin et al., 2015a,b) is mainly used
for the study of tri-subject kinship verification. TSKinFace
has two types of kinship relations: Father-Mother-Son and
Father-Mother-Daughter. The facial images are all down-
loaded from the Internet.

WVU (Kohli et al., 2016, 2017) dataset has variations on
each individual, and each person has four facial images.

FIW (Families In the Wild) (Robinson et al., 2016, 2018)
is the largest and most comprehensive kinship dataset by
far. FIW dataset is organized by the family tree structure.
It consists of multiple facial images from different periods
for each family member. Regarding kin relations, FIW has
relations of same generation, first generation, and second
generation. FIW is similar to Family 101, but it is much
superior in aspects of family structure, data volume, and data
variants.

3.1.2 Video Datasets

UVA-NEMO Smile dataset (Dibeklioglu et al., 2013; Dibek-
lioglu et al., 2012a,b) was first established aiming at clas-
sifying spontaneous smiles and deliberate smiles. Because
the participants in the dataset are family-related, it is also
considered as the first video-based kinship dataset. All facial
videos are smiling videos collected under indoor constrained
conditions.

KFVW (Kinship Face Videos in the Wild) dataset (Yan and
Hu, 2018a,b) was proposed in 2018. The difference from the
UVA-NEMO Smile dataset is that KFVW is collected under
natural varying environments. Videos have no constrains on
illumination, pose, occlusion, background, expression, or
age. These videos are collected from the Internet.

FFVW dataset (Sun et al., 2018) is similar to the image
kinship dataset TSKinFace, which is mainly used to study the
problem of tri-subject kinship verification. All these facial
videos are from the Internet and collected under an uncon-
strained natural environment.

KIVI dataset (Kohli et al., 2019a, b) is organized with the
family structure containing facial videos of 503 subjects from
211 families. The dataset is downloaded from the Internet.

TALKIN dataset (Wu et al., 2019) is the very first multi-
modal kinship dataset, which consists of both facial video and
audio modalities for each subject. All the videos are facial
videos with the subject talking. The videos are downloaded
from YouTube.*

4 YouTube is a popular US-based video-sharing website.

@ Springer

3.1.3 Evaluation Metrics

In kinship verification experiments, the data is usually
divided into positive pairs and negative pairs. The positive
pairs are all pairs with kin relations in the dataset, while
negative pairs are most often generated randomly among the
image pairs without a kin relation. Generally, when estab-
lishing a protocol, the number of positive pairs and negative
pairs is created balanced, although the creation of additional
negative pairs has also been explored (Li et al., 2021b). The
most typical evaluation protocols are based on N-fold cross-
validation with the intent to reduce overfitting. In the most
typical 5-fold configuration, four folds are used as training
data, while the remaining one is used for testing. After repeat-
ing the process through all five testing folds, we can compute
the final result with the average accuracy of each one of the
five. Notably, in this configuration, the positive and negative
pairs should only be generated within each fold.

Verification accuracy is the typical assessment criteria in
kinship verification studies. Given True Positive (TP), True
Negative (TN), False Positive (FP), and False Negative (FN).
The accuracy A is obtained by:

_TP+TN

P+N M

3.2 Kinship Dataset-Based Worldwide Competitions

Several kinship competitions were held based on the public
datasets, KinFaceW and FIW. Two series of FKV competi-
tions were held, KVW and RFIW. Two KVW competitions
were held in years of 2014 and 2015 on the KinFaceW
dataset. The task is kinship verification from facial images.
The RFIW competitions were held in recent years on FIW
with different sub-tasks. Table 3 summarized these competi-
tions.

3.3 Summary and Discussion

Compared with the first dataset, the recent ones have been
improved in size, structure, kin relation types, and data
modality. The kinship dataset establishment has its spe-
cific characteristics. We will discuss the features of kinship
datasets and their main issues.

(1) Difficulty of collecting kinship datasets Kinship datasets
are based on pair-wise or group-wise samples. This causes an
increased workload in data collection, annotation, and com-
putation.

In addition, establishing a kinship dataset requires obtain-
ing subjects’ private family-related information and family
members’ images. Due to privacy protection laws (e.g., Gen-
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Table 3 The summary of kinship competitions

Year Competition Dataset Tasks Platform
VI 2V1 FC SR

2014 KVW (Luetal., 2014a) KinFaceW v 1JCB

2015 KVW (Lu et al., 2015) v FG

2017 RFIW (Robinson et al., 2018; RFIW2017, 2017) FIW v v ACM MM

2018 RFIW (RFIW2018, 2018) v v FG

2019 RFIW (RFIW2019, 2019) v v FG

2019 RFIW (RFIW2019-Kaggle, 2019) v Kaggle

2020 RFIW (Robinson et al., 2020; RFIW2020, 2020) v v v FG

Some abbreviations. Column "Tasks’: Family classification (FC), Search and Retrieval (SR)

eral Data Protection Regulation (GDPR) in Europe Union®),
family information is not easy to be obtained and made pub-
lic. Therefore, the existing kinship datasets are still small and
not diverse enough.

(2) Date diversity Facial images in existing kinship
datasets are usually captured with the camera straight to
the subject. Typical conditions of important applications
are barely considered, such as public surveillance cameras
(e.g., finding missing children by using the surveillance net-
work, tiny face kinship verification), identification photos
(e.g., cross-domain kinship verification), and occlusion kin-
ship verification (e.g., during COVID-19 period Goyal and
Meenpal, 2021). Additional modalities (e.g., 3D face mod-
eling Crispim et al., 2020, infrared images, gait Bekhouche
et al., 2020, expressions Dibeklioglu et al., 2012a) should
be considered and proven helpful in solving kinship verifica-
tion under particular conditions. Moreover, exceptional cases
where parents are not strictly from the same ethnicity (e.g.,
Melanoderm, and Caucasian) are barely carefully considered
so far.

(3) Cross-disciplinary dataset Establishing a kinship
dataset that includes DNA profiles could promote the cross-
disciplinary study on how single nucleotide polymorphisms
(SNP) affect facial heritage patterns (Schneider et al., 2019).
As indeed, SNP allele demonstrates geographical or ethnic
group particularities in facial appearance.® From forensics
perspective, the use of kinship matching and SNPs in phe-
notypic clues (e.g., hair color, eye color) inference on facial
reconstructions can be applied to search suspects (Kayser,
2015).

4 Kinship Verification from Still Images

Facial kinship verification from still images is popular,
mainly due to the easily obtainable datasets and its wide

3 https://en.wikipedia.org/wiki/General_Data_Protection_Regulation.
© https://en.wikipedia.org/wiki/Single-nucleotide_polymorphism.

range of applications. Generally, the kinship datasets contain
the pre-processed facial images. Facial images are cropped
and resized into a normalized size. Main efforts are dedi-
cated to kin feature extraction and distance measurement.
Then classifier is utilized for binary classification.

The remainder of this section is organized as follows. In
Sect. 4.1, key steps of facial kinship verification are intro-
duced briefly. In Sect. 4.2, traditional kinship verification
methods are reviewed from feature learning (Sect. 4.2.1)
and metric learning (Sect. 4.2.2) aspects. In Sect. 4.3, we
introduce the recently emerged deep learning methods. In
the end, Sect. 4.4 summaries this section and discusses the
open issues.

4.1 The Key Steps for Facial Kinship Verification

(1) Face detection, alignment and segmentation The goal of
this step is to do face detection based on the input raw facial
images. After locating the face, the eyes’ position is usually
taken as the key feature to align the face. The purpose of
face alignment and face adjustment is to reduce the influence
brought by face scale and angle. The commonly used meth-
ods for face segmentation and alignment include MTCNN
(Zhang et al., 2016) and ERT (Kazemi and Sullivan, 2014).
Extensive research reviews on this sub-task have been carried
out, for example, the survey work of Wu and Ji (2019).

(2) Kin feature extraction The two input facial images
can be represented as X, Y. We extract features for these two
facial images and denote them with vectors, X, y. Then kin
features will be employed for the distance measurement and
classification in the next step. The kin feature extraction step
is an important research topic, and it also affects how the per-
formance will be. Before deep learning techniques are used
in kinship verification, some common handcrafted descrip-
tors are applied. With the implementation of deep learning in
kinship verification problems, the traditional feature descrip-
tors are replaced by deep embeddings gradually. We will
review the traditional representative methods and deep learn-
ing methods in Sects. 4.2.1 and 4.3.
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(3) Distance measurement By extracting facial image
features, two inputs are represented as two vectors. Then
a proper distance metric is used to calculate the distance
of two inputs in the feature space and assess the similarity
between two faces. Metric learning aims to learn a transform
matrix to narrow the distance between kin pairs (positive
pairs) and enlarge the distance between non-kin pairs (nega-
tive pairs). The extracted facial features can be mapped into
a new feature space and improve the performance of kinship
verification (Lu et al., 2014c; Yan et al., 2014a,b). We will
review the related metric-based methods in Sect. 4.2.2

(4) Classification The steps above produce a distance
value between sample pairs. Kinship verification is a binary
classification problem where commonly used classifiers
are K-Nearest Neighbor (KNN), Support Vector Machine
(SVM), and threshold classification.

4.2 Traditional Methods

As kinship verification is a relatively new and challenging
problem, many kinship verification methods were proposed
during the last decades. At the beginning of the kinship
verification research, traditional methods were proposed
for solving the kinship verification problem. They showed
good verification performance with computational efficiency,
especially in small datasets. In this subsection, we review the
traditional methods from aspects of feature extraction and
metric measurement.

4.2.1 Feature Extraction Methods

To establish an automatic facial kinship verification sys-
tem, we first need to represent the faces with features
effectively. We categorized these methods into enumera-
tion features, facial saliency features, hand-crafted features,
feature transformation based on color spaces, and feature
selection methods, as shown in Fig. 6. Naive enumeration
features started with the work of Fang et al. (2010b), which
represented the facial traits from low-level features with dif-
ferent points of view, such as eye color, skin color, hair
color, geometric characteristics between facial key points
(eye, mouth, nose) and face shapes (size of the eyes, mouth or
nose). Later, (Xia et al., 2012a,b) included more descriptive
information, such as age, gender, and race. These features
are represented with binary features encoded as —1 and +1.
Nevertheless, the enumeration of these features needs man-
ual efforts to label the samples, while the resulting features
are usually low-dimensional and not comprehensive enough.

(1) Kinship verification based on saliency features Meth-
ods of kinship verification based on saliency aim to verify
kinship by comparing the similarity of salient facial parts,
such as nose, eyes, mouth (Goyal and Meenpal, 2018; Guo
and Wang, 2012; Kohli et al., 2012; Wang and Kambhamettu,
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Fig. 6 The illustration of facial kinship verification from traditional
feature learning methods. Saliency feature-based methods include al
utilizing key facial parts (Guo and Wang, 2012), a2 detecting facial
landmarks (Wang and Kambhamettu, 2014) and a3 learning facial fea-
tures by closed edge regions (Goyal and Meenpal, 2018). Hand-crafted
feature representations include bl LBP descriptors (Ahonen et al.,
2006), b2 proposed pyramid facial descriptors with learning covariance
attributes between different facial patches (Moujahid and Dornaika,
2019) and b3 wavelet transform (Goyal and Meenpal, 2020). In ¢, fea-
tures combining color information methods can be sort into pre-defined
color space-based (Wu etal., 2016a) and learned color space (Liu et al.,
2016). In the end d, the feature selection method aims to seek efficient
ones among multiple facial features (Cui and Ma, 2017)
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2014). Thus, we need to first locate the facial key points.
Given a facial image, to find the salient parts, (Guo and
Wang, 2012) proposed to utilize the eyes, mouth, and nose
as the salient facial area. DAISY descriptor (Tola et al.,
2009) is applied to extract features and compute the similar-
ity between the image pairs. Kohli et al. (2012) proposed the
Differences of Gaussians (DoG) method to locate the facial
key parts. Then in 2014, Wang and Kambhamettu (2014)
introduced the widely used 68 facial landmarks Asthana et
al. (2013) extracted from facial images into kinship verifica-
tion. Besides the methods that extract facial key points and
facial landmarks, Goyal and Meenpal (2018) proposed an
edge detection-based kinship feature extraction method. The
Canny operator (Canny, 1986) was used for detecting the
facial edges, and areas enclosed by them were considered as
salient parts.

(2) Hand-crafted features The previous subsections intro-
duced methods based on the facial shape. These methods are
usually affected by detection accuracy, facial expression vari-
ance, noise, and face rotation, resulting in low verification
accuracy and low noise tolerance under complex condi-
tions. To solve these problems, researchers proposed feature
descriptor methods (Goyal and Meenpal, 2020; Laiadi et
al., 2021; Moujahid and Dornaika, 2019; Patel et al., 2017,
Puthenputhussery et al., 2016; Yan, 2019; Zhou et al., 2011,
2012) for kinship verification. Among them, Local Binary
Pattern (LBP) (Ahonen et al., 2006) is a widely used hand-
crafted feature extraction method. LBP is an operator that
describes the image’s local texture information. The result-
ing binary code describes the texture characteristics of an
image block and is invariant to both rotation and gray-scale
conversion (Ojala et al., 1996).

Based on the basic hand-crafted features, many meth-
ods improve the performance in different ways. Pyramid
Multi-level covariance descriptor (PML-COV) (Moujahid
and Dornaika, 2019) combined the LBP and HOG features
extracted from multiple resolutions to establish the feature
pyramid. Goyal and Meenpal (2020) proposed the Selective
Patch-based Dual-Tree Complex Wavelet Transform (SP-
DTCWT) method that decomposes the facial image using
six wavelet functions. By computing the similarity between
corresponding patches of an image pair, they can get discrim-
inative feature patches for kinship verification.

(3) Color texture transform-based methods The tradi-
tional hand-crafted features are extracted from gray-scale
images, thus ignore the useful chrominance features. The
chrominance of facial images contains kinship heredity infor-
mation, such as eyes’ color, skin color, hair color, etc. To
make full use of color information from facial images, Wu
et al. (2016a) proposed a color-texture feature extraction
method to combine color features with texture features for
kinship verification, making the features more discrimina-
tive. The proposed method first transforms the image into

the targeted color space and then extracts features from
each color channel. Experimental results demonstrated that
the HSV color space can provide more abundant kinship
information compared with other color spaces. Other related
studies also indicate the effectiveness of color information
to solve the kinship verification problem (Laiadi et al., 2019;
Wu et al., 2016b).

Besides extracting color features from the existing color
spaces, (Liu et al., 2015, 2016) proposed an Inheritable
Color Space (InCS) that views the kinship distance metric
as the objective function to learn an inheritable transfor-
mation W. W can map the images from the original color
space to the new color space. Upon the two kin images X
and Y € R3*"(n = h x w), the images are transformed to a
new color space, X = wTx, Y= WTY, where the distances
between kin pairs are closer than non-kin pairs.The compo-
nents of learned color spaces are decorrelated and have low
information redundancy. Besides that, the InCS is robust to
the illumination variations. Experimental results on multi-
ple datasets have shown the superiority of InCS compared to
other color spaces.

(4) Feature selection Unlike single feature extraction
methods, feature selection aims to study fusion schemes by
selecting among multiple features, enriching feature repre-
sentations, and reducing feature redundancy (Alirezazadeh
et al., 2015; Bottinok et al., 2015; Chen et al., 2017; Cui
and Ma, 2017). Usually, the inputs of feature selection meth-
ods are multiple feature representations. They can select the
most effective representations by introducing a constraint
as an objective function or directly as the classification
accuracy. Alirezazadeh et al. (2015) first proposed to fuse
local and global features and select the valuable and dis-
criminative features for kinship verification. Bottinok et al.
(2015) extracted multiple features from images, including
Local Phase Quantization (LPQ), Weber’s Local Descrip-
tor (WLD), and LBP. Before they classify the features, to
improve the verification accuracy, they propose the Max-
Relevance and Min-Redundancy (mRMR) method to select
a subset of variables to best describe the data.

Beyond that, researchers also use the classifier as a guide
for feature selection (Fig. 6d). Cui and Ma (2017) proposed
an adaptive feature selection method. They used a matrix W
to select discriminative features. For one given feature kind
f;,j = 1,..., N, they trained a weak classifier h;, j =
1,..., N. N weak classifiers selection and optimization can
be achieved through an objective function as follows.

N
. 2
min Jo,["+C 3 Wié
@j,D; iyi=1 )
st yi(@] @(xij)) +bj) =1 —&,i=1,--- N

éiZ(),i:l,"'»N
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Where, W; is the regularization parameter, &; is the slack vari-
able for each sample pair, @, b; are the hyper-parameters of
ith SVM, C is the trade-off parameter, X;; is the difference of
ith sample pair with respect to the jth feature representation,
®(x;;) is the feature map for the input space. By optimizing
this objective function, multiple weak classifiers are elected
to construct the final strong classifier. Similar to (Chen et
al., 2017; Cui and Ma, 2017) applied Canonical Correlation
Analysis (CCA) to find a multiple feature mapping function
to improve the correlation of kin pairs.

(5) Other methods Besides the methods introduced above,
researchers also tried to solve the feature extraction from
other points of view. Fang et al. (2013b) selected multiple
facial parts from different people to construct a part-based
dictionary. The features of a queried facial image can be
reconstructed by sparse coding using this dictionary. Chen
et al. (2020) used the dictionary learning method to reduce
the gap between kin facial images. Duan and Tan (2015)
proposed a feature subtraction method to remove the unre-
lated kinship part from the local feature and retain valuable
information. Bessaoudi et al. (2019) extracted the high-order
representations of facial features. And (Laiadi et al., 2020)
used Tensor Cross-view Quadratic Discriminant Analysis
(TXQDA) method. They use the feature mapping method
to learn low-dimension tensors to reduce the factors brought
by age and gender.

4.2.2 Metric Learning Methods

Metric learning was firstly proposed by Eric Xing et al.
(2002) on NIPS 2002. For the kinship verification problem,
we would need to find a proper distance measurement method
to compute the distance between an image pair based on fea-
ture extraction methods. Ideally, in this metric, the image
pairs with kin relations (positive pairs) would have small
distances, while those without kin relations (negative pairs)
would have large distances. It maps the distance metric space
into a new metric space (Kulis, 2012). The commonly used
basic distance metrics in kinship verification are Euclidean
distance (Yan et al., 2014b), Mahalanobis distance (Hu et al.,
2014, 2017; Kou et al., 2015; Lu et al., 2014c; Wei et al.,
2019; Yan et al., 2014a; Zhang et al., 2015), bilinear sim-
ilarity (Fang et al., 2016; Qin et al., 2016; Xu and Shang,
2016a,b; Zhou et al., 2016a,b), graph learning (Guo et al.,
2014; Liang et al., 2018), cosine similarity (Yan et al., 2015;
Yan, 2017), CCA (Lei et al., 2017) and other metric pat-
terns (Liu et al., 2017; Liu and Zhu, 2017; Wu et al., 2018;
Zhang et al., 2016; Zhao et al., 2018). Selective methods are
illustrated in Fig. 7. We will review these methods according
to the metric categories.

(1) Neighborhood Repulsed Metric Learning In 2014, Lu
et al. (2014c¢) proposed the Neighborhood Repulsed Metric
Learning (NRML) method for kinship verification, which
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Fig.7 TIllustrations of metric learning methods for kinship verification.
Circles in the figure represent kin nodes, and squares with the corre-
sponding color are negative kin samples. The dashed lines are radii that
represent distance margins. a illustrates the NRML method (Lu et al.,
2014a) that repulses non-kin images within node’s own neighbor cir-
cle. b Ensemble similarity learning (Zhou et al., 2016a) is similar to
NRML, while it enlarges the neighbor circle with an additional con-
stant. ¢ Large-margin metric learning (Hu et al., 2017) takes all positive
and negative pairs together and introduces a large margin to separate
negative samples. d State-aware metric learning (Liu and Zhu, 2017)
computes angle between two features. e Transfer learning method (Shao
etal., 2011a) takes young parent as a bridge to learn a mapping function,
thus to pull kin pairs with age gap closer. f Genetic metric (Zhang et
al., 2016) obtains the intrinsic distance from child to both parents in an
unsupervised way

is also the first try of metric learning in solving kinship
verification, and provided the fundamental theory and pro-
tocol for metric learning-based kinship verification study.
The motivation of NRML is that the negative neighbors
of positive samples can confuse the classifier. Based on
that, NRML repulses the k negative neighbors and pulls
the positive samples together, thus separating the positive
samples and negative samples (Fig. 7a). The training set
is represented as S = {(x;,y;)|i=1,2,--- N}, where
there are N kin image pairs. The distance between x; and
y; is computed with Mahalanobis distance, d(x;,y;) =

\/(xi — yj)TW(xi —Y;). The W is a symmetric and posi-
tive semidefinite matrix. The objective of NRML is to seek a
proper W to achieve that when i = j the distance between x;
and y; is as small as possible, otherwise the distance should
be as large as possible. The objective function is denoted as,

max J(W) = J1(W) + (W) = J3(W)

Nk
1
= dz(Xi»Yn)
N";zgl 1 3)
1 N &k 1 N
Nk sz2 (Xin» ¥i) = N ;dz i, yi)

i=1 =1
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where, y;;, denotes as the #1th sample in k nearest negative
neighbors of y;, X;;, denotes as the #,th sample in k nearest
negative neighbors of x;. The first two terms of Eq. 3 aims
to repulse the negative samples of x; and y; within k nearest
neighbors. While J3(W) pushes the positive samples x; and
yi together. Thus NRML algorithm can set positive and neg-
ative samples apart. W is solved by iteratively updating the
variables.

NRML method showed the best performance at that stage
in 2014, achieving 73.8% and 69.9% verification accuracy
on KinFaceW-I and KinFaceW-II datasets. The main idea
of NRML is also used in other metric learning methods.
Yan et al. (2014b) proposed to map the feature vectors into
the hyperplane of SVM and applied the NRML method to
optimize the distance metric. Xu and Shang (2016a) con-
catenated multiple features into one vector and combine the
NRML method with bilinear similarity to compute the dis-
tance between image pairs. Yan et al. (2015) and Lei et al.
(2017) replaced the distance metric with cosine similarity and
CCA. They also demonstrated the effectiveness of NRML.

Besides the reviewed NRML related methods, researchers
also proposed other metric learning methods based on Maha-
lanobis distance. Yan et al. (2014a) introduced a probability
model, where the probability of positive pairs having a
smaller distance than most similar negative pairs is maxi-
mized, which can be formulated as P (d(x;, y;) < d(X;,y;)).
By minimizing P, W can be optimized simultaneously. Hu
et al. (2014, 2017) proposed the large-margin multi-metric
learning (LM3L, Fig. 7c) method to learn a metric based on
fusing multi-view features. To further separate the positive
and negative pairs, they introduced an extra margin.

(2) Metric learning based on bilinear similarity Besides
the commonly used Mahalanobis distance measurement,
bilinear similarity Sw (x;, y;) = xiT Wy, is also used for the
metric learning-based kinship verification studies, where W
is the positive semidefinite matrix. When W is the identity
matrix, bilinear similarity can be viewed as the cosine sim-
ilarity without normalization. Bilinear similarity has shown
good performance for image retrieval (Deng et al., 2011; Gao
et al., 2014) and it can effectively calculate the similarity
between two sparse feature vectors.

Zhou et al. (2016a, 2016b) proposed the Ensemble Simi-
larity Learning (ESL) method (shown in Fig. 7 (b)) to solve
the kinship verification problem. The inputs are x;, y;, X;, y;.
The objective function based on their distance are,
{Sw i, y)) = Sw (xi,y;) + 1 @)

Sw (xi,yi) = Sw (xj,yi) + 1

Where, x; and y; represent the positive pairs. x; and y; rep-
resent negative samples.

ESL method has superior computational efficiency and
can be applied for high-dimensional data. Then the inputs

of ESL are quadratic, which satisfies the inter- and intra-
constraints on the similarity pattern for image pairs. Qin
et al. (2016) proposed a multitask-based bilinear similarity
learning method. They combined the four kinship verifica-
tion tasks to transfer the knowledge from one task to other
tasks. Fang etal. (2016) introduced the logistic loss to smooth
the objective function and improve the efficiency of the opti-
mization process.

(3) Other metric learning methods Besides the metric
learning reviewed above, researchers also proposed meth-
ods from other points of view. Zhang et al. (2016) proposed
a generic metric. In the feature space, the distance between
a child and two parents can be computed by the minimum
length from the child feature vector to the feature vectors
of two parents. Liu et al. (2017, 2017) introduced the angle
0 between the parent’s and child’s feature vector to formu-
late the objective function. Wu et al. (2018) introduced a
low-rank metric learning method to learn the latent sub-
space and dig more discriminative representations adaptively.
Zhao et al. (2018) proposed the multi-kernel metric learn-
ing method, including linear and nonlinear distance metric
methods. By weighted fusing them, they can obtain the final
distance. The graph learning method is also studied for met-
ric learning-based kinship verification. Liang et al. (2018)
build the Intrinsic Graph and Penalty Graph according to the
relationship between the data. They combined the NRML
algorithm and graph learning to describe the intraclass com-
pactness and interclass separability.

Age variance between parents and children can have an
adverse effect on kinship verification. Shao et al. (2011a),
Xia et al. (2011) pointed that children and their parents look
more alike when parents are at young ages. The idea of reduc-
ing the divergence caused by the aging effect is to utilize the
young parent’s facial images as a bridge between children and
elder parents. The module takes images of young parents, old
parents, and children as the source, intermediate, and target,
which can be denoted as Xyp, Xop and Y. A subspace projec-
tor matrix W is learned to project the intermediate domain
and the other two domains to have the same distribution.
One drawback of this study is that it requires manual efforts
to collect the images of parents both when they are old and
young.

Metric learning methods project the feature vectors into a
new feature space that pulls the kin image pairs together
and pushes the non-kin image pairs further away. In this
subsection, we reviewed and summarized the existing met-
ric learning-based kinship verification methods. Traditional
metric learning methods are based on the feature extraction
module. Besides that, deep metric learning methods inte-
grate the feature extraction and metric learning loss to guide
the deep network to learn comprehensive feature extraction
strategies. We will review these methods in the following
subsection.
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4.3 Deep Learning Methods

Traditional hand-crafted feature extraction methods have
limited ability on feature description. While the CNN-based
deep learning methods have a strong capability of non-linear
expression. They can learn the effective feature embed-
dings from the original raw data by applying task-related
constraints, thus avoiding the traditional hand-craft feature
extraction rules (Ma et al., 2021; Xia et al., 2020a, b).

With the fast development of deep learning in computer
vision and the emergence of large-scale kinship datasets,
researchers started to study the deep learning methods for
kinship analysis in 2016 (Li et al., 2016). The existing facial
kinship verification algorithms have used multiple novel deep
architectures, including basic neural networks (Wang et al.,
2015), deep metric learning (Li et al., 2016), architectures
based on auto-encoders (Gao et al., 2019; Kohli et al., 2019b;
Wang et al., 2015) and attention networks (Yan and Wang,
2019), etc, as shown in Fig. 8. We will summarize and review
these methods in the latter part of this section.

The very first method proposed by Wang et al. (2015)
in 2015 has two stages: feature extraction and deep metric
learning. The facial features are extracted with traditional
methods. Features are fed into nonlinear AutoEncoders
followed with Mahalanobis distance metric to project the fea-
tures into a non-linear space. The drawback of the method is
that the input is the LBP feature, and the detailed informa-
tion of the original image is missing. The first End-to-End
deep learning method for kinship verification is proposed by
Zhang et al. (2015). The architecture is shown in Fig. 8a.
The network inputs are two stacked facial images, and then
outputs the final result. The architecture of the network is
simple yet effective.

(1) Deep metric learning methods To optimize the dis-
tance between two input facial images, researchers proposed
to add a distance metric into network training, which we call
Deep Metric Learning methods (Duan and Zhang, 2017; Li
etal.,2016, 2017; Luetal., 2017; Zhang et al., 2020; Zhou et
al., 2019). The typical network architecture is Siamese Net-
work, which is shown in Fig. 8b. Different from one-stream
networks, Siamese networks have two streams that share the
same weights and utilize the distance metric as the loss func-
tion to learn an optimal feature space such that positive pairs
(pairs with kin relation) have small distances and negative
pairs (pairs without kin relation) have large distance.

Lietal. (2016) proposed the Similarity Metric based Con-
volutional Neural Networks (SMCNN) method. The inputs
of the network are two facial images, X and Y. G(-) indi-
cates the FC layer output of the network. They employed the
[1-norm to compute the distance of two output embeddings.
Equation 5 formulates the distance between two embeddings.

DX, Y)=16X)-G Y )

@ Springer

During the training, Li et al. added a threshold 7 to fur-
ther partition the positive samples and negative samples. The
labels of positive samples and negative are denoted as y = 1

and y = —1. Then we can have the cost function of the
network.
Lsuenny = f(1 =y(r = DX, Y))) (6)

where f(-) is the generalized logistic loss. To minimize the
cost function, the gradient descent algorithm is adopted to
optimize the convolutional neural networks.

Moreover, the commonly used metric-based loss func-
tions include Contrastive Loss and Triplet loss (Dibeklioglu,
2017; Wu et al., 2019). These two loss functions are based on
distance measurement, such as Euclidean distance. The con-
trastive loss takes positive pairs and negative pairs as inputs.
Different from contrastive loss, triplet loss has three inputs,
including the Anchor (a), the Positive (p), and the Nega-
tive (n). The positive and negative pairs are referring to the
anchor sample. Thus, positive sample pairs are clustered, and
the positive and negative samples are separated.

While regarding the deep metric learning techniques, the
selection of the sample pairs/tuples can directly affect the
efficiency and performance of the network. Researchers pro-
posed the Hard Sample Mining methods (Li et al., 2021b;
Suh et al., 2019; Wang and Yan, 2020). Hard sample mining
methods are designed to find positive sample pairs with large
distances and negative sample pairs with small distances from
training batches, which can produce large backward losses
and effectively train the network. Li et al. (2021b) proposed a
discriminative sample mining approach using meta-learning
in kinship verification. They abandoned the easy negative
ones and kept the hard samples to dominate the gradient.

(2) Architectures based on auto-encoders Another deep
kinship verification architecture is based on Auto-Encoders
(AE) (Dehghan et al., 2014; Dibeklioglu, 2017; Ertugrul and
Dibeklioglu, 2017; Gaoetal.,2019; Kohlietal.,2019b; Liang
et al., 2017; Wang et al., 2015, 2016, 2017). The very first
applied autoencoders in kinship verification aims to train a
model for facial feature extraction (Wang et al., 2015). The
encoded feature is the reduced feature representation of the
input.

Many auto-encoder methods were motivated by the cor-
relation between inputs and outputs. They can be catego-
rized into two classes, traditional autoencoder (Kohli et al.,
2019b; Wang et al., 2016, 2017) and NN-based autoen-
coder (Dehghan et al., 2014; Dibeklioglu, 2017; Liang et al.,
2017). Traditional autoencoder learns the relation mapping
representation by minimizing the loss function formulated
to fit two input images. The NN-based autoencoders use
multiple layers of projection and optimize the network by
back-propagation. Liang et al. (2017) proposed to utilize
the intermediate layer to describe the relationship between
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Fig. 8 Deep learning-based kinship verification methods. a Basic
CNN-based (Zhang et al., 2015). b Deep metric learning method
SMCNN (Li et al.,, 2016) with Siamese architecture. ¢ Attention
scheme (Yan and Wang, 2019) in kinship verification. d1 and d2 are
approaches that aim to analyze corresponding embedding elements of
two facial images. d1 Unified approach (Dahan and Keller, 2020) uses

inputs and outputs. They first extracted the features of two
facial images by a pre-trained CNN. The obtained features
are the inputs of autoencoders. By minimizing the differ-
ence between the encoded feature and the child’s feature, the
autoencoders can be optimized, and the output of the inter-
mediate layer shows the relational feature of the two facial
features, as shown in Fig. 8e1. The method proposed by Liang
et al. requires learning the rational feature every time when
new input pair comes.

Dibeklioglu (2017) improved it by encoding both inputs
into a dual network and defined comprehensive losses to learn
kin-related features in an End-to-End fashion. Though they
utilize the video frame as the input that should be reviewed
in the Sect. 5, we prefer to put it here for the consideration
of completion. They took a pair of kin images as the inputs
of dual autoencoders, as shown in Fig. 8¢2. They made the
output of each decoder similar not only to the input facial
image but also to its kin facial image. Atlast, they adopted the
encoded features as the kin feature representations. Formally,
two input images X and Y pass through the autoencoders and
then two generated facial images X and Y are obtained. The
kinship loss is defined to maximizing the similarity of kin
pairs as follows:

Liin = DX, Y) + D(Y, X) 7
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(e2) Dual autoencoders

row convolution, and d1 GNN (Li et al., 202 1a) introduces GCN to build
a relational graph. el and e2 are architectures based on auto-encoders.
el applies single stream autoencoders to learn the relational features of
two facial images (Liang et al., 2017). e2 illustrate a dual autoencoders
architecture with each stream leaning kin features (Dibeklioglu, 2017)

Where D(-, -) denotes the distance between two images. Kin-
ship loss aims to learn the facial transformation between kin
pairs and maintains the effective kin feature representation.
The non-kinship loss aims to minimize the similarity of non-
kin pairs. X; and Y ; are negative samples with regards to the
input parent’s image and child’s image, respectively. Then
the non-kinship loss is formulated as:
Luon—kin = =D(Y, X)) = DX, Y)) @®)
Combining both kinship loss and non-kinship loss, the
final loss can be written as:

Lye = ALkin + (1 — A) Lyon—kin )

where X is a tradeoff parameter between kinship loss and
non-kinship loss. By training the auto-encoders, the distance
of encoded features indicates the relationship of the inputs.
Moreover, some researchers applied image synthesis and
generative techniques to synthesis a child’s facial images
given parent’s facial image by Generative Adversarial Net-
works (GANSs) (Gao et al., 2019; Ozkan and Ozkan, 2018).
Besides, GANs can also be utilized to learn disentangled
images or representations when facing challenges such as
age and gender. Wang et al. (2018) applied GANs as a
cross-generation framework towards generating young par-
ents. The old parents were transformed to their young ages to
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mitigate the age gap. To mitigate the gender difference, Feng
and Ma (2021) proposed Gender-FEIT. GANs were trained
to learn gender invariant face representation in the case of the
opposite gender (e.g., FD, MS). A gender discriminator was
imposed on the encoder to train the network in an adversarial
manner.

(3) Architectures based on attention scheme The psycho-
logical research indicates that kin clues are located in the
specific areas of the face rather than in the entire face (Dal
Martello and Maloney, 2006). Methods discussed above take
the whole face as a clue for verifying kinship while ignor-
ing the facial kin feature distribution. In order to learn an
effective kin feature embedder, multiple attention mecha-
nisms can be applied to guide the network to pay attention
to genetic regions. One possible and widely used method is
the channel-wise attention mechanism (Zhang et al., 2021).
It learns an adapting weight for different feature channels,
as it is assumed that channel-wise features reflect variant
information over space. By training deep networks with kin-
constrained loss function, the kinship-interested feature is
generated.

The attention proposed in Yan and Wang (2019) is illus-
trated in Fig. 8c. Yan er al. learned the facial geometric
weights directly from the transformation of the intermediate
feature map. They also applied the residual learning idea to
retain original information by summing the weighted feature
map with the original feature map. Specifically, the feature
map passes through a pooling operation and convolutional
layer. To restore the feature map with the same size as the
original feature map, they used an up-sampling method fol-
lowed by a sigmoid function to map the weights into O to 1
scale. The original feature map is formulated as C(X) and
F(X) denotes the attention weights. The weighted feature
is denoted as P(X) = F(X) x C(X). To avoid the loss of
information, Yan et al.applied the residual method P(X) =
(14 F(X)) % C(X). The attention network shows good per-
formance on KinFaceW-I and KinFaceW-II datasets. They
reached 82.6% and 92.0% accuracies, respectively, which
are superior compared to basic CNN.

The attention networks learn the interest areas for the kin-
ship verification task. While the study of that is still in its
infancy, and only limited studies can be found. Researchers
(DeBruine et al., 2009) also pointed that age and gender gaps
influence the verification accuracy of kinship. Thus, locating
the age and gender invariant regions containing kinship clues
using the attention method is also promising in the future.

(4) Other architectures Besides the deep architectures we
have reviewed above, researchers also contributed to solv-
ing other problems. Yan and Song (2020) studied the latent
CNN embeddings for kinship verification. The two input
facial images pass through weight-shared CNNs, and they
collect the embeddings from different layers of CNNs. The
embeddings are respectively concatenated to measure the kin
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similarity. Similar to Yan’s method, Dahan and Keller (2020)
collect the embeddings from the last FC layer, and a fusion
mechanism is proposed to learn the similarity and dissimi-
larity of input images.

Zhang et al. (2019) proposed an appearance and shape-
based deep learning method. They extracted both appearance
and shape features and combined them for kinship verifica-
tion. Experimental results indicate that compared with single
feature representation, fusing appearance and shape features
can improve the verification accuracy by 10%. Li et al. (2020,
2021a) pointed that we usually inferred the kinship by com-
paring the corresponding facial attributes of two persons. In
their approach, they took every dimension of a CNN output
as one genetic feature. Based on that, they established a kin
graph, where the node is represented with the concatenation
of the corresponding d'th bits obtained from two feature vec-
tors g(x) and g(y).

Kinship verification studies suffer from insufficient train-
ing data, especially for the efficient training of deep learning
models. To solve this problem, Song and Yan (2020) pro-
posed a kinship data augmentation method named KIN-MIX,
which augments data from the feature level rather than raw
facial images. A linear sampling method was used to gener-
ate positive kin samples by mixing a pair of kin features. The
generated feature can be represented as z = Ax + (1 — X)y,
where x and y are features with kinship, A € [0, 1], and z is
the augmented feature. Their experimental results indicated
that there is a performance improvement when training with
the augmented data.

4.4 Summary and Discussion

Methods of FKV based on still images aim to obtain kin-
ship discriminative features from facial images and apply the
mathematical models to represent the resemblance between
kinship. We have witnessed significant progress on various
aspects of facial kinship verification. In this subsection, we
will summarize the main achievement of FKV, discuss the
main issues.

4.4.1 The Status of FKV

Over the last decade, image-based kinship verification tech-
niques have been developed to a great extent. In the early
research, first attempts demonstrated the possibility of auto-
matically verifying kinship with computer vision methods.
With machine learning methods showing great potential,
kinship verification got increasing attention in the field.
Advances were made with many methods proposed. Brand
new ideas of problem formulation (Lu et al., 2014c; Wang et
al., 2015; Zhang et al., 2015), algorithms from different dis-
ciplines (Yan and Wang, 2019) were raised. More recently,
deep learning methods (Dahan and Keller, 2020; Li et al.,
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2021b) have emerged and shown powerful learning capa-
bility on large datasets. Different methods showed different
levels of progress towards the specific tasks. We will discuss
the performance comparison in detail in Sect. 6.

4.4.2 Main Issues and Facts

(1) Feature descriptor For facial kinship verification prob-
lem, how to automatically locate genetic features from faces
(e.g., by combining bio-genetic evidence) is remaining as
a challenge. Besides, developing accurate and robust kin
feature extraction methods is desired under complex environ-
ment and is essential to establish a robust kinship verification
system.

(2) Proper distance metric The inter-class similarity and
intra-class dissimilarity cause the kinship verification prob-
lem less discriminative. The optimal distance metrics or
classifiers are critical for kinship verification. This is evi-
denced by methods, e.g., NRML (Lu et al., 2014a) and
CNN-based methods (Dahan and Keller, 2020; Lietal., 2016,
2020), that kin and non-kin pairs are further separated by
optimized metrics.

(3) Reliability of training data Kinship verification
is achieved by comparing the similarity of two facial
images (Lu et al., 2014a). Same photo problem (Lu et al.,
2014c) were pointed out by Bordallo (Bordallo Lopez et al.,
2016) that FKV system would focus on unwanted clues. FKV
system trained with the same photo data could be fragile when
test kin faces are from different photos.

(4) Family generalization In FKV study, the training set
has no family overlap with the testing set, which means that
test subjects are unseen during the training. The model con-
fronts with generalization problems when new family comes.
Methodologies of Domain Generalization (Wang et al., 2021)
(DG), e.g., domain-invariant representation learning and
meta-learning, are potential in studying family-invariant her-
itage features.

(5) Same person issue As we have discussed in Sect. 2.1,
it is reasonable that FKV system will give high prediction
accuracy for images from same person. In specific scenarios
(e.g., visa fraud 7), an image from the same person can easily
spoof the system. The additional upper boundary for FKV is
demanded.

5 Kinship Verification from Facial Videos

Compared to still images, facial videos can provide more
information. A video-based kinship verification system indi-
cates the kin or non-kin relation between subjects present

in video sequences containing faces. This is an important

7 https://en.wikipedia.org/wiki/Visa_fraud.

research problem for some use cases, such as surveillance
systems or social media broadcasting. The first video-based
kinship verification study dates back to 2013 (Dibeklioglu et
al., 2013), when (Dibeklioglu et al., 2013) combined appear-
ance and dynamic features to depict kin characteristics.
Although video-based kinship verification is an extension of
image-based kinship verification research, it contains addi-
tional spatio-temporal information that can be useful for
FKV. However, due to the significant challenges we list
below, video-based kinship verification has still not reached
its full potential.

(1) Low quality of facial videos Typical facial videos are
usually recorded with subjects that do not necessarily coop-
erate with the recorder. Hence, the facial quality shows more
variability, especially in pose and illumination, which can
fluctuate across subjects and frames of the same video. In
addition, occlusion and target loss are also possible, as shown
in Fig. 9a. Eliminating the noise while adaptively extract-
ing helpful information is still an unsolved problem, which
is usually mitigated in current datasets by simplifying the
recording conditions (Dibeklioglu et al., 2013).

(2) Blurry video frames The understanding of moving
faces in sequences is frequently hindered by frame blurring
due to motion (see Fig. 9b). This is especially evident under
slow shutter speeds and long exposure times (Shen et al.,
2020). Advanced devices can address this issue by collect-
ing data at higher frame rates, with high-quality optics and
short exposure times. However, this can cause an unneces-
sary waste of resources (Jin et al., 2019). Deblurring video
frames for kinship analysis still remains as a challenge.

(3) Integration of faces, audio, and body information
Videos provide rich behavior information and dynamic cues
besides facial appearance. Voice (Wu et al., 2019) and gait
(Bekhouche et al., 2020) could act as complementary modal-
ities that provide kin clues. The main challenge is to devise
how to fuse multiple modalities properly to learn the com-
plementary features for kinship verification.

Video-based kinship verification systems are similar
to image-based kinship verification and follow a similar
approach introduced in Sect. 4.1. The distinct difference is to
model kin features from sequences. We review the existing
video-based methods from constrained video-based kinship
verification in Sect. 5.1 and unconstrained video-based kin-
ship verification in Sect. 5.2. Sect. 5.3 summarizes the status
of video-based kinship verification and discusses the remain-
ing research issues.

5.1 Constrained Video-Based Kinship Verification
Constrained video-based kinship verification refers to ver-
ifying kinship from facial videos that there is no variance

on shooting environment and subject actions. A represen-
tative constrained dataset is the UVA-NEMO Smile dataset
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Fig.9 The challenges of video-based kinship verification

(Dibeklioglu et al., 2013) as we have discussed in Sect. 3.
It is hypothesized that people with kin relations might also
share similar facial expression dynamic features that could
be present in e.g., smiling style. This hypothesis was corrob-
orated by the original authors in 2013.

Dibeklioglu et al. (2013) extracted the dynamic and facial
spatio-temporal features for kinship verification. They local-
ized 17 facial landmarks to track facial movement and
extracted the dynamic features based on them. Together with
the spatio-temporal feature CLBP-TOP, they demonstrated
the family resemblance of smiling faces (Fig. 10al). Boutel-
laa et al. (2017) combined deep features and spatio-temporal
features (e.g., LBP-TOP) to study constrained video-based
kinship verification. Experimental results showed that deep
features have complementary information regarding spatio-
temporal features. In 2017, Dibeklioglu (2017) proposed
to measure the similarity of kin facial smile videos by
matching affective intensity, as shown in Fig. 10 (a2). They
decomposed the smile video into frames and aligned the sub-
sequence according to the smile intensity of the face. The
matched sequence pair is the input of dual auto-encoders, as
reviewed in Sect. 4.3.

Constrained video-based kinship verification studies indi-
cate that people with kinship have both similar appearance
and smiling expressions. However, it requires strict collection
conditions that hinder its applicability. To answer this lim-
itation, researchers formulated unconstrained video-based
kinship verification, which we will review in the following
subsection.

@ Springer

From unconstrained videos

From constrained videos

- Dynamic
q_feawre “ W(;,'

/
8

Kin or
Non-kin
©
‘#@“;p
temporal &
—=>iildl

(Dibekioglu et ). 2013)

ial expression matching

Faci:
Test: L» [ Feature extraction + distance me: © Kinship

(Dibekioglu etal. 2017) Spectrog (i et al. 2019)

(32) Expression aligned with autoencoders

Audio ectrogram
(bz) Audio-visual kinship verification

Fig. 10 Illustration of video-based kinship verification methods. al
and a2 methods based on constrained videos. al Traditional methods
fusing dynamic and spatio-temporal features (Dibeklioglu et al., 2013).
a2 learns kin features with matched smiling frames (Dibeklioglu, 2017).
b1 and b2 methods are based on unconstrained videos. bl SMNAE
(Kohli et al., 2019b) utilizes video frame pairs to learn comprehensive
distance representation. b2 Multi-modal method (Wu et al., 2019) fuses
both facial and vocal features

5.2 Unconstrained Video-Based Kinship Verification

Compared with constrained videos, unconstrained videos are
collected in the wild conditions. Relaxing the restriction of
the collection conditions makes it easier to enlarge the scale
of the datasets. The collection of large video frames provides
alarger number of individual frames to be used in training, but
at the same time, it severely increases the burden of computa-
tion. On the other hand, the variability of the collected videos
also provides for additional multimodal cues that could be
exploited in a complementary manner. We review the meth-
ods from these two perspectives.

5.2.1 Frame-Wise Kinship Verification

Kohli et al. (2019b) proposed a three-stage autoencoder to
learn the relation between two facial videos, called Super-
vised Mixed Norm AutoEncoder (SMNAE, as shown in
Fig. 10bl). First, every video was decomposed into a sub-
sequence with a specific number of frames, called vidlet.
The vidlet pair is the input of the three-stage autoencoder. In
the first stage, the relation of the corresponding video frame
was learned as the facial resemblance. The second stage con-
catenated the spatio-temporal representations. In the end, the
third stage fused the spatio-temporal information and learned
the final score of kin probability. As introduced in Sect. 4.3,
this method has a common drawback, since the learning pro-
cedure needs to be repeated for each input pair.

5.2.2 Multi-Modal Kinship Verification

Research works of Genetics (Sataloff, 1995), Psychol-
ogy (Van et al., 2001) and Acoustics (Debruyne et al., 2002;
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Nolan et al., 2011; Weirich and Lancia, 2011; Whiteside and
Rixon, 2013) indicated that speaking voice also had heredi-
tary traits. In practice, this is intuitively known that we can
recognize certain traits of the parent’s voice in their chil-
dren’s speaking. Sataloff (1995) analyzed that related to the
vocal function is genetically determined. Researchers in the
field of acoustics have also demonstrated the voice similarity
between kin-related people quantitatively (Debruyne et al.,
2002; Nolan et al., 2011; Weirich and Lancia, 2011; White-
side and Rixon, 2013). Besides that, psychology researchers
found out that people have the ability to judge kinship only
from voice (Van et al., 2001).

Multi-modal kinship verification was described by Wu
et al. (2019) in 2019. Wu et al. (2019) pointed that people
with kin relations not only look alike, they also have simi-
lar speaking voices, based on which they proposed to fuse
vocal features and facial features for the problem of kinship
verification. The method architecture has two sub-networks:
vocal network and visual network, as shown in Fig. 10b2. The
fusion module applied contrastive learning to learn the fusion
scheme. The experimental results demonstrated the effective-
ness of multimodal fusion compared to uni-modal (Wu et al.,
2019).

Since video-based kinship verification is still a relatively
new research topic, only limited research was found in
the literature. Although it shows the potential capability of
describing more comprehensive features related to kinship
when compared to facial images, many issues still remain.
We will next provide a summary of video-based kinship ver-
ification and discuss the current issues.

5.3 Summary and Discussion

Videos provide an abundance of information that can be
leveraged to compensate for the limited temporal information
of individual still images. However, varying video quality
and multi-source integration bring new challenges to video-
based kinship verification research. Both controlled and in
the wild videos can enhance the performance of frame-based
verification by providing temporal information. The existing
benchmarks studied that facial dynamics such as smiles can
be another cue for kinship, complementary to facial appear-
ance. Finally, a comprehensive approach is to fuse multiple
modalities for kinship verification. However, many problems
and unsolved issues still remain in video-based kinship ver-
ification.

(1) Video dataset Until now, kinship video datasets are
very small. Only hundreds of subjects are included in the
dataset. This is due to the difficulty of collecting subjects’
facial videos. Unlike facial images that depict single indi-
viduals and can be obtained automatically by web crawlers
(since facial images sometimes have identity tags), facial

videos usually come with multiple non-kin subjects and scene
transitions and require careful curation.

(2) Kin features from videos Compared with kinship ver-
ification from images, research on video analysis is found
with limited scale, especially for the unconstrained video-
based kinship verification. How to learn kin features from
videos (e.g., dynamic facial features, multi-modal features
such as voice, gait or gestures) is a key research direction.

(3) 3D facial modal 3D Morphable Models (3DMMs) (Booth

et al., 2018) reconstruct the facial shape from images and
videos in unconstrained conditions. 3D face recovery avoids
the strict traditional 3D face collection conditions. It reduces
the influence of illumination variations brought by the wild
environment. Recovering a 3D face in the study of kinship
verification remains blank.

6 Performance Comparison

In this section, we compare the existing kinship verifica-
tion methods. Due to a large number of methods tried in
FKYV, it is not possible to list and compare all of them.
Thus, we select representative works and several landmark
methods. Tables 4, 5, 6, 7 and 8 summarize the perfor-
mance of some representative kinship verification algo-
rithms (including feature-based, metric learning-based, and
deep learning-based methods) on commonly used bench-
mark datasets. The widely-used still-image kinship datasets
include KinFaceW-I, KinFaceW-II, TSKinFace, and FIW.
The depicted video-based kinship datasets are UVA-NEMO
Smile, TALKIN, and KIVI.

Early stages of facial kinship verification research focused
mainly on traditional feature extraction methods. The first
computational model proposed, tested on the Cornell Kin-
Face dataset, only showed a 65.7% verification accuracy.
Subsequently, an increasing number of feature extraction
methods were proposed. Several methods based on feature
extraction have achieved significant performance improve-
ments. For example, Feature selection method (Cui and
Ma, 2017) reached 89.1% and 82.8% average verification
accuracy on KinFaceW-I and KinFaceW-II datasets. SP-
DTCWT (Goyal and Meenpal, 2020) method achieves the
competitive performance and preserves the algorithm effi-
ciency.

Metric learning methods optimize the distance measure-
ment to separate kin and non-kin pairs and improve the
verification accuracy. MNRML (Lu et al., 2014a) algorithm
is the first remarkable metric learning method that appeared
in the kinship verification literature, and it obtained the best
performance at that time. On KinFaceW-I and KinFace W-II,
itreached 69.9% and 76.5% accuracy on the average. LM3L
(Hu et al., 2014) and SPML (Liu and Zhu, 2017) also show
with comparative performance. The performance of metric

@ Springer
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learning methods is affected by the effectiveness of input
features.

Deep learning methods proposed later resulted in further
performance improvements. For example, DSMM method
reached 82.4% and 93.0% average accuracy on KinFaceW-1
and KinFaceW-II. With the verification accuracy on small
data sets approaching saturation, researchers proposed to
move to large-scale kinship verification. Table 5 compares
the performance on FIW dataset. Due to different experi-
mental protocol, Table 5 only includes results reported on
standard FIW dataset. Further RFIW competition results
can be referred to Robinson et al. (2021). Unified approach
(Dahan and Keller, 2020) achieved the best performance of
79.3% average accuracy, and there is still a large space for
improvement of large-scale kinship verification.

Facial kinship verification is affected by many factors.
From the perspective of data acquisition conditions, this
includes the recording environment, and the conditions of
facial image acquisition, and other factors. From facial
attribute point of view, the factors include facial expression,
age, and gender. In addition, the size of the kinship dataset
is also one of the factors affecting the accuracy. We analyze
these factors according to the corresponding experimental
results.

(1) Data collection conditions Dataset collection can be
conducted under two types of conditions: constrained collec-
tion in-lab conditions or unconstrained collection in natural
environments. Under the constrained environment, taking the
UVA-NEMO Smile dataset as an example, the verification
accuracy on it is comparatively high since noise brought
by environment has been eliminated. The SCCAE method
achieves an average verification accuracy of 93.3%.

The KinFaceW dataset studies the influences between
images from the same photo and different photos. From the
verification accuracy listed in Table 4, it can be seen that
the KinFaceW-I dataset is relatively lower than that of the
KinFaceW-II dataset, where kin images of KinFaceW-II are
from the same photo. Similarity of the environment factors
provide a clue for kinship verification. The effects of these
factors are analyzed in detail in the literature (Bordallo L6pez
et al., 2016, 2018).

(2) Facial expressions Psychological studies have shown
that the performance of kinship verification is influenced by
changes in facial expressions (Dal Martello et al., 2015). Kin
facial images to be verified have higher recognition rates
when they show neutral facial expressions, especially when
comparing them to those showing different facial expres-
sions. Results on UVA-NEMO Smile in Table 6 showed that
two people with kinship could look similar and have similar
smile expressions.

(3) Age and gender As people aging, the appearance of
their faces varies in structure and texture. These differences
affect the inner similarity of kin image pairs, thus reduc-

Table 5 Performance comparison (verification accuracy %) of kinship verification methods on FIW datasets

BB SS BS FS FD MS MD Ave. Hilights

Training

Architecture

Method

Fine-tuned 719 77.3 702 685 693 69.5 71.8 71.2 Dataset benchmark FIW

SphereFace

GAN
VGG

Benchmark (Robinson et al., 2018)

Pre-trained 72.6 794 704 68.0 683 688 713 71.2 A pre-trained face de-aging network.

ResNet SDMLoss (Wang et al., 2018)

is used to generate a young face.

Fine-tuned 73.0 658 669 64.0 652 662 674 669 Anaux-branch was added to enhance family discrimination.

Fine-tuned 859 863 78.0 749 774 75.6 769 79.3 Proposed a feature differential loss.

Pre-trained

VGG-Face

Dual-VGGFace (Rachmadi et al., 2021)

Task specific

Unified Approach (Dahan and Keller, 2020)
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Table 6 Performance comparison (verification accuracy %) of kinship verification methods on video datasets

BB SS BS FS FD MS MD Ave. Highlights

Architecture Training

Method

Dataset

81.3 83.6 82.9 80.0 81.8 77.8 92.3 82.8 Learn the relation between kinship with autoencoders.

Autoencoder
VGG-Face

SMNAE (Kohli et al., 2019b)

KIVI

80.0 70.5 73.5 72.5 74.1 Fusing both face and voice modality

Fine-tuned

Siamese fusion (Wu et al., 2019)

TALKIN

for kinship verification.
63.6 70.0 60.9 60.5 66.1 56.9 57.0 62.2 Combing facial dynamic features with spatio-temporal feature.

Pre-trained  88.9 94.7 90.1 88.3 93.1 90.5 91.2 91.0 Combing deep feature with spatio-temporal feature.

Task specific From scratch 94.2 95.7 92.6 93.4 93.8 92.2 93.6 93.7 Visual transformation of aligned smiling frames.

Fine-tuned

SVM

Resnet-50

UVA-NEMO Smile Traditional (Dibeklioglu et al., 2013)

Deep+Shallow (Boutellaa et al., 2017) VGG-Face

Dual AE (Dibeklioglu, 2017)

ing the verification performance. The UBKinFace dataset
contains facial images of children, young parents, and older
parents. From the experimental results in Table 7, we can
see that using young parents’ facial images compared to old
parents’ facial images shows higher accuracy. In the exper-
iments (Wang et al., 2018), by transforming old images to
young parents, the age discrepancy could be mitigated and
the average accuracy was improved by about 2%.

When considering the gender factor, the experimental
results in Table 4 show that same-gender verification, such
as FS and MD, turns to have comparatively high perfor-
mance in contrast to different-gender verification such as FD
and MS relationships. Regarding that, Feng and Ma (2021)
verified that gender difference could disturb kinship verifi-
cation performance to some extent. To address this issue, the
Gender-FEIT (Feng and Ma, 2021) method was proposed to
eliminate the gender gap. Their experimental results demon-
strated the method effectiveness by improving the accuracy
of FD and MS relations with 1% and 2.8% on KinFaceW-I
and 3.4% and 2.9% on KinFace W-II.

(4) Multi-modal data Recent work (Wu et al., 2016b)
has explored fusing both vocal signals and facial images
to obtain complementary information, showing a significant
performance increase. From their experimental results, vocal
modal and visual modal obtained 65.8% and 71.9% average
accuracy in a challenging dataset. When fusing both modal-
ities, up to 74.1% average accuracy can be obtained.

(5) Second generation When kinship verification takes
the facial images of the second generation, the performance
drops significantly. Table 8, shows that the performance of
the second generation verification is only around 65%. As
grandparents and grandchildren share less genetic informa-
tion and have a larger age gap, second-generation kinship
verification is more challenging than verification of close
relatives.

7 Conclusions and Outlooks

FKV is an important yet challenging problem, and has
attracted increasing attention. In this paper, we have pre-
sented a comprehensive review on FKV from both still
images and videos. We have discussed the FKV challenges,
existing developments including datasets, evaluation proto-
cols, representative methods, and SOTA performance.

In spite of the recent promising progress achieved by this
young field of FKV in the past decade, the technology is still
in its early stages and cannot address satisfactorily many
of the challenges listed in Sect. 2.2 and many advanced
applications. This is evidenced by the poor performance on
the large scale dataset FIW collected in the wild, though
good performance has been achieved on some small datasets
as KinFaceW collected in constrained conditions. However,
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Table 7 Verification accuracy

Methods
(%) on the UBKinFace dataset cthods

Young parent-child Old parent-child

DMML (Yan et al., 2014a) 74.5 70.0
MNRML (Lu et al., 2014c) 67.3 66.8
MPDFL (Yan et al., 2014b) 67.5 67.0
KML (Zhou et al., 2019) 75.8 752
(T%';'zf thzesréggﬁg"gr;szf;ﬁy Methods GFGS GEGD GMGS GMGD
relations in the FIW dataset SphereFace (Robinson et al., 2018) 66.4 66.1 65.4 64.6
ResNet+SDMLoss (Wang et al., 2018) 65.1 659 64.9 66.4
TXQDA (Laiadi et al., 2020) 66.8 66.4 65.7 65.2

obviously, the gap between research and real-world appli-
cation is being narrowed. The current technology is close
to bringing the research into some applications with con-
strained settings. This observation is consistent with those by
Robinson et al. (2021). Still, the insufficient data sets pose
challenges to efficiently and effectively study facial kinship
verification, and deep learning has not reached its full poten-
tial yet as face verification.

Finally, we discuss below future research opportunities
of FKYV, in the hope of providing guidance and insights to
interested researchers.

(1) Large scale dataset establishment for FKV. The
availability of benchmark datasets has played a key role in
advancing visual kinship recognition research. Clearly, there
is a pressing need to build a large, well-annotated in-the-wild
dataset that reflects the true data distribution of facial kinship
worldwide and meets the requirement of data-hungry deep
learning methods. However, despite the recent progress (e.g.,
the FIW dataset Robinson et al., 2018), such a goal remains
unrealized. As we discussed in Sect. 3.3, there are still many
problems in the current kinship datasets, such as the fol-
lowing. Firstly, there is the issue of unbalanced ethnicity
distribution, which may lead to algorithmic biases like demo-
graphic bias (Castelvecchi, 2020). Secondly, current datasets
are not large and diverse enough to reflect real-world condi-
tions. Last but not least, most of the current datasets focus on
direct descendants without giving full consideration to the
height or breadth of the family tree, which is also an impor-
tant factor for FKV research. Due to privacy, security, and
labeling concerns, building a large, diverse, and comprehen-
sive dataset for FKV is much more challenging than for face
verification.

(2) Bias and Fairness Recently, the Al research com-
munity has realized the importance of developing fair and
unbiased Al systems (Caton and Haas, 2020; Mehrabi et
al., 2021). For instance, facial recognition, Is facial recog-
nition too biased to be let loose (Castelvecchi, 2020), has
been shown to have serious demographic bias (Amini et

al., 2019; Drozdowski et al., 2020). Kinship recognition
relies on people-centric data and also faces such issues.
This is especially concerning since kinship recognition sys-
tems are intended to be used in critical security applications
such as crime scene investigation, border control, or search-
ing for missing children. As we discussed above, datasets
play a critical role in FKV. If the training datasets reflect
unwanted demographic bias and imbalance, the learned
model is unlikely to perform well in the wild. Therefore,
taking both algorithm and data biases into consideration in
kinship understanding is an important future research direc-
tion.

(3) Accurate features suitable for FKV Accurate feature
representations, suitable for kinship verification, are critical
for good FKV performance. However, it still remains a chal-
lenging open problem. As we discussed in detail in Sect. 2.2,
in contrast to face verification, kin faces are not identical.
FKYV has large interpersonal variations. The facial similari-
ties of kin faces are often not obvious and vary considerably
between different families. All these factors pose great chal-
lenges for accurate feature representation. Furthermore, there
is another important question: what features are suitable for
kinship verification? Maybe it is helpful for researchers to
be aware of relevant findings in psychology, neuroscience,
and anthropology. Finally, facial attributes like gender, age,
and skin color may be helpful for FKV. This is the key to
learn how to fuse multiple features effectively. Besides, fus-
ing complementary features is also promising in boosting the
performance.

(4) Multimodality Most current research focuses on kin-
ship verification from facial images, while only a few works
consider facial videos. It has been shown that visual kinship
verification performance can be enhanced by incorporating
multimodal signals such as expressions (Dibeklioglu et al.,
2013), voice (Wu et al., 2019), gait (Bekhouche et al., 2020),
infrared images (Choe et al., 2017), hyperspectral images
(Arya et al., 2015), 3D facial images (Taigman et al., 2014)
or facial sketches (Nagpal et al., 2016), among others.
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(5) FKV in the wild Although many FKV approaches
have been proposed, most of them deal with overly easy
scenarios. A robust FKV system that can handle the wide
intrapersonal variations (such as illumination, expressions,
pose, low quality, occlusion, outdoor environments, and nat-
ural aging) listed in Sect. 2.2 is still challenging and requires
future attention.

(6) Attack robustness Currently, deep learning has become
dominant in facial image-based recognition systems, includ-
ing FKV. However, to build an advanced FKV system,
increasing the recognition accuracy alone is not sufficient.
An FKV system should also be able to resist potential
attacks. Recently, it has been shown (Goodfellow et al., 2014;
Vakhshiteh et al., 2021) that deep learning-based Al systems
are vulnerable to different typical types of attacks, such as
adversarial attacks (Madry et al., 2017), and spoofing attacks
(de Freitas Pereira et al., 2012). This raises serious con-
cerns in the field of security. However, in FKV, the topic
has received little attention (Kumar et al., 2020).

(7) Privacy awareness As it is the case for many privacy-
sensitive learning tasks such as face recognition and medical
image analysis, data privacy in kinship recognition related
tasks has also raised some concerns (Kumar et al., 2020).
To address them, privacy preserving techniques such as fed-
erated learning (Kone¢ny et al., 2016) can be considered.
However, to the best of our knowledge, privacy-aware kin-
ship recognition has received very limited attention.

(8) Kin face synthesis Kin image synthesis from parents’
faces is helpful in understanding DNA heritage and con-
tributing in solving kinship recognition by enriching existing
datasets. Recently, GANs have been shown to generate high
fidelity faces (Karras et al., 2017; Kingma and Welling,
2013). Indeed, there are a few works using GANs (Gao et
al., 2019; Ghatas and Hemayed, 2020; Sinha et al., 2020)
to generate kin faces. However, the existing technology for
synthesizing kin faces still remains unsolved. Therefore, we
argue the need for future efforts to generate kin faces of vary-
ing types, characteristics, and facial expressions.

(9) Learning with fewer labels As we discussed above,
collecting many facial images for each family is costly. This
is especially a concern for problems such as family classifica-
tion in the wild, with a large number of families. Data-driven
techniques like deep learning require a large amount of
labeled data for training, which is a current limitation in
the field of kinship recognition. Therefore, it is valuable to
explore advanced learning methods like domain adaptation,
few-shot learning (Wang et al., 2020), and self-supervised
learning for kinship recognition.

(10) Interdisciplinary research FKV is an important yet
challenging problem, with many open issues. It has been
studied in several fields, including psychology, anthropol-
ogy, neuroscience, computer vision, and machine learn-
ing. Towards ultimately solving the problem of FKV, we

@ Springer

argue that interdisciplinary research should be advocated.
For instance, in genetics, automatic computational kinship
verification can be applied in exploring facial traits’ compu-
tation (Richmond et al., 2018) and genetic problems such as
evolutionary patterns of DNA methylation sites (Gokhman
et al., 2020).

Acknowledgements The authors would like to thank the pioneering
researchers in facial kinship verification and other related fields. The
authors would also like to express their sincere appreciation to the
associate editor and the anonymous reviewers for their comments and
suggestions. This work was partially supported by the National Key
Research and Development Program of China No. 2021 YFB3100800,
the Academy of Finland under Grant 331883, the National Natural Sci-
ence Foundation of China under Grant 61872379, and Key Research
and Development Program of Shaanxi under 2020GY-050.

Funding Open Access funding provided by University of Oulu includ-
ing Oulu University Hospital.

Open Access This article is licensed under a Creative Commons
Attribution 4.0 International License, which permits use, sharing, adap-
tation, distribution and reproduction in any medium or format, as
long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons licence, and indi-
cate if changes were made. The images or other third party material
in this article are included in the article’s Creative Commons licence,
unless indicated otherwise in a credit line to the material. If material
is not included in the article’s Creative Commons licence and your
intended use is not permitted by statutory regulation or exceeds the
permitted use, you will need to obtain permission directly from the copy-
right holder. To view a copy of this licence, visit http://creativecomm
ons.org/licenses/by/4.0/.

References

Ahonen, T., Hadid, A., & Pietikainen, M. (2006). Face description with
local binary patterns: application to face recognition. IEEE Trans-
actions on Pattern Analysis and Machine Intelligence, 28(12),
2037-2041.

Alirezazadeh, P., Fathi, A., & Abdali-Mohammadi, F. (2015). A genetic
algorithm-based feature selection for kinship verification. IEEE
Signal Processing Letters, 22(12), 2459-2463.

Almuashi, M., Hashim, S. Z. M., Mohamad, D., Alkawaz, M. H., &
Ali, A. (2017). Automated kinship verification and identification
through human facial images: a survey. Multimedia Tools and
Applications, 76(1), 265-307.

Alvergne, A., Faurie, C., & Raymond, M. (2007). Differential facial
resemblance of young children to their parents: who do children
look like more? Evolution and Human Behavior, 28(2), 135-144.

Alvergne, A., Perreau, F., Mazur, A., Mueller, U., & Raymond, M.
(2014). Identification of visual paternity cues in humans. Biology
Letters, 10(4), 20140,063.

Amini, A., Soleimany, A. P, Schwarting, W., Bhatia, S. N., & Rus,
D. (2019). Uncovering and mitigating algorithmic bias through
learned latent structure. In Proceedings of the 2019 AAAI/ACM
conference on Al, ethics, and society, (pp. 289-295).

Arya, S., Pratap, N., & Bhatia, K. (2015). Future of face recognition: A
review. Procedia Computer Science, 58, 578-585.

Asthana, A., Zafeiriou, S., Cheng, S., & Pantic, M. (2013). Robust
discriminative response map fitting with constrained local models.


http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/

International Journal of Computer Vision (2022) 130:1494-1525

1521

In Proceedings of the IEEE conference on computer vision and
pattern recognition, (pp. 3444-3451).

Bekhouche, S.E., Chergui, A., Hadid, A., & Ruichek, Y. (2020). Kinship
verification from gait. In 2020 IEEE international conference on
image processing (ICIP), (pp. 2950-2954).

Bessaoudi, M., Ouamane, A., Belahcene, M., Chouchane, A., Boutellaa,
E., & Bourennane, S. (2019). Multilinear side-information based
discriminant analysis for face and kinship verification in the wild.
Neurocomputing, 329, 267-278.

Booth, J., Roussos, A., Ververas, E., Antonakos, E., Ploumpis, S., Pana-
gakis, Y., & Zafeiriou, S. (2018). 3d reconstruction of in-the-wild
faces in images and videos. IEEE Transactions on Pattern Analysis
and Machine Intelligence, 40(11), 2638-2652.

Bordallo Lépez, M., Boutellaa, E., & Hadid, A. (2016). Comments on
the inship face in the wild data sets. IEEE Transactions on Pattern
Analysis and Machine Intelligence, 38(11), 2342-2344.

Bordallo Lépez, M., Hadid, A., Boutellaa, E., Goncalves, J., Kostakos,
V., & Hosio, S. (2018). Kinship verification from facial images and
videos: human versus machine. Machine Vision and Applications,
29(5), 873-890.

Bottinok, A., Islam, I. U., & Vieira, T. F. (2015). A multi-perspective
holistic approach to kinship verification in the wild. In 2015 11th
IEEE international conference and workshops on automatic face
and gesture recognition (FG), (vol. 2, pp. 1-6). IEEE.

Boutellaa, E., Bordallo Lépez, M., Ait-Aoudia, S., Feng, X., &
Hadid, A. (2017). Kinship verification from videos using spatio-
temporal texture features and deep learning. arXiv preprint
arXiv:1708.04069.

Canny, J. (1986). A computational approach to edge detection. /[EEE
Transactions on Pattern Analysis and Machine Intelligence, 6,
679-698.

Castelvecchi, D. (2020). Is facial recognition too biased to be let loose?
Nature, 587(7834), 347-349.

Caton, S., & Haas, C. (2020). Fairness in machine learning: A survey.
arXiv preprint arXiv:2010.04053.

Chen, X., An, L., Yang, S., & Wu, W. (2017). Kinship verification in
multi-linear coherent spaces. Multimedia Tools and Applications,
76(3), 4105-4122.

Chen, X., Zhu, X., Zheng, S., Zheng, T., & Zhang, F. (2020). Semi-
coupled synthesis and analysis dictionary pair learning for kinship
verification. IEEE Transactions on Circuits and Systems for Video
Technology, pp. 1-1.

Choe, G., Park, J., Tai, Y. W., & Kweon, L. S. (2017). Refining geometry
from depth sensors using ir shading images. International Journal
of Computer Vision, 122(1), 1-16.

Clemens, A. M., & Brecht, M. (2021). Neural representations of kinship.
Current Opinion in Neurobiology, 68, 116-123.

Crispim, F., Vieira, T., & Lima, B. (2020). Verifying kinship from rgb-d
face data. In International Conference on Advanced Concepts for
Intelligent Vision Systems, (pp. 215-226). Springer.

Cui, L., & Ma, B. (2017). Adaptive feature selection for kinship ver-
ification. In 2017 IEEE International Conference on Multimedia
and Expo (ICME), (pp. 751-756). IEEE.

Dahan, E., & Keller, Y. (2020). A unified approach to kinship ver-
ification. IEEE Transactions on Pattern Analysis and Machine
Intelligence.

Dal Martello, M. F.,, DeBruine, L. M., & Maloney, L. T. (2015). Allo-
centric kin recognition is not affected by facial inversion. Journal
of Vision, 15(13), 5-5.

Dal Martello, M. F., & Maloney, L. T. (2006). Where are kin recognition
signals in the human face? Journal of Vision, 6(12), 2-2.

Dal Martello, M. F., & Maloney, L. T. (2010). Lateralization of kin
recognition signals in the human face. Journal of Vision, 10(8),
9-9.

Dandekar, A. R., & Nimbarte, M. (2014). A survey: Verification of
family relationship from parents and child facial images. In 2014

IEEE Students’ Conference on Electrical, Electronics and Com-
puter Science, (pp. 1-6). IEEE.

DeBruine, L. M., Smith, F. G., Jones, B. C., Roberts, S. C., Petrie, M.,
& Spector, T. D. (2009). Kin recognition signals in adult faces.
Vision Research, 49(1), 38-43.

Debruyne, F., Decoster, W., Van Gijsel, A., & Vercammen, J. (2002).
Speaking fundamental frequency in monozygotic and dizygotic
twins. Journal of Voice, 16(4), 466—471.

Dehghan, A., Ortiz, E. G., Villegas, R., & Shah, M. (2014). Who do
i look like? determining parent-offspring resemblance via gated
autoencoders. In Proceedings of the IEEE conference on computer
vision and pattern recognition, (pp. 1757-1764).

Deng,J.,Berg, A. C., & Fei-Fei, L. (2011). Hierarchical semantic index-
ing for large scale image retrieval. In CVPR 2011, (pp. 785-792).
IEEE.

Dibeklioglu, H. (2017). Visual transformation aided contrastive learn-
ing for video-based kinship verification. In Proceedings of the
IEEE International Conference on Computer Vision, (pp. 2459—
2468).

Dibeklioglu, H., Ali Salah, A., & Gevers, T. (2013). Like father, like
son: Facial expression dynamics for kinship verification. In Pro-
ceedings of the IEEE international conference on computer vision,
(pp. 1497-1504).

Dibeklioglu, H., Salah, A. A., & Gevers, T. (2012a). Are you really
smiling at me? spontaneous versus posed enjoyment smiles.
In European Conference on Computer Vision, (pp. 525-53)8.
Springer.

Dibeklioglu, H., Salah, A. A., & Gevers, T. (2012b). The uva-nemo
smile database. http://www.uva-nemo.org/.

Drozdowski, P., Rathgeb, C., Dantcheva, A., Damer, N., & Busch, C.
(2020). Demographic bias in biometrics: A survey on an emerging
challenge. IEEE Transactions on Technology and Society, 1(2),
89-103.

Duan, Q., & Zhang, L. (2017). Advnet: Adversarial contrastive residual
net for 1 million kinship recognition. In Proceedings of the 2017
workshop on recognizing families in the wild, (pp. 21-29).

Duan, X., & Tan, Z. H. (2015). A feature subtraction method for image
based kinship verification under uncontrolled environments. In
2015 IEEE international conference on image processing (ICIP),
(pp. 1573-1577). IEEE.

Ertugrul, L. 0., & Dibeklioglu, H. (2017). What will your future child
look like? modeling and synthesis of hereditary patterns of facial
dynamics. In 2017 12th IEEE international conference on auto-
matic face & gesture recognition (FG 2017), (pp. 33-40). IEEE.

Fang, R., Gallagher, A. C., Chen, T., & Loui, A. (2013a).
The family101 database. http://chenlab.ece.cornell.edu/projects/
KinshipClassification/index.html.

Fang, R., Gallagher, A. C., Chen, T., & Loui, A. (2013b). Kinship
classification by modeling facial feature heredity. In 2013 IEEE
international conference on image processing, (pp. 2983-2987).
IEEE.

Fang, R., Tang, K. D., Snavely, N.,, & Chen, T.. (2010a).
The cornellkin database. http://chenlab.ece.cornell.edu/projects/
Kinship Verification/.

Fang, R., Tang, K. D., Snavely, N., & Chen, T. (2010b). Towards compu-
tational models of kinship verification. In 2010 IEEE international
conference on image processing, (pp. 1577-1580). IEEE.

Fang, Y., Chen, Y. Y. S., Wang, H., & Shu, C. (2016). Sparse similarity
metric learning for kinship verification. In 2016 visual communi-
cations and image processing (VCIP), (pp. 1-4). IEEE.

Fasolt, V., Holzleitner, 1. J., Lee, A. J., O’Shea, K. J., Jones, B. C., &
DeBruine, L. M. (2018). Facial expressions influence kin recogni-
tion accuracy. Human Ethology Bulletin, 33(4), 19-27.

Feng, Y., & Ma, B. (2021). Gender-invariant face representation learn-
ing and data augmentation for kinship verification. In 2027 IEEE

@ Springer


http://arxiv.org/abs/1708.04069
http://arxiv.org/abs/2010.04053
http://www.uva-nemo.org/
http://chenlab.ece.cornell.edu/projects/KinshipClassification/index.html
http://chenlab.ece.cornell.edu/projects/KinshipClassification/index.html
http://chenlab.ece.cornell.edu/projects/KinshipVerification/
http://chenlab.ece.cornell.edu/projects/KinshipVerification/

1522

International Journal of Computer Vision (2022) 130:1494-1525

international joint conference on biometrics (IJCB), (pp. 1-8).
IEEE.

de Freitas Pereira, T., Anjos, A., De Martino, J. M., & Marcel, S. (2012).
LBP-TOP based countermeasure against face spoofing attacks. In
Asian Conference on Computer Vision, (pp. 121-132). Springer.

Gao, P, Xia, S., Robinson, J., Zhang, J., Xia, C., Shao, M., & Fu, Y.
(2019). What will your child look like? dna-net: Age and gender
aware kin face synthesizer. arXiv preprint arXiv:1911.07014.

Gao, X., Hoi, S. C. H., Zhang, Y., Wan, J., & Li, J. (2014). Soml:
sparse online metric learning with application to image retrieval.
In AAAI’ 14 proceedings of the twenty-eighth AAAI conference on
artificial intelligence, (pp. 1206-1212).

Georgopoulos, M., Panagakis, Y., & Pantic, M. (2018). Modeling of
facial aging and kinship: A survey. Image and Vision Computing,
80, 58-79.

Ghatas, F. S., & Hemayed, E. E. (2020). Gankin: generating kin faces
using disentangled gan. SN Applied Sciences, 2(2), 1-10.

Gokhman, D., Nissim-Rafinia, M., Agranat-Tamir, L., Housman, G.,
Garcia-Pérez, R., Lizano, E., Cheronet, O., Mallick, S., Nieves-
Colén, M. A,, Li, H., et al. (2020). Differential dna methylation of
vocal and facial anatomy genes in modern humans. Nature Com-
munications, 11(1), 1-21.

Goodfellow, 1. J., Shlens, J., & Szegedy, C. (2014). Explaining and
harnessing adversarial examples. arXiv preprint arXiv:1412.6572.

Goyal, A., & Meenpal, T. (2018). Detection of facial parts in kinship
verification based on edge information. In 2018 conference on
information and communication technology (CICT), (pp. 1-6).
IEEE.

Goyal, A., & Meenpal, T. (2020). Patch-based dual-tree complex
wavelet transform for kinship recognition. /EEE Transactions on
Image Processing, 30, 191-206.

Goyal, A., & Meenpal, T. (2021). Eccentricity based kinship verification
from facial images in the wild. Pattern Analysis and Applications,
24(1), 119-144.

Guo, G., & Wang, X. (2012). Kinship measurement on salient facial fea-
tures. IEEE Transactions on Instrumentation and Measurement,
61(8),2322-2325.

Guo, Y., Dibeklioglu, H., & Van der Maaten, L. (2014). Graph-based
kinship recognition. In 2014 22nd international conference on pat-
tern recognition, (pp. 4287-4292). IEEE.

Hansen, F., DeBruine, L. M., Holzleitner, 1. J., Lee, A.J., O’Shea, K. J.,
& Fasolt, V. (2020). Kin recognition and perceived facial similarity.
Journal of Vision, 20(6), 18—18.

Hu, J., Lu, J,, Tan, Y. P, Yuan, J., & Zhou, J. (2017). Local large-
margin multi-metric learning for face and kinship verification.
IEEE Transactions on Circuits and Systems for Video Technology,
28(8), 1875-1891.

Hu, J., Lu, J., Yuan, J., & Tan, Y. P. (2014). Large margin multi-metric
learning for face and kinship verification in the wild. In Asian
conference on computer vision, (pp. 252-267). Springer.

Jang, W., Chhabra, A., & Prasad, A. (2017). Enabling multi-user con-
trols in smart home devices. In Proceedings of the 2017 workshop
on internet of things security and privacy, (pp. 49-54).

Jin, M., Hu, Z., & Favaro, P. (2019). Learning to extract flawless
slow motion from blurry videos. In Proceedings of the IEEE/CVF
conference on computer vision and pattern recognition, (pp. 8112—
8121).

Karras, T., Aila, T, Laine, S., & Lehtinen, J. (2017). Progressive grow-
ing of gans for improved quality, stability, and variation. arXiv
preprint arXiv:1710.10196.

Kayser, M. (2015). Forensic dna phenotyping: predicting human
appearance from crime scene material for investigative purposes.
Forensic Science International: Genetics, 18, 33-48.

Kazemi, V., & Sullivan, J. (2014). One millisecond face alignment with
an ensemble of regression trees. In Proceedings of the IEEE confer-
ence on computer vision and pattern recognition, (pp. 1867-1874).

@ Springer

Kingma, D. P., & Welling, M. (2013). Auto-encoding variational bayes.
arXiv preprint arXiv:1312.6114.

Kohli, N. (2019). Automatic kinship verification in unconstrained faces
using deep learning. West Virginia University.

Kohli, N., Singh, R., & Vatsa, M. (2012). Self-similarity representa-
tion of weber faces for kinship classification. In 2012 IEEE fifth
international conference on biometrics: theory, applications and
systems (BTAS), (pp. 245-250). IEEE.

Kohli, N., Vatsa, M., Singh, R., Noore, A., & Majumdar, A. (2016).
Hierarchical representation learning for kinship verification. /[EEE
Transactions on Image Processing, 26(1), 289-302.

Kohli, N., Vatsa, M., Singh, R., Noore, A., & Majumdar, A.
(2017). The wvu database. https:/sites.google.com/a/mix.wvu.
edu/namankohli/resources.

Kohli, N., Yadav, D., Vatsa, M., Singh, R., & Noore, A. (2018). Deep
face-representation learning for kinship verification. Deep learn-
ing in biometrics, p. 127.

Kohli, N., Yadav, D., Vatsa, M., Singh, R., & Noore, A. (2019a). Kivi.
http://iab-rubric.org/resources/KIVIL.html.

Kohli, N., Yadav, D., Vatsa, M., Singh, R., & Noore, A. (2019).
Supervised mixed norm autoencoder for kinship verification in
unconstrained videos. IEEE Transactions on Image Processing,
28(3), 1329-1341.

Konec¢ny, J., McMahan, H. B., Yu, EX., Richtarik, P., Suresh, A. T.,
& Bacon, D. (2016). Federated learning: strategies for improving
communication efficiency. arXiv preprint arXiv:1610.05492.

Kou, L., Zhou, X., Xu, M., & Shang, Y. (2015). Learning a genetic
measure for kinship verification using facial images. Mathematical
Problems in Engineering.

Krupp, D. B., Debruine, L. M., & Barclay, P. (2008). A cue of kinship
promotes cooperation for the public good. Evolution and Human
Behavior, 29(1), 49-55.

Kulis, B., et al. (2012). Metric learning: A survey. Foundations and
Trends in Machine Learning, 5(4), 287-364.

Kumar, C., Ryan, R., & Shao, M. (2020). Adversary for social good:
Protecting familial privacy through joint adversarial attacks. In
Proceedings of the AAAI conference on artificial intelligence,
(vol. 34, pp. 11,304-11,311).

Laiadi, O., Ouamane, A., Benakcha, A., Taleb-Ahmed, A., & Hadid,
A. (2020). Tensor cross-view quadratic discriminant analysis for
kinship verification in the wild. Neurocomputing, 377, 286-300.

Laiadi, O., Ouamane, A., Benakcha, A., Taleb-Ahmed, A., & Hadid,
A. (2021). A weighted exponential discriminant analysis through
side-information for face and kinship verification using statistical
binarized image features. International Journal of Machine Learn-
ing and Cybernetics, 12(1), 171-185.

Laiadi, O., Ouamane, A., Boutellaa, E., Benakcha, A., Taleb-Ahmed,
A., & Hadid, A. (2019). Kinship verification from face images in
discriminative subspaces of color components. Multimedia Tools
and Applications, 78(12), 16465—16487.

Lei, X., Li, B., & Xie, J. (2017). Locality discriminative canonical
correlation analysis for kinship verification. In 2017 12th IEEE
conference on industrial electronics and applications (ICIEA), (pp.
1870-1874). IEEE.

Li, L., Feng, X., Wu, X., Xia, Z., & Hadid, A. (2016). Kinship verifi-
cation from faces via similarity metric based convolutional neural
network. In International conference on image analysis and recog-
nition, (pp. 539-548). Springer.

Li, W, Lu, J., Wuerkaixi, A., Feng, J., & Zhou, J. (2021a). Reason-
ing graph networks for kinship verification: from star-shaped to
hierarchical. IEEE Transactions on image processing.

Li, W,, Wang, S., Lu, J,, Feng, J., & Zhou, J. (2021b). Meta-mining
discriminative samples for kinship verification. In Proceedings of
the IEEE conference on computer vision and pattern recognition.
IEEE.


http://arxiv.org/abs/1911.07014
http://arxiv.org/abs/1412.6572
http://arxiv.org/abs/1710.10196
http://arxiv.org/abs/1312.6114
https://sites.google.com/a/mix.wvu.edu/namankohli/resources
https://sites.google.com/a/mix.wvu.edu/namankohli/resources
http://iab-rubric.org/resources/KIVI.html
http://arxiv.org/abs/1610.05492

International Journal of Computer Vision (2022) 130:1494-1525

1523

Li, W, Zhang, Y.,Lv,K.,Lu,J.,Feng,J., & Zhou, J. (2020). Graph-based
kinship reasoning network. In 2020 IEEE international conference
on multimedia and expo (ICME), (pp. 1-6). IEEE.

Li, Y., Zeng, J., Zhang, J., Dai, A., Kan, M., Shan, S., & Chen, X.
(2017). Kinnet: Fine-to-coarse deep metric learning for kinship
verification. In Proceedings of the 2017 workshop on recognizing
Sfamilies in the wild, (pp. 13-20).

Liang, J., Guo, J., Lao, S., & Li, J. (2017). Using deep relational features
to verify kinship. In CCF Chinese conference on computer vision,
(pp- 563-573). Springer.

Liang, J., Hu, Q., Dang, C., & Zuo, W. (2018). Weighted graph
embedding-based metric learning for kinship verification. /EEE
Transactions on Image Processing, 28(3), 1149-1162.

Liu, H., Cheng, J., & Wang, F. (2017). Kinship verification based on
status-aware projection learning. In 2017 IEEE international con-
ference on image processing (ICIP), (pp. 1072-1076). IEEE.

Liu, H., & Zhu, C. (2017). Status-aware projection metric learning for
kinship verification. In 2017 IEEE international conference on
multimedia and expo (ICME), (pp. 319-324). IEEE.

Liu, Q., Puthenputhussery, A., & Liu, C. (2015). Inheritable fisher vector
feature for kinship verification. In 2015 IEEE 7th international
conference on biometrics theory, applications and systems (BTAS),
(pp- 1-6). IEEE.

Liu, Q., Puthenputhussery, A., Liu& , C. (2016). A novel inheritable
color space with application to kinship verification. In 2016 IEEE
winter conference on applications of computer vision (WACV),
(pp- 1-9). IEEE.

Lu,J., Hu, J., Liong, V. E., Zhou, X., Bottino, A., Islam, I. U., Vieira, T.
F., Qin, X., Tan, X., & Chen, S., et al. (2015). The fg 2015 kinship
verification in the wild evaluation. In 2015 11th IEEE interna-
tional conference and workshops on automatic face and gesture
recognition (FG), (vol. 1, pp. 1-7). IEEE.

Lu, J., Hu, J., & Tan, Y. P. (2017). Discriminative deep metric learn-
ing for face and kinship verification. I[EEE Transactions on Image
Processing, 26(9), 4269—-4282.

Lu, J., Hu, J., Zhou, X., Zhou, J., Castrillén-Santana, M., Lorenzo-
Navarro, J., Kou, L., Shang, Y., Bottino, A., & Vieira, T. F. (2014a).
Kinship verification in the wild: The first kinship verification com-
petition. In /[EEFE international joint conference on biometrics, (pp.
1-6). IEEE.

Lu, J., Zhou, X., Tan, Y. P, Shang, Y., & Zhou, J. (2014b). The kinfacew
database. http://www.kinfacew.com/.

Lu, J., Zhou, X., Tan, Y. P., Shang, Y., & Zhou, J. (2014). Neigh-
borhood repulsed metric learning for kinship verification. /[EEE
Transactions on Pattern Analysis and Machine Intelligence, 36(2),
331-345.

Ma, J., Jiang, X., Fan, A., Jiang, J., & Yan, J. (2021). Image matching
from handcrafted to deep features: A survey. International Journal
of Computer Vision, 129(1), 23-79.

Madry, A., Makelov, A., Schmidt, L., Tsipras, D., & Vladu, A. (2017).
Towards deep learning models resistant to adversarial attacks.
arXiv preprint arXiv:1706.06083.

Maloney, L. T., & Dal Martello, M. F. (2006). Kin recognition and the
perceived facial similarity of children. Journal of Vision, 6(10),
4-4.

M’charek, A. (2020). Tentacular faces: Race and the return of the pheno-
type in forensic identification. American Anthropologist, 122(2),
369-380.

Mehrabi, N., Morstatter, F., Saxena, N., Lerman, K., & Galstyan, A.
(2021). A survey on bias and fairness in machine learning. ACM
Computing Surveys (CSUR), 54(6), 1-35.

Monks, S., Leonardson, A., Zhu, H., Cundiff, P., Pietrusiak, P., Edwards,
S., Phillips, J., Sachs, A., & Schadt, E. (2004). Genetic inheritance
of gene expression in human cell lines. The American Journal of
Human Genetics, 75(6), 1094-1105.

Moujahid, A., & Dornaika, F. (2019). A pyramid multi-level face
descriptor: application to kinship verification. Multimedia Tools
and Applications, 78(7), 9335-9354.

Nagpal, S., Vatsa, M., & Singh, R. (2016). Sketch recognition: What
lies ahead? Image and Vision Computing, 55, 9-13.

Nolan, F., McDougall, K., & Hudson, T. (2011). Some acoustic corre-
lates of perceived (dis) similarity between same-accent voices. In
ICPhS, (pp. 1506-1509).

Ojala, T., Pietikdinen, M., & Harwood, D. (1996). A comparative study
of texture measures with classification based on featured distribu-
tions. Pattern Recognition, 29(1), 51-59.

Ozkan, S., & Ozkan, A. (2018). Kinshipgan: Synthesizing of kinship
faces from family photos by regularizing a deep face network.
In 2018 25th IEEE international conference on image processing
(ICIP), (pp. 2142-2146). IEEE.

Patel, B., Maheshwari, R., & Raman, B. (2017). Evaluation of periocular
features for kinship verification in the wild. Computer Vision and
Image Understanding, 160, 24-35.

Porter, R. H. (1991). Mutual mother-infant recognition in humans. Kin
recognition, pp. 413-432.

Puthenputhussery, A., Liu, Q., & Liu, C. (2016). Sift flow based genetic
fisher vector feature for kinship verification. In 2016 IEEE inter-
national conference on image processing (ICIP), (pp. 2921-2925).
IEEE.

Qin, X., Liu, D., & Wang, D. (2020). A literature survey on kinship ver-
ification through facial images. Neurocomputing, 377, 213-224.

Qin, X., Tan, X., & Chen, S. (2015). Tri-subject kinship verification:
understanding the core of a family. I[EEE Transactions on Multi-
media, 17(10), 1855-1867.

Qin, X., Tan, X., & Chen, S. (2015b). The tskinface database. http://
parnec.nuaa.edu.cn/xtan/data/TSKinFace.html.

Qin, X., Tan, X., & Chen, S. (2016). Mixed bi-subject kinship verifi-
cation via multi-view multi-task learning. Neurocomputing, 214,
350-357.

Rachmadi, R. F., Purnama, I. K. E., Nugroho, S. M. S., & Suprapto,
Y. K. (2021). Image-based kinship verification using dual vgg-
face classifie. In 2020 IEEE international conference on internet
of things and intelligence system (loTalS), (pp. 123-128). IEEE.

RFIW2017: (2017). https://web.northeastern.edu/smilelab/
RFIW2017/.

RFIW2018: (2018). https://web.northeastern.edu/smilelab/
RFIW2018/.

RFIW2019: (2019). https://web.northeastern.edu/smilelab/
RFIW2019/.

RFIW2019-Kaggle: (2019). www.kaggle.com/c/Recognizing-Faces-
in-the- Wild.

RFIW2020: (2020). https://web.northeastern.edu/smilelab/rfiw2020/.

Richmond, S., Howe, L. J., Lewis, S., Stergiakouli, E., & Zhurov, A.
(2018). Facial genetics: a brief overview. Frontiers in Genetics, 9,
462.

Robinson, J., Shao, M., & Fu, Y. (2019). Visual recognition of fami-
lies in the wild. In Proceedings of the IEEE/CVF conference on
computer vision and pattern recognition. https://web.northeastern.
edu/smilelab/fiw/cvpr19_tutorial/.

Robinson, J. P, Shao, M., & Fu, Y. (2018). To recognize families in the
wild: A machine vision tutorial. In Proceedings of the 26th ACM
international conference on multimedia, (pp. 2096-2097).

Robinson, J. P, Shao, M., & Fu, Y. (2021). Survey on the analysis
and modeling of visual kinship: a decade in the making. /EEE
Transactions on Pattern Analysis & Machine Intelligence, 01, 1-
1.

Robinson, J. P, Shao, M., Wu, Y., Liu, H., Gillis, T., & Fu, Y. (2016).
The fiw database. https://web.northeastern.edu/smilelab/fiw/.
Robinson, J. P, Shao, M., Wu, Y., Liu, H., Gillis, T., & Fu, Y. (2018).

Visual kinship recognition of families in the wild. IEEE Trans-

@ Springer


http://www.kinfacew.com/
http://arxiv.org/abs/1706.06083
http://parnec.nuaa.edu.cn/xtan/data/TSKinFace.html
http://parnec.nuaa.edu.cn/xtan/data/TSKinFace.html
https://web.northeastern.edu/smilelab/RFIW2017/
https://web.northeastern.edu/smilelab/RFIW2017/
https://web.northeastern.edu/smilelab/RFIW2018/
https://web.northeastern.edu/smilelab/RFIW2018/
https://web.northeastern.edu/smilelab/RFIW2019/
https://web.northeastern.edu/smilelab/RFIW2019/
www.kaggle.com/c/Recognizing-Faces-in-the-Wild
www.kaggle.com/c/Recognizing-Faces-in-the-Wild
https://web.northeastern.edu/smilelab/rfiw2020/
https://web.northeastern.edu/smilelab/fiw/cvpr19_tutorial/
https://web.northeastern.edu/smilelab/fiw/cvpr19_tutorial/
https://web.northeastern.edu/smilelab/fiw/

1524

International Journal of Computer Vision (2022) 130:1494-1525

actions on Pattern Analysis and Machine Intelligence, 40(11),
2624-2637.

Robinson, J. P, Yin, Y., Khan, Z., Shao, M., Xia, S., Stopa, M.,
Timoner, S., Turk, M. A., Chellappa, R., & Fu, Y. (2020). Recog-
nizing families in the wild (rfiw): The 4th edition. arXiv preprint
arXiv:2002.06303.

Sataloff, R. T. (1995). Genetics of the voice. Journal of Voice, 9(1),
16-19.

Schneider, P. M., Prainsack, B., & Kayser, M. (2019). The use of foren-
sic dna phenotyping in predicting appearance and biogeographic
ancestry. Deutsches Arzteblatt International, 116(51-52), 873.

Shao, M., Xia, S., & Fu, Y. (2011a). Genealogical face recognition based
on ub kinface database. In CVPR 2011 workshops, (pp. 60-65).
IEEE.

Shao, M., Xia, S., & Fu, Y. (2011b). The ubkinface database. http://
www l.ece.neu.edu/~yunfu/research/Kinface/Kinface.htm.

Shen, W., Bao, W., Zhai, G., Chen, L., Min, X., & Gao, Z. (2020).
Blurry video frame interpolation. In Proceedings of the IEEE/CVF
conference on computer vision and pattern recognition, (pp. 5114—
5123).

Sinha, R., Vatsa, M., & Singh, R. (2020). Familygan: Generating kin
face images using generative adversarial networks. In European
conference on computer vision, (pp. 297-311). Springer.

Song, C., & Yan, H. (2020). Kinmix: A data augmentation approach
for kinship verification. In 2020 IEEE international conference on
multimedia and expo (ICME), (pp. 1-6). IEEE.

Suh, Y., Han, B., Kim, W., & Lee, K. M. (2019). Stochastic class-based
hard example mining for deep metric learning. In Proceedings of
the IEEE conference on computer vision and pattern recognition,
(pp. 7251-7259).

Sun, Y., Li, J., Wei, Y., & Yan, H. (2018). Video-based parent-child
relationship prediction. In 2018 IEEE visual communications and
image processing (VCIP), (pp. 1-4). IEEE.

Taigman, Y., Yang, M., Ranzato, M., & Wolf, L. (2014). Deepface:
Closing the gap to human-level performance in face verification.
In Proceedings of the IEEE conference on computer vision and
pattern recognition, pp. 1701-1708).

Tola, E., Lepetit, V., & Fua, P. (2009). Daisy: an efficient dense descrip-
tor applied to wide-baseline stereo. IEEE Transactions on Pattern
Analysis and Machine Intelligence, 32(5), 815-830.

Vakhshiteh, F., Nickabadi, A., & Ramachandra, R. (2021). Adversar-
ial attacks against face recognition: a comprehensive study. IEEE
Access, 9, 92735-92756.

Van, W. G., Vercammen, J., & Debruyne, F. (2001). Voice similarity
in identical twins. Acta oto-rhino-laryngologica Belgica, 55(1),
49-55.

Wang, J., Lan, C., Liu, C., Ouyang, Y., Zeng, W., & Qin, T. (2021). Gen-
eralizing to unseen domains: a survey on domain generalization.
arXiv preprint arXiv:2103.03097.

Wang, M., Zechao Li, Xiangbo Shu, Jingdong, & Tang, J. (2015). Deep
kinship verification. In 2015 IEEE 17th international workshop on
multimedia signal processing (MMSP), (pp. 1-6). https://doi.org/
10.1109/MMSP.2015.7340820.

Wang, S., Ding, Z., & Fu, Y. (2016). Coupled marginalized auto-
encoders for cross-domain multi-view learning. In IJCAI (pp.
2125-2131).

Wang, S., Ding, Z., & Fu, Y. (2018). Cross-generation kinship veri-
fication with sparse discriminative metric. I[EEE Transactions on
Pattern Analysis and Machine Intelligence, 41(11), 2783-2790.

Wang, S., Robinson, J. P., & Fu, Y. (2017). Kinship verification on
families in the wild with marginalized denoising metric learning.
In 2017 12th IEEE international conference on automatic face &
gesture recognition (FG 2017), (pp. 216-221). IEEE.

Wang, S., & Yan, H. (2020). Discriminative sampling via deep rein-
forcement learning for kinship verification. Pattern Recognition
Letters, 138, 38—43.

@ Springer

Wang, W., You, S., Karaoglu, S., & Gevers, T. (2020). Kinship identifi-
cation through joint learning using kinship verification ensembles.
In European conference on computer vision, (pp. 613-628).

Wang, X., & Kambhamettu, C. (2014). Leveraging appearance and
geometry for kinship verification. In 20714 IEEE international con-
ference on image processing (ICIP), (pp. 5017-5021). IEEE.

Wang, Y., Yao, Q., Kwok, J. T., & Ni, L. M. (2020). Generalizing from
a few examples: a survey on few-shot learning. ACM Computing
Surveys (CSUR), 53(3), 1-34.

Wei, Z., Xu, M., Geng, L., Liu, H., & Yin, H. (2019). Adversarial
similarity metric learning for kinship verification. IEEE Access, 7,
100,029-100,035.

Weirich, M., & Lancia, L. (2011). Perceived auditory similarity and its
acoustic correlates in twins and unrelated speakers. In /CPAS, (pp.
2118-2121).

Whiteside, S. P., & Rixon, E. (2013). Speech tempo and fundamental
frequency patterns: a case study of male monozygotic twins and
an age-and sex-matched sibling. Logopedics Phoniatrics Vocology,
38(4), 173-181.

Wu, X., Boutellaa, E., Bordallo Lépez, M., Feng, X., & Hadid, A.
(2016a). On the usefulness of color for kinship verification from
face images. In 2016 IEEE international workshop on information
forensics and security (WIFS), (pp. 1-6). IEEE.

Wu, X., Boutellaa, E., Feng, X., & Hadid, A. (2016). Kinship verifica-
tion from faces: Methods, databases and challenges. In 2016 IEEE
international conference on signal processing, communications
and computing (ICSPCC), (pp. 1-6). IEEE.

Wu, X., Granger, E., Kinnunen, T. H., Feng, X., & Hadid, A. (2019).
Audio-visual kinship verification in the wild. In 2019 international
conference on biometrics (ICB), (pp. 1-8). IEEE.

Wu, Y., Ding, Z., Liu, H., Robinson, J., & Fu, Y. (2018). Kinship clas-
sification through latent adaptive subspace. In 2018 13th IEEE
international conference on automatic face & gesture recognition
(FG 2018), (pp. 143-149). IEEE.

Wu, Y., & Ji, Q. (2019). Facial landmark detection: a literature survey.
International Journal of Computer Vision, 127(2), 115-142.

Xia, C., Xia, S., Zhou, Y., Zhang, L., & Shao, M. (2018). Graph based
family relationship recognition from a single image. In Pacific rim
international conference on artificial intelligence, (pp. 310-320).

Xia, S., Shao, M., & Fu, Y. (2011). Kinship verification through trans-
fer learning. In Twenty-second international joint conference on
artificial intelligence.

Xia, S., Shao, M., & Fu, Y. (2012a). Toward kinship verification using
visual attributes. In Proceedings of the 21st international confer-
ence on pattern recognition (ICPR2012), (pp. 549-552). IEEE.

Xia, S., Shao, M., Luo, J., & Fu, Y. (2012). Understanding kin rela-
tionships in a photo. IEEE Transactions on Multimedia, 14(4),
1046-1056.

Xia, Z., Hong, X., Gao, X., Feng, X., & Zhao, G. (2020). Spatiotempo-
ral recurrent convolutional networks for recognizing spontaneous
micro-expressions. IEEE Transactions on Multimedia, 22(3), 626—
640.

Xia, Z., Peng, W., Khor, H. Q., Feng, X., & Zhao, G. (2020). Revealing
the invisible with model and data shrinking for composite-database
micro-expression recognition. /[EEE Transactions on Image Pro-
cessing, 29, 8590-8605.

Xing, E., Jordan, M., Russell, S. J., & Ng, A. (2002). Distance met-
ric learning with application to clustering with side-information.
Advances in Neural Information Processing Systems, 15,521-528.

Xu, C., Liu, Q., & Ye, M. (2017). Age invariant face recognition and
retrieval by coupled auto-encoder networks. Neurocomputing, 222,
62-71.

Xu, M., & Shang, Y. (2016a). Kinship measurement on face images by
structured similarity fusion. /[EEE Access, 4, 10280-10287.


http://arxiv.org/abs/2002.06303
http://www1.ece.neu.edu/~yunfu/research/Kinface/Kinface.htm
http://www1.ece.neu.edu/~yunfu/research/Kinface/Kinface.htm
http://arxiv.org/abs/2103.03097
https://doi.org/10.1109/MMSP.2015.7340820
https://doi.org/10.1109/MMSP.2015.7340820

International Journal of Computer Vision (2022) 130:1494-1525

1525

Xu, M., & Shang, Y. (2016b). Kinship verification using facial images by
robust similarity learning. Mathematical Problems in Engineering,
2016, 1-8.

Yan, H. (2017). Kinship verification using neighborhood repulsed cor-
relation metric learning. Image and Vision Computing, 60, 91-97.

Yan, H. (2019). Learning discriminative compact binary face descriptor
for kinship verification. Pattern Recognition Letters, 117, 146—
152.

Yan, H., & Hu, J. (2018a). Kfvw. https://www.kinfacew.com/datasets.
html.

Yan, H., & Hu, J. (2018). Video-based kinship verification using dis-
tance metric learning. Pattern Recognition, 75, 15-24.

Yan, H., Lu, J., Deng, W., & Zhou, X. (2014). Discriminative mul-
timetric learning for kinship verification. /[EEE Transactions on
Information Forensics and Security, 9(7), 1169-1178.

Yan, H., Lu, J., & Zhou, X. (2014). Prototype-based discriminative
feature learning for kinship verification. IEEE Transactions on
Cybernetics, 45(11), 2535-2545.

Yan, H., & Song, C. (2020). Multi-scale deep relational reasoning for
facial kinship verification. Pattern Recognition, 110(2), 107,541.

Yan, H., & Wang, S. (2019). Learning part-aware attention networks for
kinship verification. Pattern Recognition Letters, 128, 169-175.

Yan, H., Zhou, X., & Ge, Y. (2015). Neighborhood repulsed correlation
metric learning for kinship verification. In 2015 visual communi-
cations and image processing (VCIP), (pp. 1-4). IEEE.

Zhang, H., Wang, X., & Kuo, C. C. J. (2019). Deep kinship verifica-
tion via appearance-shape joint prediction and adaptation-based
approach. In 2019 IEEFE international conference on image pro-
cessing (ICIP), (pp. 3856-3860). IEEE.

Zhang, J., Xia, S., Pan, H., & Qin, A. K. (2016). A genetics-motivated
unsupervised model for tri-subject kinship verification. In 2016
IEEE international conference on image processing (ICIP), (pp.
2916-2920). IEEE.

Zhang, K., Huang, Y., Song, C., Wu, H., & Wang, L. (2015). Kinship
verification with deep convolutional neural networks. In British
machine vision conference

Zhang, K., Zhang, Z., Li, Z., & Qiao, Y. (2016). Joint face detection
and alignment using multitask cascaded convolutional networks.
IEEE Signal Processing Letters, 23(10), 1499-1503.

Zhang, L., Duan, Q., Zhang, D., Jia, W., & Wang, X. (2020). Advkin:
adversarial convolutional network for kinship verification. /[EEE
Transactions on Cybernetics, 51(12), 5883-5896.

Zhang, S., Chen, D., Yang, J., & Schiele, B. (2021). Guided attention
in cnns for occluded pedestrian detection and re-identification.
International Journal of Computer Vision, 129(6), 1875-1892.

Zhang, Y., Ma, B., Huang, L., & Hu, H. (2015). Transfer metric learning
for kinship verification with locality-constrained sparse features.
In International conference on neural information processing, (pp.
234-243). Springer.

Zhao, W., Chellappa, R., Phillips, P. J., & Rosenfeld, A. (2003). Face
recognition: a literature survey. ACM Computing Surveys (CSUR),
35(4), 399-458.

Zhao, Y. G., Song, Z., Zheng, F., & Shao, L. (2018). Learning a mul-
tiple kernel similarity metric for kinship verification. Information
Sciences, 430, 247-260.

Zhou, X., Hu, J., Lu, J., Shang, Y., & Guan, Y. (2011). Kinship ver-
ification from facial images under uncontrolled conditions. In
Proceedings of the 19th ACM international conference on Mul-
timedia, (pp. 953-956).

Zhou, X., Jin, K., Xu, M., & Guo, G. (2019). Learning deep compact
similarity metric for kinship verification from face images. Infor-
mation Fusion, 48, 84-94.

Zhou, X., Lu, J., Hu, J., & Shang, Y. (2012). Gabor-based gradient
orientation pyramid for kinship verification under uncontrolled
environments. In Proceedings of the 20th ACM international con-
ference on multimedia, (pp. 725-728).

Zhou, X., Shang, Y., Yan, H., & Guo, G. (2016). Ensemble similarity
learning for kinship verification from facial images in the wild.
Information Fusion, 32, 40—48.

Zhou, X., Yan, H., & Shang, Y. (2016). Kinship verification from facial
images by scalable similarity fusion. Neurocomputing, 197, 136—
142.

Publisher’s Note Springer Nature remains neutral with regard to juris-
dictional claims in published maps and institutional affiliations.

@ Springer


https://www.kinfacew.com/datasets.html
https://www.kinfacew.com/datasets.html

	Facial Kinship Verification: A Comprehensive Review and Outlook
	Abstract
	1 Introduction
	2 Background
	2.1 The Problem
	2.2 Main Challenges
	2.3 Facial Kinship Verification Based on Human Perception
	2.3.1 Psychological Issues Relevant to Facial Kinship Verification
	2.3.2 Human Performance on Public Kinship Datasets

	2.4 The Extended Studies
	2.4.1 Tri-Subject Kinship Verification
	2.4.2 Family Classification
	2.4.3 Family Search and Retrieval
	2.4.4 Other Tasks


	3 Datasets and Evaluation Metrics
	3.1 Datasets
	3.1.1 Image Datasets
	3.1.2 Video Datasets
	3.1.3 Evaluation Metrics

	3.2 Kinship Dataset-Based Worldwide Competitions
	3.3 Summary and Discussion

	4 Kinship Verification from Still Images
	4.1 The Key Steps for Facial Kinship Verification
	4.2 Traditional Methods
	4.2.1 Feature Extraction Methods
	4.2.2 Metric Learning Methods

	4.3 Deep Learning Methods
	4.4 Summary and Discussion
	4.4.1 The Status of FKV
	4.4.2 Main Issues and Facts


	5 Kinship Verification from Facial Videos
	5.1 Constrained Video-Based Kinship Verification
	5.2 Unconstrained Video-Based Kinship Verification
	5.2.1 Frame-Wise Kinship Verification
	5.2.2 Multi-Modal Kinship Verification

	5.3 Summary and Discussion

	6 Performance Comparison
	7 Conclusions and Outlooks
	Acknowledgements
	References




