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Abstract
Human activity recognition (HAR) systems attempt to automatically identify and analyze
human activities using acquired information from various types of sensors. Although sev-
eral extensive review papers have already been published in the general HAR topics, the
growing technologies in the field as well as the multi-disciplinary nature of HAR prompt the
need for constant updates in the field. In this respect, this paper attempts to review and sum-
marize the progress of HAR systems from the computer vision perspective. Indeed, most
computer vision applications such as human computer interaction, virtual reality, security,
video surveillance and home monitoring are highly correlated to HAR tasks. This estab-
lishes new trend and milestone in the development cycle of HAR systems. Therefore, the
current survey aims to provide the reader with an up to date analysis of vision-based HAR
related literature and recent progress in the field. At the same time, it will highlight the main
challenges and future directions.

Keywords Human activity recognition · Behavior understanding · Action representation ·
Action detection · Computer Vision · Survey

1 Introduction

Human activity recognition is often associated to the process of determining and naming
activities using sensory observations [213]. More specifically, a human activity (HA) refers
to the movement (s) of one or several parts of the person’s body. This can be either atomic or
composed of many primitive actions performed in some sequential order. Therefore, human
activity recognition should allow labeling the same activity with the same label even when
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performed by different persons under different conditions or styles. HAR systems attempt
to automatically analyze and recognize such HAs using the acquired information from the
various types of sensors [4, 7]. Besides, HAR outputs can be employed to guide subsequent
decision-support systems. For instance, authors in [103] proposed an HAR system that can
help a teacher to control a multi-screen and multi-touch teaching tool, such as sweeping
right or left to access the previous or next slide, call the eraser tool to rub out the wrong
content, among others. Similarly, the work of [223] aims at ensuring a good implementation
of various Human Computer interaction systems. To this end, the underlined HAR systems
are generally preceded by an activity detection task. This consists of the temporal identifi-
cation and localization of such activity in the scene in a way to boost the understanding of
the ongoing event. Therefore, the activity recognition task can be divided into two classes:
classification and detection.

HAR has become a hot scientific topic in computer vision community. It is involved in
the development of many important applications such as human computer interaction (HCI)
[65], virtual reality [164], security [171], video surveillance and home monitoring [14, 138,
145, 156–161, 163, 223]. Therefore, the wide range of the activity recognition methods is
directly linked to the application domain to which they are implemented [145].

In this respect, HAR systems implementation is guided by two main streams of human
computer interaction technologies: (1) Contact-based and, (2) Remote methods [214].
Contact-based systems require the physical interaction of the user with the command acqui-
sition machine or device [131]. These methods are also straightforwardly impacted by the
nature of data issued from the various sensory modalities and sources, e.g., accelerome-
ters, multi-touch screens, body-mounted sensors or wearable sensors such as data gloves to
analyze the human behavior. Nevertheless, contact-based systems are more and more aban-
doned because the physical contact requires some skills and sophisticated equipment that
make them accessible only to experimented users. Besides, in order to enable implementa-
tion in real world application scenarios, wearable sensors need as well to be easy, efficient,
of adequate size, and should benefit from user’s acceptability and willingness to perform
continuous monitoring tasks. Among the currently developed HAR, one shall distinguish
the vision-based (Remote methods). The latter attempts to simplify the human computer
interaction task by allowing the human to use natural and intuitive manner in communica-
tion [214]. In fact, human activities enable a user to convey ideas or thoughts through his
gestures or combination of such activities [118, 214, 223]. Intuitively, since vision-based
systems use captured images or recorded video sequences to recognize activities, this can
provide an edge to alternative approaches to win societal trust. Unlike contact-based activity
recognition systems, vision-based systems do not require ordinary users to wear several and
uncomfortable devices on different parts of their body. So, the “non-intrusive” character of
these last systems allowed them to gain acceptability of use among the society.

Human activity recognition has been studied significantly in the literature. In some pre-
vious works [4, 12, 25, 32, 60, 74, 107, 143, 189, 204, 237], HAR systems have been
extensively reviewed and discussed. Nevertheless the rapid development of the technology
and emergence of new methodological approaches call for a constant update in the field
and, thereby, new reviews in a way to benefit the growing HAR community researchers. In
this respect, the current survey completes and updates the aforementioned existing surveys.
Figure 1 illustrates the major aspects studied in this review. The main contributions of our
survey, which make it different from the previous works are as follows:

– Our survey discusses the most significant advances reported recently in the litera-
ture covering both the general aspects of human activities recognition and the specific
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Fig. 1 In-depth analysis of vision-based Human activities recognition

vision-based HAR systems. One can see from Fig. 2a that only 9% of the existing sur-
veys from 2010 to present are devoted to discuss the general framework of HAR while
91% are rather presenting specific taxonomies or domain specific. In addition, Fig. 2b
shows most commonly discussed HAR subjects and the percentage of surveys covering
each subject for the ten past years.

– This paper presents a deeper analysis of human activities recognition by discussing
various applications of HAR in different fields, analyzing the proposed approaches,
defining abstraction levels of activities and categorizing human action representation
methods. In an attempt to quantify the in-depth characterization of the HAR survey
papers reported in our study (this paper), we manually scrutinize the reported survey
papers for the last ten years to distinguish in-depth and comprehensive surveys from
domain-specific or light surveys. The results are presented in Fig. 3. It can be seen
from this figure that there are only few surveys similar to our work and, thereby, there
is a need for updated new comprehensive review for HAR systems. Strictly speaking,
the previous quantification (of in depth-survey versus standard-survey) is rather based
on the number of technologies and methodologies, structure of taxonomy, in-depth
comparative analysis undertaken by the underlined review paper.
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Fig. 2 HAR related surveys from 2010 until 2019: a The percentage of surveys representing general aspects
of HAR compared to surveys presenting specific taxonomies and application domains of HAR, b Distribution
of major subjects of HAR covered by recent surveys
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Fig. 3 Comparison between the number of HAR surveys covered by our study and the number of surveys
presenting general and comprehensive analysis of HAR for the period of 2010 to present

– In addition to reviewing existing human activities recognition approaches and common
related datasets, we classify them according to the modalities used when acquiring
data and to the commonly employed three-stage activity recognition process: detection,
tracking and classification.

– We also identify challenging issues and provide useful recommendations to provide
useful insights to HAR system development community.

We explore in this paper, the state-of-the-art of HAR methods from different point of
views, and categorize the general HAR task according to several criteria which are dis-
cussed in the following sections. In Section 2, we provide an overview of survey papers on
HAR tasks. In Section 3, we detail the main applications of HAR systems, ranging from
simple desktop applications to advanced robotic. Subsequently, we provide in Section 4
four taxonomies for classification of HAR approaches according to; (1) the feature extrac-
tion process with a categorization of human activity representation methods in Section 4.1,
(2) the three-stages recognition system followed by the methods used in implementing each
of them in Section 4.2, (3) the input data modalities in Section 4.3 and (4) the supervision
level of the machine learning in Section 4.4. Afterwards, we describe in Section 5 a taxon-
omy of activity types and the body parts which can be used to identify the various human
activities. We also classify the works in Sections 6 and 7 according to two criteria: (1) the
nature of processed data, and (2) the data acquisition modality. We explore in Section 8 the
used means to validate different approaches. We enumerate the standard and popular bench-
marks and evaluation metrics for HAR task. Next, the limitations of HAR methods and the
challenges associated to enhancing HAR system performances, in Sect. 9 and Section 10
respectively. Finally, we finish with a conclusion.

2 Related surveys

The state-of-the-art methods of HAR task are studied and surveyed in different papers
[3, 4, 12, 25, 32, 60, 74, 75, 77, 81, 107, 136, 143, 189, 195, 201, 204, 213, 233, 237].
These survey papers introduce the recent advances in automated human activity recogni-
tion topic. A few number of these works such as [12, 74, 136, 143, 189, 201, 231] provide
a comprehensive review on different aspects of HAR methods, while most of them look
at HAR task from a specific point of view. For example, [213] classifies HAR approaches
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according to the spatial-temporal characteristics of actions, video segmentation and recog-
nition systems and camera modalities. Likewise, [3] advocates a taxonomy-based approach
and compares the advantages and limitations of each method. The authors examined both
simple human actions and high-level activities. In addition, the authors of [81] review
HAR approaches according to the complexity of features involved in the action recogni-
tion process. Similarly, [195] categorizes human activities according to their complexity
into action and activity and then reviews the major approaches for recognizing human
actions and activities. Authors of [60] summarize existing methods for human activity
recognition from still images and categorize them into two big categories according to
the level of abstraction and the type of features each method uses. Otherwise, [25, 77]
compare techniques related to image segmentation, feature extraction and activity classi-
fication, and then discuss advantages and limitations of each of them. Furthermore, the
authors of [204] categorize HAR approaches into two broad categories: uni-modal and
multi-modal with regards to the source channel each of these approaches employs for
human activities recognition. They also reviewed the existing publicly available human
activity datasets and examined the requirements for building both ideal HAR dataset and
system.

On the other hand, [4] focused on techniques that use 3D and depth data, while [63, 140,
230] surveyed 3D skeleton-based human representation and action recognition approaches.
Interestingly, [237] represents the semantic-based human recognition methods using still
images and videos. It identifies semantic space and semantic-based features such as pose,
poselet, related objects, attributes, and scene context. It also briefly discusses the potential
applications of semantic approaches. [107, 233] provide a classification of common Kinect-
based motion recognition approaches and review each approach accordingly. They highlight
Microsoft Kinect sensor applications in various domains as well as the publicly available
Kinect datasets.

Overviews of current progress in human activities recognition are also presented in [7,
21, 122, 174]. These surveys analyze popular techniques used for object segmentation and
activity recognition. The authors discussed as well the merits and demerits of such methods
and proposed possible future scopes in this area of research. Authors in [129] were inter-
ested into knowledge-based human activity recognition methodologies which are not well
covered in the literature. More specifically, they survey methods and techniques used in
the literature to represent and integrate knowledge and reasoning into the recognition pro-
cess. These methods are categorized in terms of statistical, syntactic and description-based
approaches.

On the other hand, reviews of vision-based hand gesture recognition methods were pre-
sented in [33, 34, 45, 64, 119, 145, 153, 227]. The purpose of these reviews was to introduce
the field of gesture recognition as a mechanism for interacting with computers and provide
researchers with a summary of advances in hand gesture recognition to help identify areas
where further research is needed. Authors in [145] focus on gesture taxonomies, their rep-
resentations, recognition techniques, software platforms and frameworks as well as hand
gesture recognition applications. Other researchers are interested in behavior and event
understanding rather than actions and gestures. We can quote as examples [8, 22, 69, 135,
151, 193, 209]. Authors in [22, 135] discuss the advantages and the drawbacks of exist-
ing approaches for behavior understanding as well as related available datasets. They also
highlight open research challenges and several important future directions. [8] examines
complex event recognition techniques. They identify a number of limitations with respect
to the employed languages, probabilistic models and their performance as compared to
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the purely deterministic cases. Based on those limitations, promising directions for future
work are then highlighted. Authors in [193] attempt to summarize techniques in understand-
ing activities of a person and/or a group as well as their social interactions. For instance,
understanding crowd behavior is deemed essential to surveillance and security purposes.
Motivated by this fact, many surveys are devoted to crowd analysis such as [1, 23, 59, 186],
in order to provide an overview of the major techniques applicable for classifying abnormal
behavior in a crowded scene scenario. On the other hand, reviews on vision-based Ambient
Assisted Living, patient monitoring like [123, 127, 139], fall detection and abnormal human
activity recognition such as [18, 39] were proposed in the literature. Other researchers were
interested in motion analysis to recognize human activities and many reviews were pre-
sented in this field. We can mention for instance [2, 31, 47, 94, 116, 117]. Authors in
[31] attempt to summarize human motion analysis algorithms that use depth imagery. [2]
discusses three sub-topics of human motion analysis: human body parts-based motion anal-
ysis, moving human tracking and image sequences-based human recognition. [116] views
human body motion as a hierarchical process with four steps: initialization, tracking, pose
estimation and recognition. A comparative analysis of methods based on handcrafted rep-
resentations and solutions that involve learning architectures is carried out in [68] and
[236]. In both surveys, the authors discuss recent advancement in human action represen-
tations alongside the associated pros and cons. Reviews on deep-learning based methods
of human activities recognition were provided in [16, 132, 210, 225]. They analyzed the
advantages and limitations of current existing techniques and discussed the potential direc-
tions for future research. Authors in [210] were interested particularly to RGB-D-based
human motion recognition using deep learning architecture and focused on three architec-
tures of neural networks: CNN, RNN and other structured networks. On the other hand, the
authors of [132] enumerate a list of datasets in different complexity levels and compare the
performance of deep learning-based approaches to other existing works.

Surveys on dataset benchmarks for human action recognition from visual data constitute
another field of research tackled in [28, 44, 61, 66, 98, 181]. They aim to guide researchers
in the selection of the most suitable dataset for benchmarking their algorithms. These sur-
veys also present the best performance scores achieved by various HAR methods on these
benchmark dataset. The performance analysis includes the number of activity classes, com-
plexity of events, application domain and impact of the ground truth. In addition, [66]
presents a summary of the results obtained on the recent ASLAN benchmark [79], which
was designed to reflect on the variety of challenges that modern activity recognition systems
are expected to overcome. Authors in [44] propose a novel dataset, called CONVERSE, that
represents complex conversational interactions between two individuals via 3D pose. Simi-
larly, authors in [20, 46, 180, 181, 232] present a set of comprehensive reviews of the most
commonly used RGB-D video-based activity recognition datasets. Relevant information in
each category is extracted in order to help researchers to easily choose appropriate data for
their needs. Moreover, the reviews highlight the evaluation protocols, and the limitations of
the publicly available datasets. A guidance on future creation of datasets and establishment
of standard evaluation protocols for specific purposes is also provided.

Authors in [114] examine another aspect of human activity recognition by analyzing
several factors that influence the evaluation of activity recognition approaches. Especially,
they reviewed many of the commonly used metrics, outlined the sources of errors in such
systems and presented different methods for detecting and labeling these errors.

However, all these surveys discussed above do not cover all aspects of human activ-
ity recognition. They highlight different taxonomies, applications and specific theoretical
angle of HAR (See Table 2 in the Appendix section for a comparative analysis between
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our survey and the surveys mentioned above). This motivates the current paper where a
deeper analysis of human activity recognition is provided, although the review pays a special
attention to vision-based HAR systems. We analyze approaches proposed in the literature.
We define the activity and its related abstraction levels and categorize human action rep-
resentation methods. Furthermore, we determine the corresponding human body parts that
are tracked to identify activities and classify HAR methods according to the acquisition
device and to the three basic stages. In addition, we discuss the nature of the processed
data and the point of view. We enumerate means used for the evaluation of approaches,
datasets of human activities and performance evaluation metrics. Finally, we point out lim-
itations and open research challenges that require special attention from the HAR research
community.

3 HAR applications

HAR has been widely used for various applications such as human-computer interaction
systems HCI, computer vision and augmented reality [14, 19, 53, 65, 138, 222, 223]. It is
important to stress the interest of having interactive and natural interfaces, where the user
can use his performed actions to provide instructions to the machine. For instance, a speaker
can control the presentation of the slides with the movements of his hand [24]. Likewise, the
recognition of human activity from static images or video sequences has several potential
applications in many fields. Examples of human activity recognition applications include
monitoring and evaluation of processes in industry as well as machines and devices con-
trol [27, 202, 223], fraud detection [7, 21], extraction of information from videos [4, 198],
video assistance and surveillance [4, 7, 19, 21, 27, 198] and public security [171] where
crowds’ movements are tracked to detect violent or criminal situations. Given the increasing
involvement of robots in our life, it is essential to equip them with the ability to understand
intentions, emotions and behaviors of individuals. Thus, Robotics and video games have
also taken benefits from the progress made in HAR systems [4, 7, 19, 21, 104]. Finally,
other applications of HAR systems touch in medical environments to ensure surgical opera-
tions or patient monitoring, interpretation of language signs [7, 21, 68, 73, 119, 177] as well
as supervision of medication [19]. For instance, a combination feature extraction method
based on human activities recognition is introduced in [73] making possible to classify static
signs of the sign language.

The interest in the development of these human activity-based applications can be jus-
tified by the fact that they provide very valuable and useful means of communication.
However, the progress of the research in this field is also affected by the considerable
changes in the technology trend and overall ecosystems.

4 HAR approaches

HAR methods are composed of three important components: (1) Video frame segmentation
for action detection, (2) Action representation with respect to posture and motion of the
human body, and (3) Learning process that recognizes these actions. We categorize in this
section, HAR approaches according to feature extraction process in the first subsection, to
the three stages of recognition process in the second subsection, to the source modalities of
input data in the third subsection and finally to machine learning supervision level in the
fourth subsection.
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Fig. 4 Vision-based Human activities recognition approaches

4.1 HAR approaches according to feature extraction process

In this subsection, we present a classification of HAR approaches according to feature
extraction process into handcrafted representation based and learning based approaches.
Figure 4 summarizes the HAR methods as follows:

Methods based on Handcrafted features rely on human ingenuity and prior knowledge
to extract discriminating features. These types of methods involve three major steps: (1)
Foreground detection that corresponds to action segmentation, (2) Feature selection and
extracting by an expert and (3) Classification of action represented by the extracted fea-
tures [24]. The input images or video frames are analyzed to extract the most significant
features that are used, then to build the descriptor. The classification is performed using a
generic trained classifier which makes this family of approaches low cost, flexible and does
not rely on large sets of samples for training. Methods based on handcrafted features are:
spatial-temporal-based approaches as discussed below, appearance-based approaches, and
other methods like local binary pattern LBP which is a visual descriptor used for texture
classification and fuzzy logic.

Human activities can be seen either static or dynamic. Static activities are described using
the orientation and the position of the limb in space while dynamic activities are described
as movements of these static activities [145]. Hence, action recognition can be based either
on spatial or temporal cues that describe and recognize these actions [213]. Both spatial and
temporal representations can be categorized into three classes (see Fig. 5).

i) Spatial representations: This can also be categorized into three subclasses.

Fig. 5 Spatial and temporal representations of actions
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(a) Body models: This allows recovering human body pose from features using the
spatial structure of the action with reference to the human body. One potential
method is the reconstruction of the 3D body model that aims at representing the
body as a kinematic joint model [54, 182] and recognizing the underlined action
using joint trajectories. An alternative method is the direct recognition from 2D
models without employing 3D models.

(b) Image models: This corresponds to a holistic representation of actions that use a
regular grid bounded by a region of interest centred around the person to detect
and compute features. For instance, we can quote silhouettes [13, 56, 72], con-
tours [72], motion history images (MHI) [6, 70], motion energy images (MEI)
[6, 70] and optical flow [71, 93, 165, 190] that are used to describe actions and
movements.

(c) Spatial statistics: This enables us to represent local actions through a set of statis-
tics of local features from the surrounding regions. These regions are obtained
after either dense or sparse decomposition of the underlined image or video. For
instance, we can mention statistical methods and space-time interest points [6,
108, 142] which calculate Spatial-Temporal Interest Points (STIP) of the image
and assign each region to a set of features, to provide spatial distribution of local
image features. Methods based on spatial-temporal can be classified as follows:

� Volume-based: These approaches represent video as spatial-temporal vol-
ume and may rely on features like texture, color, posture, histograms of
optical flow, histograms of oriented gradients...etc. Actions are recognized
using similarity between the two volumes. Volume-based approaches can
not work efficiently when the scene is crowded, they are only suitable for
simple action or gesture recognition. For example, Scale Invariant Feature
Transformation (SIFT) is used as a 2D interest point detector in [105] while
corners and Laplacian of Gaussian are used in [42] to detect 3D interest
points. Figure 6a shows a representation of the human body with space-time
volumes based methods.

� Trajectory based approaches: This family of approaches represent joint posi-
tions of the body with 2D or 3D points which are further tracked along the
video to compute action trajectories. These tracked changes in the posture are
used to construct the 3D representation of the activity which is considered to
be a set of spatial-temporal trajectories. These methods are powerful against
noise, view and/or illumination changes, and are useful for recognizing com-
plex activities. For instance, [205] calculates several descriptors (HOG, HOF
and motion boundary histogram MBH) and trajectories by tracking densely
sampled points using optical flow. Figure 6b shows a representation of the
human body using spatial-temporal trajectories based methods.

ii) Temporal representations:

(a) Action grammars: they represent the action as a sequence of moments. Each
moment is described by its own appearance and dynamics. To perform action
recognition task, features are grouped into similar configurations called states
and temporal transition between these states are learned [134]. Hidden Markov
Models [82, 83], CRF [113, 179], regressive models [49, 115, 130] and context-
free grammars [40, 149] are examples of action grammars.
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Fig. 6 Examples of handcrafted feature extraction approaches: a Space-time volumes, b Space-time
trajectories, c Shape-based methods: Contour features, d Motion-based methods [141]

(b) Action templates: This consists of a set of temporal representations that allow
representing the appearance of temporal blocks of features and dynamics called
templates [70, 208]. Templates are computed over long sequences of frames
and dynamics are represented using features of several frames loaded in feature
vector or in space time volume. Typically, Fourier Transform [198, 199, 207],
Wavelet representations [58, 229] and trajectories of body parts [176, 197] are
templates that can be used for action recognition.

(c) Temporal statistics: They are based on statistical models and are as well temporal
representation of action. Statistical models [173] are used to describe the distribu-
tions of unstructured features over time. These features represent the appearance
of actions.

iii) Appearance based approaches: They use 2D or 3D depth images and are based on
shape features, motion features or any combination of both features. These methods
have been significantly simplified due to the emergence of depth cameras. A quick
advance is felt in the skeleton-based recognition approaches as well with the advent
of depth sensors and algorithms of real-time skeleton estimation [177]. According to
[198], they can be classified into two categories:

� Joint locations, which consider the skeleton as a set of points.
� Joint angles, which assume the human body as a system of rigid connected seg-

ments and the movement as an evolution of their spatial configuration [7, 29,
128].

As an appearance based approach, [198] proposes an efficient skeleton represen-
tation for activity recognition based on the body parts. The authors model the 3D
geometric relationships between the body parts using rotations and translations. The
work proposed in [234] is based on the Microsoft Kinect sensor and presents a new
method of HAR while using the machine training. Actually, the growing interest in
the recognition, generated by the release of Kinect, is due to the fact that the skele-
ton information can be deduced from depth images [124]. A transparent standardized
input interface, making it possible to reduce HCI constraints was proposed in [118]. It
is used to imitate in real time the motions carried out by the user, using an articulated
3D model. The system is based on the image analysis to detect the trajectory of the
hand, to determine its configurations and interpret them like 3D postures. This solu-
tion is very fast and computationally efficient, and can be used as a control entry of a
mobile robot.

Generally, the appearance based approaches can be classified according to either
shape or motion based characteristics.
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(a) Shape based methods: They capture local shape features such as contour points,
local region, silhouette and geometric features from the human image or video
using foreground segmentation.For example, [223] proposes a process for hand
gesture recognition in the 3D point cloud, which explicitly uses 3D information
of depth maps where the color information is ignored. It submits a standard-
ized descriptor of features, making it possible to effectively represent the various
positions of the hand. Figure 6c shows a representation of the human body using
contour points.

(b) Motion based methods: They include optical flow and motion history volume,
which are then used for action representation [71, 190, 212]. Then, a generic
classifier on top of this representation is implemented for action recognition.
The research of [191] proposes to recognize actions using vector quantization
of motion descriptors. This method is related to a meta-algorithm combining the
histograms of optical flow and classifiers of bag-of-words. An example of action
recognition proposed by [141] is given in Fig. 6d.

(c) Hybrid methods: they combine shape and motion features to represent actions [5,
72, 85, 96, 172].

Recently, feature learning [97, 196] has started to become popular in different com-
puter vision applications such as pedestrian detection [26, 87], image classification [11,
88], vision-based anomaly detection [35], ...etc. Besides, many of the learning-based action
recognition approaches rely on the end-to-end learning which consists of transformations
from pixel-level to action classes. The feature-learning based methods for the HAR task can
further be grouped into (1) Traditional and, (2) Deep-learning-based methods.

i) Traditional approaches: This includes methods like genetic programming [36, 100],
dictionary learning [110, 226] and Bayesian networks [92, 101].

(a) Dictionary learning: This provides a sparse representation of the input data by
a linear combination of basis dictionary atoms. They use an end-to-end unsuper-
vised learning to learn the dictionary and the corresponding classifier within a
single learning procedure. The concept of these methods is similar to visual Bag
of Words model (BoW) that generates global data representations. For instance,
[235] presents a weakly-supervised cross-domain dictionary learning approach to
adapt knowledge of one action dataset to another action dataset. The proposed
method learns a reconstructive, discriminating and domain-adaptive dictionary
pair and the corresponding classifier parameters without using any prior infor-
mation. As aforementioned, methods based on spatial-temporal features are very
popular, and have achieved state-of-the-art results on activities classification task.
However, the use of over-complete dictionaries proves to be more interesting
because they can produce even more compact representations. Therefore, the
authors of [222] have combined these two concepts to propose a solution of HAR
from multi-part missing video.

(b) Genetic programming (GP): GP is an evolutionary method inspired by the pro-
cess of biological evolution and its fundamental mechanism [24]. The principle
of genetic programming is to search a space of possible solutions without having
any prior knowledge and it allows discovering functional relationships between
features in data enabling its classification. Genetic programming has been used
to construct holistic descriptors that allow to maximize the performance of action
recognition tasks [100]. In [100], the authors developed an adaptive learning
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methodology using GP to evolve discriminating spatial-temporal representations,
which simultaneously fuse the color and motion information, for high-level action
recognition tasks.

(c) Bayesian networks: These methods are probabilistic graphical models that infer
the conditional dependencies using directed acyclic graphs [24]. The graph nodes
and edges represent the random variables and their associated conditional depen-
dencies, respectively. The probability computations are performed using the
Bayesian inference. In [92], the authors adopted a Bayesian Network (BN) to rep-
resent and capture the semantic relationships among action units, as well as the
correlations of the action unit intensities, to more accurately and robustly measure
the intensity of spontaneous facial actions.

ii) Deep-learning: Feature learning approaches based on deep-learning methods are
widely explored for HAR task because of their promising performance, robustness in
extracting features and their generalization ability for different types of data. These
methods are very data harvesting in the training process. They aim to learn multiple
levels of representation and abstraction that allow a fully automated feature extraction
process. Deep learning-based methods can be considered as trainable feature extractors,
which allow the recognition of high-level activities with complex structures. However,
high computational complexity and huge data requirements for the training phase are
still among ongoing challenging problems. Deep learning-based approaches can be
categorized into:

(a) Generative methods: These are unsupervised models which are based on the
famous quote of Richard Feynman: “What I cannot create, I do not understand”.
[55]. They use unsupervised learning to represent any kind of unlabeled data dis-
tribution. The new representation reduces the data dimensionality and comply
from the data distribution. Therefore, the main aim of the generative models is to
understand the data distribution including the features that belong to each class, in
order to replicate the initial true data distribution of the training set. The most com-
monly used and efficient approaches are: Auto-encoder [187, 221], Variational
Autoencoders (VAE) [41] and Generative Adversarial Networks (GAN) [146].
As an example of generative models, [162] proposes an end-to-end deep learning
model for abnormal activity recognition in videos. The proposed architecture is
similar to GAN, where the two networks compete to learn and collaborate in the
detection task.

(b) Discriminative methods: these are supervised models that use a hierarchical learn-
ing model composed of different hidden layers to classify raw data input into
various output categories. The most used are Deep Neural Networks (DNN),
Recurrent Neural Networks (RNN) and Convolutional Neural Networks (CNN).
As an example, in [197], the authors aim to demonstrate the advantages of
long-term temporal convolutions and the importance of high-quality optical flow
estimation for learning accurate video representations for human action recog-
nition. For that, they investigate the learning of long-term video representations.
They consider space-time convolutional neural networks and study architectures
with Long-term Temporal Convolutions (LTC).

(c) Hybrid models: these methods integrate generative and discriminative models to
gain performances and advantages of both models such as [112, 187].
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4.2 HAR approaches according to the recognition stages

Human activities recognition systems are, in general, composed of three main steps: Detec-
tion which consists in determining the part of the body to follow or to recognize; Tracking
that provides a connection between the successive images, and; Recognition which consists
in interpreting the semantics of the localization, the posture, and the activity. In order to
investigate further HAR methods, this subsection is devoted to represent different state of
the art vision-based HAR techniques associated to each stage. This assumes that the choice
of the algorithm depends on the selected representation of activities. We classify methods
for human activities recognition into the following.

i) First stage methods (detection):

(a) Skin color: This can be used to detect the desired body part. The problems of skin
color-based methods reside mainly in choosing the relevant color space and with
false detections because of the objects of the scene whose color is close to that of
the skin. Very common solutions to these problems are the separation of bright-
ness and chromaticity components, elimination of shadow effect and background
subtraction [37, 164, 194]. Other problems may influence the results of these
methods, like the inherent discrepancy of skin color variations according to eth-
nicity group, lighting conditions and the sensitivity of the employed acquisition
devices.

(b) Shape: The contours of the body part shape can be extracted to follow and
recognize human activities. To increase the reliability of these techniques, sophis-
ticated approaches of post-processing are used for the extraction. Shape-based
methods are typically independent of the camera view, skin color and conditions
of lighting but present the difficulty of classifier’s implementation. Moreover,
background objects can be confusing or can occlude the forms to be detected.
For instance, [234] uses the skeleton shape compared to information of the
skeleton embarked in MICROSOFT SDK in order to detect human actions. In
[223], the detection is based on appearance through a combination of the color
and the shape to ensure a region segmentation that contains the person’s hand.
Shape-based methods were also used by [15, 214].

(c) Pixel values: The appearance can be expressed in terms of pixel values change
between images of a sequence according to the activity. Indeed, it is evident
that the difference in appearance between various activities is more noticeable
than among people performing the same activity. So, techniques based on the
appearance of body parts are proposed as in [203].

(d) 3D models: They attempt to build matches between characteristics of the model
based on various features of the images. These techniques are independent of
the viewpoint, but present some limitations in terms of accurate positioning
characteristics. For instance, [50] uses a 3D model method for hand gesture
tracking.

(e) Motion: Motion can be detected using the difference in brightness of pixels of
two successive images. For example, authors in [118, 183] use several motion
characteristics based methods to detect body parts.

(f) Anisotropic-diffusion: This is based on the extension of the successful anisotropic
diffusion based segmentation to the whole video sequence to improve the detec-
tion of object contours and regions of interest that may trigger specific activity,
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see [102, 219]. Therefore such concept can be used to detect and describe activ-
ity patterns. For instance, the work in [95] uses anisotropic diffusion based
approach to enable the recognition of crowd activities using a two-step clus-
tering scheme that extracts the semantic regions and the coherent motion. In
[102], an anisotropic filter is used for noise discrimination of 3D human activity
recognition.

ii) Second stage methods (Tracking):
Various methods, independently from the ones used for the detection phase, can be

used to track the human body. If the detection method is fast enough to operate at the
frame acquisition rate, it may be the same in both stages. Tracking methods can also
be categorized into the following.

(a) Template-based methods: these techniques use models to follow the body parts
[15]. They require continuous learning with high frame rate and are classified into
two categories:

� Features tracking based on the correlation: Regions of an image containing
the body parts to be followed are used as a prototype to be detected in the
following image. These techniques require that the part being tracked remains
in the same neighbourhood in the successive images. They are influenced
by the lighting variations and may not be efficient in real time systems. In
[223], the authors use 3D information of depth maps to ensure the follow-up
of the human body. Optical flow characteristics of two successive images are
employed in [191] using the algorithm of Kanade Lucas Tomasi [106, 175].
In [118], the hand gestures are followed using an articulated 3D model.

� Contours based tracking: They are deformable contour techniques (snakes)
which initially place a contour close to the area of interest, then it is warped
in an iterative way using active shape models in each frame to make the snake
converge [217]. These techniques are more efficient if a contrast between
the object to be tracked and the background exists. They can be used in
real-time systems, may handle several targets at the same time and can also
be adapted to complex postures. On the other hand, they are influenced by
color intensity variations and are limited regarding smoothing and softening
of contours.

(b) Optimal estimation: These methods evaluate the state of moving systems from
series of measures [9, 218]. In the case of HAR systems, they are used to estimate
the movements of the human body in similar way that Kalman Filter does [91].
They can be used in real-time systems, and can deal with uncertainty, but have
limitations against cluttered backgrounds.

(c) Particle Filters: These methods consist in following the positions of the body parts
and their configuration in complex environments. A particular location of the part
of interest is modelled by a set of particles.

(d) Cam Shift: They are based on the mean shift algorithm which use the models
of appearance based on density to represent the targets [106, 175]. Such meth-
ods consist in finding, in a sequence of images, the nearest model of distribution
to the sample model using an iterative research. These methods are simple and
have low-cost calculation. They have some limitations in complex scenes or scale
variations.
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iii) Third stage methods (classification):

(a) Support Vector Machine (SVM): The classification is performed by the construc-
tion of a set of hyper planes in a multidimensional space separating the elements
from various classes with a vast margin. SVM classifier is the most used hand-
crafted classifier because it offers a very high rate of recognition performance and
classification. It was used with a Gaussian, Radial basis function (RBF) or linear
kernel with or without parameters in [21, 27, 124, 191, 222, 223].

(b) Naive Bayesian classifier: This is a probabilistic classifier based on the theorem
of Bayes [10]. It consists in counting the number of occurrences of the key motion
in a video sequence. To recognize a new action, the rule of Bayes is applied and
the selection of the activity which has the greatest probability a posteriori is done.
In [191], a comparison between this classifier and SVM is carried out.

(c) Algorithm of K Nearest Neighbor: it consists in the classification of objects based
on the majority of their neighbors’ vote [21, 222]. To identify neighbours, objects
are represented by position vectors in the multidimensional space of features. This
algorithm is sensitive to local data structure. The work in [198] compares the
obtained classification results using this algorithm and SVM.

(d) K means: This is a clustering algorithm, which is sensitive to data structures and
consists to iteratively calculate the k-distances from each class centroid to each
datum [222]. The points are then assigned to the nearest cluster and the centers are
re-evaluated to be the average of their class values. The process is repeated until
the stop condition is reached, which can be the maximum number of iterations or
a tolerance level. It is used by [191] for the classification of human actions.

(e) Mean shift clustering: These are non-configurable techniques of clustering that do
not require prior knowledge about the number of clusters and do not limit their
forms.

(f) Machines finite state: In this model, the static gestures and postures are repre-
sented by states, authorized changes where temporal and/or probabilistic con-
straints are represented by transitions, and finally the dynamic gestures are
represented by arcs between the initial and the final states. These machine-finite
states require the modification of the model whenever a new gesture appears, and
have a high computational complexity because they are proportional to the used
gestures.

(j) Hidden Markov Models: These models represent solutions to the segmentation
problem and are among the most popular [7, 19, 21]. They constitute a general-
ization of Markov chains which are finite state automaton with a probability value
on each arc. They have been discussed in [204].

(h) Dynamic time warping: This algorithm calculates the distances between each pair
of possible points from two signals according to their associated characteristic
values. This allows estimating and detecting the movement in a video sequence. It
was used by authors of [124] in order to eliminate the problem of rate variations
generated by the classification of human actions.

(i) Neural networks: They are mathematical models whose design is inspired from
the functioning of biological neurons [19, 21]. They are generally optimized
by probabilistic learning techniques, in particular, Bayesian. Neural networks
allow creating fast classifications which can be applied to real-time systems. For
instance, [78, 152, 200] use neural networks for activities recognition.
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4.3 HAR according to the source of the input data

Methods of human activities recognition are categorized, in [127], with regard to the nature
of the detector into two main categories: Uni-modal methods that consider an activity as
a set of visual characteristics and allow the recognition from single modality data [109,
147]; Multi-modal methods, which combine collected features from various sources, and
therefore several modalities are used [133, 168]. We can also mention the work of [27],
where the authors combine speech and localization of human body for HAR.

Among the uni-modal methods, we can mention the space-time methods, which concate-
nate the time and the 3D representation of the body to locate activities in space, allowing
a detailed analysis of human movements [80, 128]. Often sensitive to noise and occlusion,
these methods are not adapted to recognize complex actions, such as in [191, 198]. On the
other hand, the stochastic methods, which represent the activity by stochastic models like
Markov Model, enable the modelling of human interactions and the recognition of complex
activities. These methods yield approximate solutions whose training is difficult because
of the large number of training parameters [82, 83]. We can also mention rule-based meth-
ods that characterize the activity using a set of rules or attributes [19, 211]. They present
some difficulties during the generation of these rules and attributes, in the analysis of long
video sequences and during the recognition of complex activities. Lastly, another family,
shape-based methods has emerged. They use the shape features to represent and recognize
activities [118, 191, 216, 223]. The existence of a great number of pose estimation devices
at low cost makes these techniques very useful, although they depend on the viewpoint,
occlusion, people clothing and are sensitive to lighting variations.

Among multi-modal methods, there are emotional methods that associate visual and tex-
tual features to classify the emotional states of individuals in static images [166, 171]. On
the other hand, the behavioral methods aim to recognize the behavioral attributes like the
emotions, mood, etc. These methods allow the recognition of complex human activities
using complex classification models, which make the specification of emotional attributes
difficult [144, 228]. Finally, we shall mention the methods based on social networks,
which allow recognition of social events (wedding, birth...), and interactions. They are
limited by the number of people in interaction and the modelling difficulty in complex
scenes [43, 148].

4.4 HAR approaches according to themachine learning supervision level

HAR is based on machine learning approaches and can be further categorized according
to the level of learning supervision into three sub-classes; supervised, unsupervised and
semi-supervised methods.
Supervised methods: In supervised learning, the training takes place offline and is per-
formed by the machine using the well labeled data in order to predict outcomes of
unforeseen data. For HAR, supervised methods are used to classify and recognize short term
actions. Methods of this sub-class are computationally simple, highly accurate and trust-
worthy. We can quote as examples of supervised learning: Support vector machine, Linear
and logistics regression, random forest and neural networks. Works of [149, 161, 235] are
examples of supervised approaches for HAR.

Unsupervised methods: This refers to machine learning techniques that do not need any
supervision mechanism. These techniques allow the model to discover by itself the discrim-
inative features of the input unlabelled data using a real-time learning such as K-means
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and K-nearest-neighbor. For HAR, unsupervised methods perform well for finding spatio-
temporal patterns of motion and generating scene models in order to automatically localize
activities. These methods are computationally complex, less accurate and trustworthy. For
instance, [215] presents a new algorithm that models the human activities in a completely
unsupervised setting enabling to recognize daily living and forgotten activities. The prob-
abilistic model considers, both the short-range and the long-range action relations and
shows considerable results in action segmentation and clustering. Similarly, unsupervised
approaches are presented in [26, 109, 187]. Authors of [187] present a multi-layer Long
Short Term Memory (LSTM) networks to learn representations of video sequences, while
an auto-annotation framework to iteratively label pedestrian instances using multi-modal
data is introduced in [26].

Semi-supervised methods: This refers to hybrid methods which combine supervised and
unsupervised learning. The training is performed using both labeled and unlabeled data,
mostly when the labeled data is not enough to product accurate model. For HAR, these
methods can benefit from discriminative power of supervised approaches to distinguish
between features and the ability of unsupervised methods to automatically localize actions.
For instance, [120] presents a hybrid framework for online recognition of daily living activ-
ities. The authors provide a complete presentation of human activities by exploiting both
unsupervised (to represent global motion patterns and localize activities) and supervised
learning approaches (to distinguish between actions occurring under specific scene region).
Other works such as [6, 115, 211] provide also semi or weakly supervised framework for
HAR in videos.

5 Activities type

Human activities are regarded to be the means of communication between individuals, inter-
actions with machines and with the environment in which we live. As mentioned earlier in
this survey, activities refer to body parts or whole body movements and is composed of sev-
eral elementary actions performed in a temporal sequential order. They can be accomplished
by one person or a group of people. We present in this section, a hierarchy of human activ-
ities depending on their complexity scaling from simple action to more complex events.
Figure 7 shows this hierarchy.

i) Elementary human actions: This consists of simple atomic activities which indicate
voluntary and/or intentional body movements that form the basis for building other
more complex actions such as “raising the left hand” or “walking”. They are easy to

Fig. 7 Human activity types scaling from simple action to event
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recognize and have been a center of interest of several research tasks like [21, 27, 124,
198].

ii) Gestures: Typically, a gesture is a language or part of the non-verbal communication
which can be employed to express significant ideas or orders. The gestures are a sec-
ond type of activities which may be conscious like “applauding”, and unconscious like
“hiding the face with hands when getting shy” or “pulling out the hand when touch-
ing a hot material”. Some gestures are universal, whereas others are related to quite
specific social and cultural contexts. Among the works that are interested in gestures
recognition, we can mention [21, 118, 214, 223].

iii) Behaviors: These describe the set of physical actions and reactions of individuals
in specific situations that are observable from the outside and which are relative to
their emotions and psychological states. Proposals in [19, 21, 171] are examples of
approaches that attempt to recognize human behaviors.

iv) Interactions: These are reciprocal actions or exchanges between two entities or more,
which modify the behavior of individuals or objects involved in the interaction. They
are, in general, complex activities of two types: human to human such as “kissing” or
human to object such as “cooking” which involves various kitchen utensils. The works
presented in [118, 178] focus on the recognition of interactions.

v) Group actions: constitute the activities carried out by a group of people like “cud-
dling”. These activities are more or less complex and difficult to track or recognize.
The approaches suggested in [21, 118] make it possible to recognize complex
activities.

vi) Events: These are human activities taking place in a specific environment or high-level
activities which represent social actions between individuals such as “weddings and
parties” [148, 154].

Next, we introduce here another particular type of activities related daily living (ADL),
because it has gained a particular attention in the computer vision community due to its
importance in surveillance, assistance and patient monitoring environments. Understanding
such activities is important because, in addition to providing information on the person’s
autonomy and ability to independent living, it provides personal safety to older people. ADL
can be defined as activities that people are used to do every day without any assistance. In
general, they are complex activities, composed of many simple activities performed in an
indoor environment. Among research interested to activities of daily living, we can quote
[19, 120, 123, 133, 202].

5.1 Body parts

Human activities can be performed using only one part or several parts of the body, and are
interpreted differently according to the culture of the region. Recognition of human activ-
ities may require analyzing the movements of different body parts of the individual, e.g.,
hands, feet, head,...etc (see Fig. 8). The movements of a single limb or several at once enable
to describe and give significant information on the underlined action. The hand, for exam-
ple, can be tracked to detect the communication between individuals. The works presented
in [21, 118, 145, 223] are interested in the recognition of hand gestures in particular. The
foot is also a part which can be tracked to detect shifting and movements of people or other
actions like walking, running, etc. The majority of studies focus on tracking the full body
performed activities. [4, 21, 27, 124, 191, 198] conduct their studies on the recognition of
postures and human actions through tracking the whole body. Other works, such as [51,
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Fig. 8 Different human body parts used to perform actions

192], focus on the follow-up of facial expressions to interpret specific types of human activ-
ities, especially in the case of handicapped or disabled people who can move neither their
hands nor other parts of their bodies.

6 Image input versus video input

The research in human activities recognition can be classified, according to the nature of
input data, into two sub-classes:

i) Human activities recognition based on static images: where the system can recognize
activities from images like: sitting, walking, eating, ...etc. The activity is distinguish-
able compared to others by its characteristics. Authors of [124, 125, 211, 223] are
interested to recognize human activities from images;

ii) Human activities recognition based on video: Some activities cannot be recognized
using solely a single current static image. There is a need to have access to extra
information related to prior and post event occurring, through, for instance, examining
previous and next frames. In this case, videos are more accurate, where the relation
between two successive frames can be established. Works in [7, 21, 27, 118, 191, 198]
attempt to recognize activities from videos using such approach.

7 Single viewpoint versus multi-view acquisition

The point of view is the place where the grabbing camera is located. Many researchers are
interested to recognize activities from only one device placed in a suitable position while
others consider many devices placed at different positions to have different views of the
activity performed. We can classify works of the state of the art into two categories:
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i) Single view acquisition: This considers only one viewpoint because of the nature of
the acquisition device which captures only the front part as in [118, 124, 191, 223].
We give an example of single view recorded frames from the MSR Daily Activity 3D
dataset [206] in Fig. 9a.

ii) Multiple view acquisition: In the sequel, multiple devices are used to cover multiple
views of the scene as in [27, 52, 85, 204]. We give an example of multi-view recorded
frames from the Caviar dataset in Fig. 9b.

8 Validationmeans

The validation of an approach is a vital step because it allows confirming by tangible proofs
that its results are conforming and satisfying the requirements specified in the relative solu-
tion. In this context, we classify the research works according to the means used to check
the proposals. To validate their approach, the authors of [27] used an experimental plat-
form called DOMUS [137] which is designed and implemented by the MULTICOM team
of the Informatics Laboratory of Grenoble. This functional apartment of 34m2 is equipped
with various types of sensors and actuators in order to act on the environment (lighting,
shutters, security systems, heating, ventilation, audio-video control...). Real data from 21
people, who performed predefined scenarios of different actions, were collected. Moreover,
the authors of [198] validate their proposal through a set of real experiments allowing them
to test their method on three sets of actions: MSR 3D Action [90], UT Kinect Action [220]
and Florence 3D Action [220]. For each set, half of the subjects was used for the training
and the other half for the test. The authors of [222] have used the same validation means
in order to support their proposal. However, they have used UT-interaction dataset [154]
and UCF 50 dataset [148]. The authors of [54] have conducted their experiments on five
benchmark datasets: MSR Action 3D [90], UT Kinect [220], MSR C12 [48], Multiview

Fig. 9 Viewpoint of the acquisition device: a Samples from a single view dataset “MSR Daily Activity
3D [206]”, b Samples from a multi-view dataset “the Caviar dataset”
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3D Action dataset [62] and NTU RGB+D dataset [170]. The authors of [191] as well led
experiments on the data extracted from the KTH database to validate and analyze the per-
formance of their approach. They compared the results obtained by the naive Bayesian and
SVM classifiers. In addition, [223] created a dataset of actions performed by the members
of the laboratory using a WebCam in order to evaluate the performance of their suggested
model. While, authors in [234] used the Kinect sensor in order to build a learning model of
22 human postures. These postures are divided into three categories: postures of the hand,
foot and full body. Similarly, [223] executed the designed system on a dataset captured by
Kinect, containing 1000 depth maps of hand gestures of 10 subjects with 10 catches for
each gesture.

In addition, most of the works such as [191, 222] compare the results of their approaches
with the results of other methods and approaches suggested in the literature to prove their
effectiveness.

8.1 Open datasets

There exist many public datasets that can be used by researchers in order to validate their
proposals and to evaluate their performance. According to [204], these datasets / databases
can be grouped into several classes depending on the types of action they contain, the view-
point as well as the nature of data: databases relating to movie scenes, social networks,
human behaviors, human poses, atomic actions or daily life activities. [4] enumerates 13 sets
of data captured using Kinect that can be used for training and testing. We quote the most
used datasets in the literature and categorize them according to activity types. We consider
in this classification only four types (levels): atomic action level, behavior level, interaction
level and group activities level.

i) Action level datasets

(a) KTH Human Action Dataset: It was created in 2004 by the Royal Institute of
Technology of Sweden [167]. It compromises 2391 sequences of six human
action classes (walking, jogging, running, boxing, hand waving and hand clap-
ping) performed several times by 25 subjects in four different scenarios. All
sequences have a length of 4 seconds in average and were taken over homoge-
neous backgrounds with a static camera (Fig. 10a).

(b) Weizmann Human Action Dataset: It was created by the Weizmann Institute of
Science in 2005 [57]. It compromises 90 video sequences of 9 different people
performing 10 simple actions (running, walking, skipping, jumping-jack, jump-
ing forward on two legs, jumping in place on two legs, gallop-sideways, waving
with two hands, waving with one hand and bending) (Fig. 10b).

(c) Stanford 40 Actions dataset: It was created by the Stanford vision Lab [224]. It
contains 9532 images of 40 different classes of actions.

(d) IXMAS dataset: It is a multi-view for view-invariant human action recognition
dataset which was created in 2006 [212]. It contains videos of 11 actors per-
forming 13 daily live motions, 3 times each. These actions are recorded with 5
calibrated cameras from different views and include: crossing arms, stretching
head, sitting down, ...etc. (Fig. 10c).

(e) MSR Action 3D: It was created by Wanqing Li in the Microsoft Research Red-
mond [90]. It contains 567 depth map sequences of 10 subjects performing 20
action types twice or 3 times. The sequences were recorded using a Kinect device
(Fig. 10d).
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Fig. 10 Samples from action level datasets: a KTH Human Action Dataset [167], b Weizmann Human Action
Dataset [57], c IXMAS dataset [212], d MSR Action 3D dataset [90]

ii) Behavior level datasets:

(a) VISOR dataset: It was created in 2005 by the Imagelab Laboratory of the Univer-
sity of Modena and Reggio Emilia [17]. It is composed of several types of videos
sorted in different categories. The category “Videos for human action recognition
in video surveillance” is used for human action and activity recognition and it
contains 130 video sequences (Fig. 11a).

(b) Caviar dataset: It was created in 2004. It is composed of two sets: the first one is
filmed with a wide-angle camera lens in the entrance lobby of the INRIA Labs in
Grenoble, France and the second set also uses a wide-angle lens along and across
the hallway in a shopping center in Lisbon. This dataset compromises a number
of videos of people performing 9 activities in two different places (Fig 11b).

(c) Multi-Camera Action Dataset (MCAD): was created in the National University of
Singapore [89]. It was designed to evaluate the open-view classification problem
under surveillance environment. 18 daily actions which are inherited from the
KTH, IXMAS and TRECIVD dataset are recorded using 5 cameras and performed
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Fig. 11 Samples from behavior level datasets: a Visor Dataset [17], b Caviar dataset

by 20 subjects. For each camera, each action is produced by a subject 8 times (4
times during the day and 4 times in the evening).

iii) Interaction level datasets:

(a) MSR Daily Activity 3D Dataset: It was created by Jiang Wang in the Microsoft
Research Redmond [206]. It consists of 320 sequences for each channel: depth
maps, skeleton joint positions and RGB video of 10 subjects performing 16 activ-
ities such as drinking, eating, reading... etc. Each activity is carried out twice,
once in standing position and once in sitting position (Fig. 12a).

(b) 50 Salads dataset: It was created at the University of Dundee [188]. It is com-
posed of video sequences of 25 people preparing 2 mixed salads, having a total
duration of 4hours.

(c) MuHAVI dataset or Multicamera Human Action Video Dataset: It was created in
2010 by the Faculty of Science, Engineering and Computing of Kingston Univer-
sity. It aims at evaluating silhouette-based human action recognition methods. It
consists of videos of 17 action classes performed by 14 actors several times. The
data were recorded using 8 non-synchronized cameras located on 4 sides and 4
corners of a rectangular platform (Fig. 12b).

(d) UCF50: it was created by the center for research in Computer Vision, university
of Central Florida, USA in 2012 [148]. It is composed of 50 action categories,
collected from realistic YouTube videos. This dataset is an extension of YouTube
Action dataset (UCF11) which has 11 action categories.

(e) UCF Sports Action Dataset: It was created by the center for research in computer
vision, university of central florida, USA in 2008 [150, 184]. It is composed of
150 sequences of 11 action categories collected from various sports broadcasted
on television channels.

(f) ETISEO dataset: it was created in 2005 by the INRIA Institute [121]. It aims at
improving video surveillance algorithms. It provides videos of people carrying
out several activities in 5 different scenarios: apron, building corridor, building
entrance, metro and road.

(g) Olympic Sports Dataset: It was created in 2010 by the Stanford vision Lab
[126]. It contains 50 videos of athletes practicing 16 different sports. All video
sequences are gathered from YouTube.
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Fig. 12 Samples from interaction level datasets: a MSR Daily Activity 3D dataset [206], b MuHAVI dataset,
c UT-Interaction dataset [155]

(h) UT-Interaction dataset: It was created by the university of Texas [155] within
the Contest on Semantic Description of Human Activities (SDHA), a research
competition to recognize human activities in realistic scenarios, which was held
in conjunction with the 20th International Conference on Pattern Recognition
(ICPR 2010). It contains 20 video sequences of continuous executions of 6
classes of human-human interactions. Several participants with more than 15
different clothing conditions appear in the videos (Fig. 12c).

(i) UT-Tower dataset: It was created as well in the same context of UT-interaction
dataset [30]. It consists of 108 video sequences of 9 types of actions. Each action
was performed 12 times by 6 individuals. The dataset is composed of two types
of scenes: concrete square and lawn.

iv) Group activities level datasets:

(a) ActivityNet Dataset: It was created in 2015 [67]. It consists of 849 video hours
that illustrate 203 activity classes with 137 untrimmed videos for each activity
class. It encompasses three scenarios to compare human activity understanding
algorithms: untrimmed video classification, trimmed activity classification and
activity detection. It is considered as a large-scale video dataset covering a wide
range of complex human activities (Fig. 13a).

(b) The Kinetics Human Action Video Dataset: It was created by the DeepMind team
in 2017 [76]. The initial release (Kinetics 400) contains 400 human action classes
with at least 400 video clips for each action taken from different YouTube videos.
Kinetics 600 is an approximate super-set of the initial Kinetics 400 dataset that
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Fig. 13 Samples from group activities level datasets: a ActivityNet Dataset [67], b UCF-101 Action
Recognition Dataset [185], c Behave dataset

covers 600 human action classes with at least 600 video clips for each action class.
It consists of approximately 500,000 video clips, and each clip lasts around 10
seconds and is labeled with a single class. It is a large-scale, high-quality dataset
of YouTube video URLs which include a diverse range of human focused actions.

(c) HMDB-51 dataset: It was created in 2011 by the Serre Lab, Brown university
USA [84]. It consists of 6849 clips of 51 action categories collected from vari-
ous sources (movies, public data-bases such as Prelinger archive, YouTube and
Google videos). It is considered as one of the largest datasets of human activities
recognition.

(d) Hollywood dataset: It was created in 2008 by INRIA (Institut national de
recherche en informatique et en automatique) France [86]. It is composed of short
sequences of human actions collected from realistic videos retrieved from 32
movies.

(e) Hollywood2 dataset: It was created as well by INRIA in 2009 [111]. It was pro-
posed to provide realistic and challenging settings (multiple persons, cluttered
background...). It is composed of 3669 video clips of 12 classes of human actions
and 10 classes of scenes collected from 69 movies.

(f) UCF-101 Action Recognition Dataset: It was created by the centre for research
in Computer Vision, university of Central Florida, USA in 2012 [185]. It is an
extension of UCF50 dataset [148] which has 50 action categories. It is composed
of 13 320 videos of 101 realistic action categories collected from YouTube. It
gives the largest diversity in terms of actions and realistic settings (viewpoint,
illumination conditions ...etc.) (Fig. 13b).

(g) YouTube Action Dataset: It was developed by the center for research in Computer
Vision, university of Central Florida, USA in 2009 [99]. It contains 11 action
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categories and it is very challenging due to large variations in camera motion,
viewpoints, illumination condition, ...etc.

(h) Behave dataset: It was created in 2004 by the School of Informatics of Edinburgh
University. It aims at detecting unusual human activities. It is composed of two
sets: optical flow data and multi-agent interaction data. The first set is composed
of 30 optical flow sequences from the Waverly train station while the second one
comprises two views of various scenarios of people interactions (Fig. 13c).

(i) Video Web Dataset: It was created in 2010 by the Video Computing Group,
belonging to the Department of Electrical Engineering at the University of Califor-
nia Riverside (UCR) [38]. It consists of 2.5 hours of videos of 10 actors interacting
with each other, with vehicles or with facilities. Each video is recorded using a
camera network of minimum of 4 and maximum of 8 cameras.

For instance, the authors of [191] use the KTH dataset [167], which contains grey level
video sequences of low-resolution (160 x 120 pixels), representing atomic human actions.
The sets of test and training are separated and contain 461 and 328 images respectively.
The authors of [198] use three datasets to test the performance of their approach; 3D MSR
Action [90], UT Kinect [220] and 3D Florence Actions [169]. The two last datasets are
captured using a fixed Kinect sensor, which is composed of 10 and 9 actions performed
by 10 different subjects with a total of 199 and 215 sequences of actions respectively. The
authors of [27] recorded video sequences of several activities (dressing, shopping, clean-
ing, listening to the radio...) performed by 21 persons in predefined scenarios. Moreover,
[234] used the Kinect sensor to build a training model for 22 human postures. These pos-
tures are divided into three categories: postures of the hand, foot, and full body. For each
posture, 100 samples are used. In the same way, [223] have built a training dataset cap-
tured by Kinect, which contains 1000 depth maps of hand gestures of 10 subjects with 10
catches for each gesture. We present in Table 1, a classification of benchmark datasets based
on activity types, in order to enable the reader to better select the suitable dataset for his
study.

8.2 Evaluationmetrics

Several performance metrics used in different classification fields have been adapted and
used for human activities recognition. Based on [114], we quote in this section frequently
used metrics such as accuracy, precision, recall, ...etc. Before summarizing these metrics, we
define firstly what would be True Positive, True Negative, False Positive and False Negative
for action recognition (see Fig. 14b) as follows:

� True Positive = actions where the actual and predicted transactions are correct.
� False Negative = actions which belong to a particular class and are actually predicted

to be not from this class.
� True Negative = actions where the actual and predicted transactions do not correspond

to the searched class.
� False Positive = actions where the actual transactions do not correspond to the searched

class, but predicted to be from the searched class.

We describe frequently used performance metrics in the following:
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Table 1 Classification of Benchmark datasets based on activity types

Dataset Action Behavior Human-object
interaction

Human-human
interaction

Group
activities

KTH �
Weizmann �
Stanford 40 �
IXMAS �
MSR Action 3D �
VISOR �
Caviar �
MCAD �
MSR Daily Activity 3D � �
50 Salads � �
MuHAVI � � �
UCF50 � �
UCF Sports � �
ETISEO � �
Olympic Sports � �
UT-Interaction � �
UT-Tower � �
ActivityNet � � � � �
Kinetics � � � � �
HMDB-51 � � � � �
Hollywood � � � � �
Hollywood2 � � � � �
UCF-101 � � � � �
YouTube Action � � � � �
Behave � �
Video Web � � �

i) Sensitivity: It is also called true positive rate, recall or probability of detection. It
corresponds to actual positive cases predicted as positive. For action recognition, sen-
sitivity measures the proportion of activities predicted in their classes. Likewise, (1 -

Fig. 14 Examples of performance evaluation metrics (AUC and confusion matrix): a Diagram demonstrating
how to calculate the AUC, b Structure of the confusion matrix
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sensitivity) determines the failure of the system to detect actions. Mathematically, this
can be expressed as:

Sensitivity = T ruePositive

T ruePositive + FalseNegative
(1)

ii) Precision: It is also called Positive Prediction Value (PPV) and corresponds to the
likelihood of a detected instance of activity to its real occurrence. Likewise, (1 - pre-
cision) determines the probability of the recognizer incorrectly identifying a detected
activity. Mathematically, this can be expressed as:

Precision = T ruePositive

T ruePositive + FalsePositive
(2)

iii) Specificity: It is also called true negative rate or false positive rate (FPR). It cor-
responds to actual negative cases predicted as negative. It measures the system
sensitivity to negative class. Mathematically, specificity can be calculated as follows:

Specif icity = T rueNegative

T rueNegative + FalsePositive
(3)

iv) Negative Predictive Value (NPV): It is often referred to “negative precision” and mea-
sures the likelihood that a negative identification is correct relative to all negative
identifications. Mathematically, this can be expressed as:

NPV = T rueNegative

T rueNegative + FalseNegative
(4)

v) F Measure: It determines the harmonic mean of precision and recall. It gives infor-
mation about the test’s accuracy. Hence, F measure determines at the same time,
how precise and robust is the classifier. It reaches its best value at 1 and worst at 0.
Mathematically, this can be expressed as:

F Measure = 2 ∗ Precision ∗ Recall

P recision + Recall
(5)

vi) Accuracy: It measures the percentage of correct predictions relative to the total num-
ber of samples. The accuracy gives good results when the classes are equally sampled.
Mathematically, this can be expressed as:

Accuracy = NumberOf CorrectP redictions

T otalNumberOf P redictionsMade
(6)

Accuracy = T ruePositive + T rueNegative

T otalNumberOf Samples
(7)

vii) Likelihood Ratio: computes the likelihood of an activity predicted when it matches
the ground truth compared to the likelihood when it is predicted wrongly. It can be
computed for both true positive and true negative results. Mathematically, this can be
expressed as:

LR+ = Sensitivity

1 − Specif icity
(8)

LR− = 1 − Sensitivity

Specif icity
(9)
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viii) Area Under Curve (AUC): It is widely used for binary classification problems. It
measures the probability of the classifier to rank a positive randomly chosen sample
higher than a negative randomly chosen sample. In perfect cases, its value is 1. AUC
is the area under the curve of plot False Positive Rate (Specificity) vs True Positive
Rate (Sensitivity) at different thresholds ranging in [0, 1] (see Fig. 14a).

ix) Confusion Matrix: It is also called error matrix and gives a summary of prediction
results and describes the complete performance of the model. The confusion matrix
shows the errors being made by the classifier as well as their types. Each row of the
matrix represents instances of predicted class and each column represents instances
in an actual class or vice versa (see Fig. 14b).

x) Intersection over Union (IoU): called also Jaccard index or Jaccard similarity coeffi-
cient. It measures the accuracy of the detector on a particular dataset. If we refer to
area of overlap between predicted bounding box and ground-truth bounding box with
“Area of overlap” and the area encompassed by both the predicted bounding box and
the ground-truth bounding box with “Area of Union”, this ratio can be calculated as
the following:

IoU = Areaof overlap

Areaof union
(10)

9 Limitations

This section is a presentation of various issues that may affect the effectiveness of HAR
systems. Some of them are specific to the methods used during the various phases of the
recognition process. Others are related to the acquisition devices, experimentation environ-
ments, or various applications of these systems. Lighting variation is the main difficulty
facing vision-based recognition systems in general, because it affects the quality of images
and thus, analyzed information. In the same way, perspective change is another limitation
of the current systems which were implemented to operate using a single view acquisition
devices. This problem reduces the amount of extracted information and provides a limited
visualization of activities being analyzed. This includes occlusion with its different types:
self occlusion where body parts occlude each other, occlusion of another object and partial
occlusion of human body parts are major limitations to HAR systems. These problems are
discussed in the works of [4, 118, 120, 124, 145, 198]. The variety of gestures linked to
the complex structure of human activities and the similarity between classes of different
actions can also be source of additional difficulties due to data association problem it may
involve. This needs to be addressed in order to set up complete, robust and flexible HAR
systems under various conditions or environments. The limitation of hand configurations,
predefined actions or postures, and recognition of simple gestures or activities are discussed
in [4, 27, 118, 145, 223]. Some methods of detection based on the form or the appearance,
such as colorimetric segmentation, can confuse the human body parts with objects of the
scene, as in [118, 145, 222, 223] or cannot operate correctly during variation in appearance
or clothing of people such as in [4, 198]. These problems are associated with other problems
related to methods of recognition or acquisition devices, such as noise [118], complex or
moving backgrounds and unstructured scenes as in [4, 120, 124, 145, 198, 222], and scale
variation when the person gets closer or move away from the camera [4, 198]. Finally, many
researchers rely on their own recorded datasets to test the performance of their propos-
als. This raises the concerns about the limitation of available benchmark dataset for testing
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novel domain-specific applications. We can mention for instance the case of daily life activ-
ities and fall detection datasets which are not large enough to be used for training effective
models.

10 Challenges of the recognition systems

The current HAR systems present a big number of challenges they have to cope with in
order to provide the principal functions for which they are developed. For instance, most
HCI or video surveillance systems based on HAR must provide continuous monitoring and
generate reliable answers at the right time in order to ensure the performance of the pro-
vided results. This challenge is discussed in [118, 145, 223]. Furthermore, this becomes a
major issue when modelling and analyzing interactions between people and objects with
an appropriate level of accuracy which is still challenging. This would be very useful for
surveillance and public security applications and may help to detect several abnormality
scenarios.

The use of these systems for the aim of surveillance, elderly assistance and patient moni-
toring together with the increasing implementation costs raise also new societal challenges:
acceptance by the society, privacy, side effects of installation of these devices at home as
well as large scale applications. For instance, authors in [27, 118] discuss the challenge of
device integration at home for tracking, which is considered as violation of intimacy and
privacy. To address this last problem, it is interesting to explore the development of HAR
systems on smartphones. This may contribute to overcome the user’s privacy constraint
since the recorded data would be stored on his own device and may reduce also the compu-
tational time related to the transmission between the distant server and the device. However,
on-device implementation is a challenging issue as well due to memory constraint, high
number of parameters needed by the recognition model and the battery life of the device
[127]. Another challenge is related to implicit dependency of such systems with the phys-
ical and physiological abilities of the user. Intuitively, HAR systems should not depend on
the user’s age, color, size or capacity to use such systems. Both experienced user and begin-
ner should be able to use these systems, and in the same way. This challenge is raised in
[118, 145]. The gestures independence and gestures spotting from continuous data streams
constitute also another type of challenge, since it is still difficult to localize temporally the
gesture in long continuous videos. Indeed, HAR systems are not yet able to detect and rec-
ognize various gestures under different background conditions and are not tolerant with the
scalability and growth of gestures. This is the major challenge which is studied and consid-
ered by many works such as: [4, 118, 145, 198, 223]. One more area that need to be explored
is the ability of HAR systems to be context-aware. This may help to make use of proposed
approaches and progress made in many application domains.

Understanding and detection of daily life activities in long-term videos is a challeng-
ing task. This is due to the fact that the long-term videos containing daily life activities
are composed of several complex activities. These activities are difficult to model because
of their complex structure as well as the big variation in ways of performing the same
activity. Another issue is related to the overlapping between starting and ending time
of each particular activity. This challenge is addressed by [120]. In addition, the dis-
crimination between intentional and involuntary actions is still very challenging area to
tackle.

Other challenges are discussed in [7, 21], which are human activities recognition through
missed parts of video, recognition of more than one activity performed by one person at the
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same time, and early recognition and prediction of actions, especially in crowded environ-
ments. Nowadays, memory constraint, high number of parameters update, collection and
fusion of large multi-modal variant data for the training process as well as deployment of
different architectures of deep-learning based methods in smartphones or wearable devices
are still unresolved issues in deep-learning HAR systems [127].

11 Conclusion

The need to understand and interpret effectively human activities has become unavoidable
in several applications of computer vision, HCI, robotics, security and home monitoring.
This paper aims to give an overview of the recent works in this field of research. It proposes
a classification according to several criteria. It initially discusses the different applications
of HAR, and the major objectives intended by these systems. Then, it presents an analysis
of the used approaches in the state of the art, as well as the means used in their validation.
It also provides a taxonomy of human activity types and the used methods for action rep-
resentations. Moreover, another classification of the approaches, depending on the nature
of the acquisition device (e.g., uni-modal and multi-modal methods), is given along with a
categorization of these methods according to the stage of recognition in which they can be
applied (detection, tracking and recognition). During this study, it is observed that almost
every approach still suffers from certain limitations. However, we notice that deep learning-
based approaches are getting more attention nowadays due to the progress they have made
and the promising results in terms of detection and recognition performance. On the other
hand, interactions and group activities recognition are among prominent research topics
because interactions between people or with objects can provide useful information in many
HAR application fields such as video surveillance, public security, abnormal activity detec-
tion, ... etc. Moreover, the integration of HAR systems in smartphones is to be explored as
well, since the smartphones have worthy emerged to our daily life, and, are shown to be
non-intrusive and widely accepted by the society, which overcome the privacy barriers seen
in standard HAR systems. The key to a successful human action recognition system is the
effective modelling, discriminative representation and accurate analysis of features of the
recorded data, coupled with fast and accurate action detection results. As a conclusion, we
can say that the developed techniques having as purposes the recognition and understanding
of human activities are still facing several open problems, limitations, and still require big
challenges to be addressed.
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