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Abstract: The local two-dimensional Poincaré algebra near the horizon of an eternal AdS
black hole, or in proximity to any bifurcate Killing horizon, is generated by the Killing flow
and outward null translations on the horizon. In holography, this local Poincaré algebra is
reflected as a pair of unitary flows in the boundary Hilbert space whose generators under
modular flow grow and decay exponentially with a maximal Lyapunov exponent. This is a
universal feature of many geometric vacua of quantum gravity. To explain this universality,
we show that a two-dimensional Poincaré algebra emerges in any quantum system that has
von Neumann subalgebras associated with half-infinite modular time intervals (modular
future and past subalgebras) in a limit analogous to the near-horizon limit. In ergodic theory,
quantum dynamical systems with future or past algebras are called quantum K-systems. The
surprising statement is that modular K-systems are always maximally chaotic.

Interacting quantum systems in the thermodynamic limit and large N theories above the
Hawking-Page phase transition are examples of physical theories with future/past subalgebras.
We prove that the existence of (modular) future/past von Neumann subalgebras also implies a
second law of (modular) thermodynamics and the exponential decay of (modular) correlators.
We generalize our results from the modular flow to any dynamical flow with a positive
generator and interpret the positivity condition as quantum detailed balance.

Keywords: AdS-CFT Correspondence, Space-Time Symmetries, Black Holes, Quantum
Dissipative Systems

ArXiv ePrint: 2310.13736

Open Access, © The Authors.
Article funded by SCOAP3. https://doi.org/10.1007/JHEP01(2024)112

mailto:souseph@purdue.edu
mailto:kfuruya@purdue.edu
mailto:nima@purdue.edu
mailto:leung60@purdue.edu
mailto:mudassir@purdue.edu
https://arxiv.org/abs/2310.13736
https://doi.org/10.1007/JHEP01(2024)112


J
H
E
P
0
1
(
2
0
2
4
)
1
1
2

Contents

1 Introduction 1

2 CRT symmetry, Poincaré group and modular flow 8
2.1 From Poincaré to future/past subalgebras 8
2.2 Modular flows in curved spacetime 11
2.3 From future/past algebras to local Poincaré 14

3 Future/past subalgebras 16
3.1 Large N theories 16
3.2 Forward lightcone 20

4 Quantum ergodicity and future/past algebras 23
4.1 Classical ergodic hierarchy 24
4.2 Quantum ergodic hierarchy 27
4.3 Algebra types and quantum ergodicity 31
4.4 Second law in quantum K-systems 33
4.5 Exponential decay of correlators in quantum Anosov systems 35
4.6 Half-side translations/modular inclusions 37

5 Discussion 40

A From Wightman axioms to local algebras 42

B Classical indepedence and correlations 44

C Classical dynamical systems 45
C.1 Dynamical systems of classical physics 46
C.2 Some key results in classical ergodicity 48
C.3 Examples of classical Anosov systems 50
C.4 Geodesic and horocycle flows 53

D Quantum dynamical systems 55
D.1 Examples of quantum Anosov systems 57
D.2 First quantization and cross-products 58
D.3 K-systems, entropy and strong asymptotic Abelianness 60

1 Introduction

A theory of quantum gravity in the small GN limit admits a large set of geometric states
that host fluctuating quantum fields. To every smooth geometry, we associate a perturbative
semiclassical Hilbert space of states of curved spacetime quantum field theory (QFT). The
smoothness of the geometry implies that quantum fields in the vicinity of any point transform
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Figure 1. The Killing vector B of a spacetime with a bifurcate Killing horizon splits it into four
regions, similar to boosts in Minkowski space. σ is the bifurcation surface and the null translations
P± on the future and past horizons H± are isometries of these surfaces. They can be extended to G±
in the near horizon regions.

under a local Poincaré algebra corresponding to the local Minkowski space. The emergence
of these local Poincaré groups is a curious universal feature of many vacua in any theory of
quantum gravity. In this work, we identify an origin for the emergence of this universality
based on the ergodic properties of modular flows in observable algebras of quantum gravity.

In a general QFT in curved spacetime, there is no globally time-like Killing vector;
therefore, it is not clear how to impose a condition similar to the positivity of the Hamiltonian,
and the analytic properties of vacuum correlators in complex coordinates. To overcome this,
we focus on QFT in spacetimes with a bifurcate Killing horizon in the Hartle-Hawking state
where the KMS condition provides analytic properties of correlators similar to the positivity
of the Hamiltonian [1]. Similar to boost in Rindler space, a spacetime with a bifurcate
Killing horizon has a global Killing vector B which splits it into four regions; see figure 1.
The future (past) Killing horizon H+ (H−) is a null surface with enhanced symmetries. The
Killing vector B and null translation P+ (P−) generate isometries of these null surfaces,
respectively. On these surfaces we have the Lie groups s0 → ets0 + s (s0 → e−ts0 + s)
and Lie algebraic relations1

H+ : eitBeisP+e−itB = eisetP+ , [P+, B] = iP+

H− : eitBeisP−e−itB = eise−tP− , [P−, B] = −iP− . (1.1)

For a general space-time with a bifurcate Killing horizon, the translations P± are isometries
only when restricted to the future and past Killing horizons. In the vicinity of the Killing
horizon H+ (H−), we extend the null translations P+ (P−) to the vector fields G+ (G−) in
normal Riemann coordinates. From the point of view of a perturbation whose proper distance
to the bifurcate surface σ is much smaller than the curvature length at the horizon these
operators commute, i.e. [G+, G−] ≃ 0. This commutation relation together with (1.1) gives

1For brevity, we will slightly abuse notation and denote the generator of the flow along a vector field B

by B.
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<latexit sha1_base64="wW/FYuM+uQPEIsfDWGUcEmwyeqw=">AAAB6HicbVDLSgNBEOz1GeMr6tHLYBA8hV3xdQx68ZiAeUCyhNlJbzJmdnaZmRXCki/w4kERr36SN//GSbIHTSxoKKq66e4KEsG1cd1vZ2V1bX1js7BV3N7Z3dsvHRw2dZwqhg0Wi1i1A6pRcIkNw43AdqKQRoHAVjC6m/qtJ1Sax/LBjBP0IzqQPOSMGivVm71S2a24M5Bl4uWkDDlqvdJXtx+zNEJpmKBadzw3MX5GleFM4KTYTTUmlI3oADuWShqh9rPZoRNyapU+CWNlSxoyU39PZDTSehwFtjOiZqgXvan4n9dJTXjjZ1wmqUHJ5ovCVBATk+nXpM8VMiPGllCmuL2VsCFVlBmbTdGG4C2+vEya5xXvqnJZvyhXb/M4CnAMJ3AGHlxDFe6hBg1ggPAMr/DmPDovzrvzMW9dcfKZI/gD5/MHtfGM5A==</latexit>
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<latexit sha1_base64="0fs39nrZyUDD1an5SJHKYn1OgIg=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoMQEcKu+DoGvXiMYB6QrGF2MpuMmZ1ZZmaFuOQfvHhQxKv/482/cZLsQaMFDUVVN91dQcyZNq775eQWFpeWV/KrhbX1jc2t4vZOQ8tEEVonkkvVCrCmnAlaN8xw2ooVxVHAaTMYXk385gNVmklxa0Yx9SPcFyxkBBsrNZrlx7ujw26x5FbcKdBf4mWkBBlq3eJnpydJElFhCMdatz03Nn6KlWGE03Ghk2gaYzLEfdq2VOCIaj+dXjtGB1bpoVAqW8KgqfpzIsWR1qMosJ0RNgM9703E/7x2YsILP2UiTgwVZLYoTDgyEk1eRz2mKDF8ZAkmitlbERlghYmxARVsCN78y39J47jinVVOb05K1cssjjzswT6UwYNzqMI11KAOBO7hCV7g1ZHOs/PmvM9ac042swu/4Hx8A3gijms=</latexit>
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<latexit sha1_base64="D0zTad7v4hfoppiZOqUrJclUAvQ=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoMQD4Zd8XUMevEYwTwgWcPsZDYZMzuzzMwKcck/ePGgiFf/x5t/4yTZg0YLGoqqbrq7gpgzbVz3y8ktLC4tr+RXC2vrG5tbxe2dhpaJIrROJJeqFWBNORO0bpjhtBUriqOA02YwvJr4zQeqNJPi1oxi6ke4L1jICDZWajTLj3dHh91iya24U6C/xMtICTLUusXPTk+SJKLCEI61bntubPwUK8MIp+NCJ9E0xmSI+7RtqcAR1X46vXaMDqzSQ6FUtoRBU/XnRIojrUdRYDsjbAZ63puI/3ntxIQXfspEnBgqyGxRmHBkJJq8jnpMUWL4yBJMFLO3IjLAChNjAyrYELz5l/+SxnHFO6uc3pyUqpdZHHnYg30ogwfnUIVrqEEdCNzDE7zAqyOdZ+fNeZ+15pxsZhd+wfn4Bnssjm0=</latexit>
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<latexit sha1_base64="i3e9iTTIujtf3jz+/RihkPj//uc=">AAAB6nicbVDJSgNBEK1xjXGLevTSGARBCDPidgx68RjRLJCMoafTkzTp6Rm6a4Q45BO8eFDEq1/kzb+xsxw08UHB470qquoFiRQGXffbWVhcWl5Zza3l1zc2t7YLO7s1E6ea8SqLZawbATVcCsWrKFDyRqI5jQLJ60H/euTXH7k2Ilb3OEi4H9GuEqFgFK109/Rw3C4U3ZI7Bpkn3pQUYYpKu/DV6sQsjbhCJqkxTc9N0M+oRsEkH+ZbqeEJZX3a5U1LFY248bPxqUNyaJUOCWNtSyEZq78nMhoZM4gC2xlR7JlZbyT+5zVTDC/9TKgkRa7YZFGYSoIxGf1NOkJzhnJgCWVa2FsJ61FNGdp08jYEb/bleVI7KXnnpbPb02L5ahpHDvbhAI7Agwsoww1UoAoMuvAMr/DmSOfFeXc+Jq0LznRmD/7A+fwBB1+NpQ==</latexit>
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<latexit sha1_base64="BOAkKxYf4IOadXAA0AnghamKJ+I=">AAAB6nicbVDJSgNBEK1xjXGLevTSGAQvhhlxOwa9eIxoFkjG0NPpSZr09AzdNUIc8glePCji1S/y5t/YWQ6a+KDg8V4VVfWCRAqDrvvtLCwuLa+s5tby6xubW9uFnd2aiVPNeJXFMtaNgBouheJVFCh5I9GcRoHk9aB/PfLrj1wbEat7HCTcj2hXiVAwila6e3o4bheKbskdg8wTb0qKMEWlXfhqdWKWRlwhk9SYpucm6GdUo2CSD/Ot1PCEsj7t8qalikbc+Nn41CE5tEqHhLG2pZCM1d8TGY2MGUSB7Ywo9sysNxL/85ophpd+JlSSIldssihMJcGYjP4mHaE5QzmwhDIt7K2E9aimDG06eRuCN/vyPKmdlLzz0tntabF8NY0jB/twAEfgwQWU4QYqUAUGXXiGV3hzpPPivDsfk9YFZzqzB3/gfP4ACmeNpw==</latexit>

z�

<latexit sha1_base64="i3e9iTTIujtf3jz+/RihkPj//uc=">AAAB6nicbVDJSgNBEK1xjXGLevTSGARBCDPidgx68RjRLJCMoafTkzTp6Rm6a4Q45BO8eFDEq1/kzb+xsxw08UHB470qquoFiRQGXffbWVhcWl5Zza3l1zc2t7YLO7s1E6ea8SqLZawbATVcCsWrKFDyRqI5jQLJ60H/euTXH7k2Ilb3OEi4H9GuEqFgFK109/Rw3C4U3ZI7Bpkn3pQUYYpKu/DV6sQsjbhCJqkxTc9N0M+oRsEkH+ZbqeEJZX3a5U1LFY248bPxqUNyaJUOCWNtSyEZq78nMhoZM4gC2xlR7JlZbyT+5zVTDC/9TKgkRa7YZFGYSoIxGf1NOkJzhnJgCWVa2FsJ61FNGdp08jYEb/bleVI7KXnnpbPb02L5ahpHDvbhAI7Agwsoww1UoAoMuvAMr/DmSOfFeXc+Jq0LznRmD/7A+fwBB1+NpQ==</latexit>
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<latexit sha1_base64="1wxOleNBTDF6Mke85yGavb/sa6o=">AAAB8XicbVDLTgJBEOzFF+IL9ehlIjHBqGTX+DoSvXjERB4RFjI7zMqE2dnNzKwJbPgLLx40xqt/482/cYA9KFhJJ5Wq7nR3eRFnStv2t5VZWFxaXsmu5tbWNza38ts7NRXGktAqCXkoGx5WlDNBq5ppThuRpDjwOK17/ZuxX3+iUrFQ3OtBRN0APwrmM4K1kR7qxWH76HjYPjns5At2yZ4AzRMnJQVIUenkv1rdkMQBFZpwrFTTsSPtJlhqRjgd5VqxohEmffxIm4YKHFDlJpOLR+jAKF3kh9KU0Gii/p5IcKDUIPBMZ4B1T816Y/E/rxlr/8pNmIhiTQWZLvJjjnSIxu+jLpOUaD4wBBPJzK2I9LDERJuQciYEZ/bleVI7LTkXpfO7s0L5Oo0jC3uwD0Vw4BLKcAsVqAIBAc/wCm+Wsl6sd+tj2pqx0pld+APr8wfjV4/E</latexit>
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B

Figure 2. The wedge algebras in a spacetime with bifurcate Killing horizons. (a) W (z+) is the von
Neumann subalgebra of all observables the observer (dashed line) has access to from a particular
moment in time (black dot) until eternity forms, whereas W (z−) is the von Neumann subalgebra of
all observables the observer had access to since past infinity until now. (b) Given a point (z+, z−), we
define a right wedge W (z+, z−) = (U > z+, V > z−) and a left wedge W ′(z+, z−) = (U < z+, V < z−).

a local two-dimensional Poincaré algebra. As we move further away from the horizon, the
commutator [G+, G−] is decided by the curvature of the near-horizon geometry [2].2

In a theory of quantum gravity, we associate von Neumann algebras with regions of
spacetime that are diffeomorphism-invariant, such as the right wedge W (region III in figure 1)
in spacetime with a bifurcate Killing horizon. The geometric symmetry transformations of
the bulk are reflected as unitary flows in the observable algebras of quantum gravity. In
particular, in the Hilbert space of quantum gravity states dual to the excitations of the
Hartle-Hawking vacuum of a spacetime with a bifurcate Killing horizon, there must be an
emergent Poincaré symmetry in a regime analogous to the limit that localizes excitations
near the bifurcate Killing horizon. The first clue to the origin of these symmetry relations
on the boundary comes from the observation that the Killing field B generates the modular
flow of the observable algebra of the right wedge: ∆it

W = e−2πiBt (see Theorem 5). The
modular flow of an observable algebra is an example of a state-preserving quantum dynamical
system that we call modular dynamical system. Consider an observer at a point in the right
wedge W who moves along the Killing vector B (see figure 2). They perceive the modular
flow of the right wedge W as time evolution. The set of all observables they have access
to from a particular moment in time until eternity forms a von Neumann subalgebra of all
observables of the right wedge that we call the modular future subalgebra, e.g. W (z+) in

2If in the next order, they continue to commute, the near-horizon geometry has Poincaré symmetry which
is naturally associated with Rindler space. If, instead, they satisfy [G+, G−] = −2iB at this order, we have
the symmetry group PSL(2,R) which is naturally associated with two-dimensional Anti-de Sitter space as the
near-horizon geometry [3].
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figure 2. Similarly, the set of all observables they had access to from past infinity until now
forms the modular past subalgebras, e.g. W (z−) in figure 2. Since the modular flow of W is
the Killing flow of B, we find the half-sided modular inclusion relations

∀t > 0 : ∆∓it
W A(W (z±))∆±it

W ⊂ A(W (z±)) . (1.2)

In this work, we show that, in an arbitrary quantum system with a von Neumann algebra of
observables R (analog of the algebra of the right wedge A(W )), the existence of modular
future and past subalgebras A+ and A− (analogs of A(W (z+)) and A(W (z−))), respectively,
is sufficient for a “local” Poincaré algebra to emerge in a certain scaling regime analogous
to the near-horizon limit. There are two steps to our argument. The first step relies on a
key result of quantum ergodic theory (The Half-sided Modular Inclusion Theorem 16) which
says that the modular past and future subalgebra relations A± ⊂ R:

∀t > 0 : ∆∓it
R A±∆±it

R ⊂ A± (1.3)

imply that the operators

±G± := KR −KA±

K = − 1
2π log∆ (1.4)

are positive, generate a symmetry G± |Ω⟩ = 0, and satisfy the algebraic relations

∆−it
R eisG±∆it

R = eie±2πtsG± . (1.5)

In the example of the quantum gravity algebra dual to the right wedge of the spacetime
with bifurcate Killing horizon, the generators G± do not have a nice geometric dual in terms
of local spacetime transformation, except for their restrictions to the horizons H± which
are proportional to null translations P±.

In general, there is no reason for [G+, G−] to be small unless we introduce a new scaling
parameter. The second part of our argument is a scaling limit that mimics the near-horizon
limit by defining the algebras and generators

A±(s) := ∆−is
R A±∆is

R

±G±(s) := KR −KA±(s) . (1.6)

In Theorem 10, we show that [G+(−s), G−(s)] = O(e−4πs), therefore in the limit of large
s we have an emergent Poincaré algebra. This limit is the analog of zooming in near the
horizon to proper distances much smaller than the local curvature length scale.

As we review in section 4, the relations in (1.5) constitute a special example of a class
of quantum ergodic systems called quantum Anosov systems. A quantum Anosov system is
a quantum dynamical system with unitary “time-evolution” eiKt that admits other unitary
flows generated by self-adjoint operators Gα such that

eiKteisGαe−iKt = eise−λαtGα (1.7)
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and the constants λα which are positive (negative) for decaying (growing) modes are often
called the Lyapunov coefficients. It has been argued when the dynamics is modular flow
(eiKt = ∆−it) there is a universal bound on Lyapunov exponents |λ| ≤ 2π [2, 4]. Since
the algebraic relations in (1.5) saturate this bound following we will refer to the algebraic
relations in (1.5) as maximal modular chaos. Following [2], we will call G± the modular
scrambling modes.

The AdS/CFT correspondence provides a concrete realization of quantum gravity in
asymptotically Anti-de Sitter (AdS) spacetimes. A large N2 ∼ 1/GN theory living on the
boundary of AdS is dual to curved spacetime QFT in the bulk. In the strict N → ∞ limit,
the boundary is described by Generalized Free Fields (GFF) [5]. A GFF algebra is fixed
by two choices of functions corresponding to the two-point correlation function and the
commutator of the fundamental field [6].3 In a KMS state (finite temperature state), the two
functions are related and we only need to fix one function, namely the spectral density (the
Fourier transform of the commutator). In holographic GFF [8], assuming spherical symmetry,
effectively, we reduce the bulk to 1 + 1-dimensions and the GFF to a 0 + 1 dimensional
theory.4 The relation between the bulk fields and boundary fields is explicit at the level of
the one-particle Hilbert space. Given a boundary function f(t) we can find the bulk solution
f̃(t, r) to the field equations of motion on geometry gµν that asymptotically relates to the
boundary function f(t). This is sometimes called the HKLL bulk reconstruction [9, 10]. The
KMS state of holographic GFFs exhibits a special phase transition, called the Hawking-Page
phase transition. Below the critical temperature, the bulk is the thermal state of Anti-de
Sitter space, whereas above the critical temperature, the geometry is an AdS Schwarzschild
black hole. If we think in terms of the thermofield double (the canonical purification of the
thermal state), below the transition point, the dual geometry is two disjoint copies of thermal
AdS, whereas above the transition, the dual geometry is two black holes sewn together to form
a two-sided wormhole (eternal AdS black hole) [11]. Recently, [12, 13] showed that above the
Hawking-Page phase transition, there are boundary GFF von Neumann algebras associated
with finite time intervals. In particular, there are future and past subalgebras associated
with half-infinite time intervals (t1,∞) and (−∞, t2). In the bulk, the Hawking-Page phase
transition point is associated with the emergence of the following physical phenomena:

(1) Strong Mixing: below the transition point, all correlators are almost periodic functions
of time, whereas above the transition, all connected correlators decay to zero.

(2) Second Law: below the transition point, the bulk dynamics is reversible, whereas, above
the transition point, the bulk dynamics becomes irreversible because excitations can
fall behind the horizon. The emergence of a monotonically increasing coarse-grained
entropy (second law) is a manifestation of this irreversibility.

(3) Exponential decay: above the transition point, not only do all connected correlators
decay but also a large class of operators decay exponentially fast with fixed exponents
called quasi-normal modes.

3See [7] for a review.
4Finite temperature GFF in 0 + 1-dimensions is a collection of simple harmonic oscillators of frequency ω

associated with every non-vanishing spectral density ρ(ω2) [7].
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(4) Near-horizon Poincaré algebra: above the transition point, a smooth horizon is formed
in the bulk, and there is an emergent local two-dimensional Poincaré group in the
vicinity of the bifurcation surface of the eternal black hole.

Properties (1), (2) and (3) are aspects of the black hole information loss problem. However,
they are not specific to black holes. The physics above the transition point occurs in most,
if not all, thermalizing quantum systems in the strict thermodynamic limit of infinite fine-
grained entropy. These properties are not independent. In fact, as we review in section 4,
they follow an ergodic hierarchy

Exponential Decay ⇒ Second Law ⇒ Strong Mixing . (1.8)

Each of them corresponds to an important ergodic class: Exponential Decay (Anosov systems),
Second Law (Kolmogorov systems or, in short K-systems) and Strong Mixing systems.

There is an intuitive physical justification as to why we expect properties (1)-(3) to
emerge in the thermodynamic limit. As we argued in [7], strong mixing follows from the
physical picture that in a generic thermalizing system all non-conserved excitations should
decay. In other words, at late times, the system forgets about its current state, as is manifest
by the decay of all connected two-point correlators. The second law is a consequence of the
physical requirement that, at late times, not only the system forgets about its current state,
but it also becomes independent of the entire past of the system. Independence from the entire
past (future) is what motivated Kolmogorov to introduce a class of quantum ergodic systems
called K-systems which can be characterized by the existence of past (future) subalgebras.

Property (4), namely an emergent two-dimensional Poincaré group, is often considered
to be purely gravitational. Our main result is that this property also emerges in modular
quantum K-system. We show that all the four properties above follow from a simple feature
that is known to hold at finite temperature state of many thermodynamic systems, namely
the existence of the future and past subalgebras:

Future/past subalgebras ⇒ (1.9)
Local Poincaré Group ⇒ Exponential Decay ⇒ Second Law ⇒ Strong Mixing.

The future subalgebra is a proper subalgebra of observables generated by all perturbations
(or measurements) one can make from now until future infinity in time. For instance, in a
type I algebra, the set of future operators generates all operators; therefore, we say that
type I algebras do not admit future subalgebras.5 Similarly, the past subalgebra is the
proper subalgebra of all perturbations (or measurements) that could have been made from
past infinity in time until now.

Our discussion generalizes from finite temperature time-evolution in two major ways: 1)
Modular flow of a general state and 2) General dynamics with a positive generator. The
results continue to hold in arbitrary out-of-equilibrium states, with Hamiltonian replaced with
modular Hamiltonian. We show that the existence of modular future and past subalgebras
implies the strong mixing of modular correlators, a modular second law, the exponential

5For a review of the classification of observable algebras of quantum mechanics (von Neumann algebras)
see appendix A of [7].
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decay of modular correlators, and an emergent approximate modular Poincaré group in a
certain limit similar to the one that localizes a particle near the horizon a black hole [14].
We see in section 4, our results also generalize to any dynamical unitary flow eiKt that is
state-preserving K |Ω⟩ = 0 and has a positive generator K ≥ 0.

In a recent work [7], we showed that strong (modular) mixing implies that the algebra is
type III1 in a state that has a trivial centralizer. This is compatible with the fact that, in
an eternal black hole, the bulk dual of each boundary algebra is an AdS Rindler wedge. We
proved that GFF algebra in a KMS state with a spectral density that is Lebesgue measurable
is type III1. Note that the bulk algebra is known to be the unique hyperfinite type III1
algebra, and it is expected that the hyperfiniteness requires the spectral density to be a
smooth and non-vanishing function of frequency, in accordance with the conjecture in [13].
The half-sided modular inclusions play a key role in our work. They were also discussed
in [13] in the context of the GFF algebra with the spectral density that matches the black
hole two-point function. The authors pointed out the connections to the emergence of an
arrow of time (second law) and calculated the action of the modular scrambling modes G±
on the creation/annihilation operators of this GFF theory.

Our result in (1.9) applied to holography implies that in a theory of GFF at finite
temperature (KMS state), the existence of future subalgebra implies a local Poincaré group
near the horizon, the exponential decay of connected correlators of a dense set of observables,
a second law of thermodynamics, and the decay of any connected correlator. However, as
we remarked earlier, our results are more general, and apply to any quantum system which
satisfies the following three key assumptions: 1) Symmetry: eiKt |Ω⟩ = |Ω⟩, 2) Positivity:
K ≥ 0, 3) Future (Past) subalgebras: there exists a subalgebra such that for all t > 0 (t < 0)
we have eiKtAe−iKt ⊂ A.6 We show that the three conditions above are equivalent to the
existence of modular future and past subalgebras (see Theorem 18).

In section 2, we review the well-known result of Bisognano-Wichmann and its general-
izations to curved spacetime, showing that the modular Hamiltonian of half-space is boost,
and there are future and past subalgebras with respect to the dynamical flows generated by
null translations P±. Poincaré algebra implies that the geometric deformations along null
directions grow/decay exponentially in modular time. Our work relies on converse results
that prove if there are a pair of commuting dynamical flows with positive generators ±G±
and an algebra R that is a future (past) subalgebra with respect to G+ (−G−) respectively,
the modular flow ∆it

R and eis±G± generate a two-dimensional Poincaré group.
In section 3, we give several examples of future and past algebras in physical systems

and comment on the second law and the exponential decay of correlations. Section 4 reviews
the key intuitions and ideas of quantum ergodic theory and the relevance of future and
past subalgebras for maximal modular chaos, exponential decay of correlators, and the
second law. There are many definitions of classical chaos and quantum chaos. We avoid
the comparison of these definitions here and instead focus on the sharply defined ergodic
hierarchy. Intuitively, one can think of classical Anosov systems as classically chaotic systems

6In the language of quantum ergodic theory, the first assumption defines state-preserving dynamics, the
first two assumptions define a quantum K-system and all three assumptions together are called half-sided
translations, which leads to a maximal modular chaos system in the sense of maximal Lyapunov exponents.
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because they are ergodic and show exponential sensitivity to initial conditions, i.e. they have
Lyapunov exponents. The surprise is that, in the quantum world, for modular dynamics,
the ergodic hierarchy simplifies (see Corollary 17). The weaker assumption of quantum
K-systems (existence of future/past algebras) becomes equivalent to maximal quantum chaos.
If we then take the quantum K-systems property as the definition of quantum chaos, we
conclude that modular chaos is always maximal! To explain what is special about modular
dynamics, we generalize our results to arbitrary dynamical flows with a positive generator
and identify the key physical insight that underlies the collapse of the ergodic hierarchy as
quantum detailed balance (see Theorem 18).

This paper expands upon the contents of [15], which were communicated to us by its
author during a conference last July. We decided to coordinate our releases.

2 CRT symmetry, Poincaré group and modular flow

2.1 From Poincaré to future/past subalgebras

Consider QFT in Minkowski space Rd,1 with the metric

ds2 = dx+dx− + dxidxi

x± = xd ± x0 . (2.1)

To simplify our presentation, in most of this work, we ignore the perpendicular xi directions
and focus on the two-dimensional space spanned by x±. A pair (z+, z−) defines a right
wedge W (z+, z−) = (x+ > z+, x− > z−, xi) and a left wedge that is the causal complement
W (z+, z−)′ = (x+ < z+, x− < z−, xi). We use the notation W (z+) := W (z+, 0) and
W (z−) = W (0, z−) and W := W (0, 0); see figure 2(b) with U and V replaced with x+

and x−, respectively. We warn the reader that in our notation P− is a negative operator;
see figure 1.

QFT in Minkowski space is symmetric under a CRT transformation (C is charge conjuga-
tion, R is reflection, and T is time-reversal).7 In the Hilbert space, the CRT transformation
corresponds to an anti-unitary operator J that preserves the vacuum, i.e. J |Ω⟩ = |Ω⟩, and
satisfies the following commutation relation with null translation operators eiz±P± and fields:

Jeiz±P±J = e−iz±P± , Jϕ(x+, x−)J = ϕ∗(−x+,−x−) . (2.2)

In Wightman’s formulation of QFT, the analytic continuations of Wightman functions are
invariant under the complexified connected Poincaré transformations. The complexified
Lorentz group contains the RT transformation (reflection and time-reversal). Assuming
that all fields transform as finite-dimensional representations of the Lorentz group and that
every charged field is accompanied by its charge conjugate is enough to prove that CRT
is a symmetry [16]. Bisognano and Wichmann gave another proof of the CRT theorem by
applying modular theory8 to local algebras built out of Wightman fields:9

7If the dimension of spacetime (d+ 1) is even, we can apply the transformation in each of the d-spatial
directions to obtain the CPT symmetry (xµ; q) → (−xµ;−q).

8See appendix A of [7] for a brief review of key definitions of modular theory.
9In appendix A, we review the connections between Wightman’s formulation of QFT and the algebraic

approach to QFT (AQFT).
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Theorem 1 (Bisognano-Wichmann CRT Theorem). Consider the von Neumann algebra of
observables A(W ) associated with any wedge W in the vacuum of QFT generated by smeared
functions of a Wightman field. The modular flow is boost

∆it
W : (x+, x−) → (e2πtx+, e−2πtx−) (2.3)

and the modular conjugation is a CRT transformation. The wedge algebra satisfies the Haag
duality condition A(W ′) = A′(W ).

Proof. See [17, 18] for a proof.

Since the modular conjugation operator leaves the vacuum invariant, we obtain a proof
of the CRT theorem in the vacuum. Borchers offered a proof of the above theorem using
the axioms of algebraic QFT (AQFT) for the wedge algebras relaxing the assumption of
Wightman fields. From the point of view of holography, the operator-algebraic approach has
the advantage that if the boundary theory has algebras associated with time intervals they
satisfy the same algebraic axioms as the algebras of the bulk QFT.

Theorem 2 (Borchers CRT Theorem). Consider the vacuum representation of Poincaré-
covariant QFT that satisfies Haag’s duality for wedges and every double cone. The modular
flow of a wedge algebra is boost, and modular conjugation is the CRT transformation. As a
result,

1. The positive generators10

±G± = 1
z±

(
KW −KW (z±)

)
= ±P± (2.4)

are independent of z± and equivalent to null momenta ±P±.

2. The unitary flows ∆it
W and eisG± represent the Poincaré group:

∆−it
W eisG±∆it

W = eie±2πtsG± (2.5)
[G+, G−] = 0 . (2.6)

3. We obtain the relations

lim
t→±∞

∆−it
W ∆it

W (z±) = e±iz±G± (2.7)

JWJW (z±) = e±2iz±G± . (2.8)

Proof. See [19–21] for a proof. For completeness, we derive the expressions for G± explicitly.
The modular Hamiltonian KW = − 1

2π log∆W is proportional to the generator of the boost
transformation around x± = 0:

KW =
∫

Σ
dΣµBνTµν (2.9)

10The positivity follows from the monotonicity of modular operator; see appendix A of [7]. Note that with
our notation, −P− > 0.
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where B = i(x+∂x+−x−∂x−) is the boost Killing vector field and Tµν is the energy-momentum
tensor. This integral can be performed on any Cauchy slice, Σ. A convenient choice is to
integrate on the null plane x− = 0. This yields

KW = i

∫
dd−2xi

∫ ∞

−∞
dx+x+T++(x+, x− = 0, xi) . (2.10)

The expression for KW (z+) is the same as the expression in (2.9) but the boost Killing vector
field is now B = i

(
(x+ − z+)∂x+ − x−∂x−

)
. With this change, we get

KW (z+) = i

∫
dd−2xi

∫ ∞

−∞
dx+(x+ − z+)T++(x+, x− = 0, xi) . (2.11)

It follows from the definition in (2.4) that

G+ = i

∫
dd−2xi

∫ ∞

−∞
dx+T++(x+, x− = 0, xi) = P+ . (2.12)

is indeed independent of z+ and is equal to P+. Repeating the argument for G− gives
−G− = −P−. The modular Hamiltonian KW is the operator in the Hilbert space that
represents B. In this work, we often say informally that the modular Hamiltonian is
a boost.

Consider three different observers in two-dimensional Minkowski space: two observers who
perceive null translations by P+ (−P−) as time evolution, and a Rindler observer localized in
the right wedge W moving with finite acceleration. These setups provide the first examples of
future and past (modular) subalgebras (see figure 2 with U and V replaced with x+ and x−):

Corollary 3 (Poincaré to Future/Past Subalgebras). Consider the vacuum representation
of a local Poincaré-covariant QFT that satisfies Haag’s duality for the algebra A(W ). Null
translations P+ and −P− are a pair of commuting positive charges that generate unitary flows
satisfying

∀z± > 0, A(W (z±)) = eiz±P±A(W )e−iz±P± ⊂ A(W ) . (2.13)

When these properties hold we say W is a future (past) subalgebra of B(H) with respect to
the unitary flow of P+ (−P−), respectively.11

Corollary 4 (Poincaré to Modular Future/Past Subalgebras). Consider the vacuum repre-
sentation of a local Poincaré-covariant QFT. Then,

1. With respect to the modular flow of W (boost), the algebras of W (z+) and W (z−) for
z± > 0 are, respectively, modular future and past subalgebras; i.e.

∀t > 0 ∆−it
W A(W (z+))∆it

W ⊂ A(W (z+))
∀t < 0 ∆−it

W A(W (z−))∆it
W ⊂ A(W (z−)) . (2.14)

2. The commutation relation [G+, G−] = 0 is equivalent to the modular conjugation relation

JW (z−)JW (z+) = JWJW (z+)JW (z−)JW . (2.15)
11See Lemma 13 for other equivalent ways of defining future and past subalgebras.
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(b)

Figure 3. The two-dimensional Poincaré algebra can be viewed as a modular Anosov system with
maximal exponents λ = 2π (see section 4). The blue lines denote the flow generated by the Killing
vector field and the red lines denote commuting exponentially growing (decaying) modes G+ (G−).

Proof. It follows from Theorem 2 that ∆it
W , ∆it

W (z±) are boosts, and JW (z±) are CRT transfor-
mations. The first statement follows from the boost transformations of W (z±). The second
statement is equivalent to the fact that null translations commute:

[eiz−G− , eiz+G+ ] = 0 . (2.16)

To see this, using JWJW (z±) = e±2iz±G± in (2.8) we repackage the commutation relation
in (2.16) as

(JW (z−)JW )(JWJW (z+)) = (JWJW (z+))(JW (z−)JW ) . (2.17)

Figure 3 gives a geometric picture for Corollary 4, representing Poincaré group relations
in (2.5) and (2.7), as modular dynamics by ∆it

W , and a pair of commuting exponentially
growing (decaying) modes G+ (−G−) with exponent λ = 2π.

2.2 Modular flows in curved spacetime

The proofs of the CRT, Bisognano-Wichmann, and Borchers theorems in the Minkowski
space crucially rely on the positivity of the Hamiltonian (the spectrum condition) because it
implies the analyticity of the vacuum correlation functions in complex time domains. The
lack of a globally timelike Killing vector in a general curved spacetime spoils these analytic
properties. Globally hyperbolic spacetimes with a bifurcate Killing horizon are special in that
null translations restricted to Killing horizons are isometries that allow us to quantize the
subalgebra of QFT localized on the horizon and recover some key uniqueness and analyticity
results similar to the Minkowski space [1].
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Definition 2.1 (Spacetime with bifurcate Killing horizon). A spacetime with bifurcate
Killing horizon is a triple (M, gµν , B) where

1. M is a manifold with the Lorentzian metric gµν describing a globally hyperbolic
spacetime.

2. The vector B is an everywhere smooth Killing vector that generates a flow that is
well-defined for all t ∈ R.12

3. The Killing vector B vanishes on a co-dimension two orientable submanifold called the
bifurcation surface σ that belongs to some Cauchy slice of M.13 If the restriction of the
Killing vector B to this Cauchy slice is everywhere timelike, we say the Killing horizon
is stationary.

Consider the spacetime M1,1 ×X with a metric of the form (Kruskal-like coordinates)

ds2 = A(UV, xi)dUdV +B(UV, xi)dxidxi (2.18)

where A and B are positive-valued smooth functions with (U, V ) ∈ R2. These spacetimes
have a stationary bifurcate Killing horizon with a wedge reflection symmetry (U, V ) →
(−U,−V ); see figure 1. The Killing vector B = i(U∂U − V ∂V ) generates the isometric flow
(U, V ) → (e2πtU, e−2πtV ). Null codimension one-surfaces at UV = 0 split the spacetime into
four regions similar to the Minkowski spacetime. The norm of the Killing vector vanishes
on UV = 0. These null hypersurfaces are future and past Killing horizons H+ and H−,
respectively, and we have a bifurcate surface σ at U = V = 0. For z± > 0 we define the
right wedges W (z+, z−) = (U > z+, V > z−, xi) and their causal complements the left
wedges W ′(z+, z−). Eternal black holes in both asymptotically flat and asymptotically AdS
spacetimes in Kruskal coordinates have metrics of this form. For instance, the metric of
an eternal AdS3 black holes in Kruskal coordinates is

ds2 = − 4dUdV
(1 + UV )2 + (1− UV )2

(1 + UV )2dϕ̃
2 . (2.19)

In higher dimensions, the eternal AdSd+1 black brane has the metric

ds2 = 1
z2 (−h(z)dt

2 + h(z)−1dz2 + dxidxi)

h(z) = 1− zd/zd
0 . (2.20)

We make the following changes of the variables

U = −e−
d

2z0
(t−z∗)

, V = e
d

2z0
(t+z∗)

,
dz∗
dz

= h(z)−1 (2.21)

where z∗ is the Tortoise coordinate. Since

z∗ =
4z0
d

log(−UV ) (2.22)

12This is sometimes called a complete Killing vector.
13This implies that σ is a smooth submanifold.
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U@U

Figure 4. There are enhanced isometry groups on future and past horizons H± generated by P± and
the Killing flow B that act as dilation and translations: U → e2πtU + U0 and V → e−2πt + V0.

the metric in Kruskal coordinates takes the form in (2.18) for

A = 4
d2UV

g1(UV ), B = g2(−UV )

g1(−UV ) = h(z)
(
z0
z

)2
, g2(−UV ) = 1

z2 . (2.23)

In [22] Sewel proved a generalization of Bisognano-Wichmann theorem to these spacetimes:

Theorem 5. Consider the vacuum of QFT in a spacetime with metric (2.18). Wightman
fields smeared on null hypersurfaces UV = 0 and the KMS condition define a von Neumann
algebra of observables for the wedge W . Then, the action of the modular flow of W is the
Killing flow generated by B = i(U∂U − V ∂V ), and the modular conjugation is CRT with
RT : (U, V ) → (−U,−V ).

Proof. See Theorems 4 and 8 in [22].

The null hypersurfaces UV = 0 have an enhanced symmetry group because null trans-
lations U → U + z+ (V → V + z−) restricted to the hypersurface V = 0 (U = 0) generate
isometric flows;14 see figure 4. Sewel used this to define the observables associated with
the future Killing horizon H+ with the null translations ∂U corresponding to a positive
Hamiltonian. Therefore, there is a canonical choice of vacuum on this null hypersurface with
correlators that can be analytically continued to complex times [1]. The state of the field
is extended from horizons H± to the right wedge W by the requirement that it enjoys the
CRT symmetry in the full spacetime. In physics terminology, such a state is often called a
Hartle-Hawking state [23, 24]. The physical intuition to have in mind is that modular flow is
the unique state-preserving automorphism flow of a von Neumann algebra that satisfies the
KMS condition [25]. The Killing flow is manifestly an automorphism of the algebra of the
right wedge. The choice of the Hartle-Hawking state ensures the KMS property. Therefore,
in the Hartle-Hawking state the Killing flow is the modular flow of the right wedge.

14Note that, importantly, null translations ∂U and ∂V are non Killing vectors of the full geometry.
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Summers and Verch proved an analog of the theorem above in curved spacetimes with
bifurcate Killing horizons in a Hartle-Hawking state without assuming Wightman fields:15

Theorem 6. Consider the vacuum representation of a QFT in a curved space-time with a
bifurcate Killing horizon and the metric (2.18). Modular flow ∆it

W of the Hartle-Hawking
state is the Killing flow generated by B, and modular conjugation is the CRT transformation
with RT : (U, V ) → (−U,−V ).

Proof. See [26] for a proof.

Corollary 7. Consider the Hartle-Hawking vacuum representation of QFT in spacetime with
a bifurcate Killing horizon. With respect to the modular flow of W (generated by B), the
wedge algebras of W (z+) and W (z−) are, respectively, modular future and past subalgebras
(see figure 1).

2.3 From future/past algebras to local Poincaré

In previous subsections, we showed that in Minkowski space QFT the Poincaré group implies
future/past algebras with respect to null translations (Corollary 3) and modular future/past
algebras with respect to boosts (Corollary 4). In curved space-times, with bifurcate Killing
horizons, in the Hartle-Hawking state, we found modular future/past algebras with respect
to the Killing flow by B (Corollary 7). Here, we present three results in quantum ergodicity,
each of which is the converse of one of the corollaries of the previous section. The physics
interpretation is that there is an emergent “local” Poincaré algebra in quantum systems that
have modular future and past subalgebras. We postpone the systematic discussion of what
quantum dynamical systems that show future/past subalgebras to section 4.

The converse to Corollary 3 is:

Theorem 8 (Poincaré Group from Future/Past Algebras). Assume ±G± are a pair of
commuting positive operators that kill the vacuum: G± |Ω⟩ = 0. If a subalgebra R is
simultaneously the future subalgebra for G+ and the past subalgebra for G− then the modular
flow ∆it

R and eisG± generate a two-dimensional Poincaré group.

Proof. The proof is based on the half-sided translation theorem of Borchers (see Theorem 18)
that says the existence of future (past) algebras for a flow with G± > 0 and G± |Ω⟩ = 0
implies the relations

∆−it
R eisG±∆it

R = eie±2πtsG± , [G±,KR] = ±iG± . (2.24)

Since [G+, G−] = 0, the modular flow ∆it
R and eisG± generate a two-dimensional Poincaré

group.

Summers proved the converse to Corollary 4:
15To incorporate the enhanced symmetry on the horizon in the formalism of algebraic QFT (without

Wightman fields), Summers and Verch introduced the notion of symmetry-improving restrictions [26]. They
defined algebras of operators localized on the future (past) horizon h+ (h−), and used them to prove the above
theorem without assuming Wightman fields.
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Theorem 9 (Poincaré Group from Modular Future/Past Algebras). Consider the modular
flow of a von Neumann algebra R. If A+ and A− are modular future and past subalgebras,
respectively, and we have

JA−JA+ = JAJA+JA−JA . (2.25)

The operators ±G± defined by

±G± = KR −KA± (2.26)

are positive, and together with ∆it
R they generate the two-dimensional Poincaré algebra.

Proof. The proof of this is based on the half-sided modular inclusion theorem (see Theorem 16)
which says that the existence of modular future (past) algebras implies that the operators
G± defined by

±G± = KR −KA± ≥ 0 (2.27)

satisfy the relations the relations

∀s, t ∈ R : ∆−it
R eisG±∆it

R = eie±2πtsG±

[G±,KR] = ±iG± . (2.28)

As we argued in Corollary 4 the assumption (2.25) is equivalent to [G+, G−] = 0, therefore
we obtain a two-dimensional Poincaré group. For more details, see [21, 27].

In both the Minkowski vacuum and the Hartle-Hawking state in a space-time with a
bifurcate Killing horizon, the modular flow of the right wedge W is local. However, a key
difference is that P± are Killing vectors of the full Minkowski spacetime; therefore, the modular
flow of every wedge W (z+, z−) is also local. However, in curved spacetime, it is only the
restriction of the action of the modular flow of W (z±) to the Killing horizons H± that is local
and geometric. In general, the modular flows of W (z+, z−) are nonlocal. For z± > 0, we have

∆−it
W (z+)O(U, V = 0)∆it

W (z+) = O(e2πtU, V = 0)

∆−it
W (z−)O(U = 0, V )∆it

W (z−) = O(U = 0, e−2πtV ) . (2.29)

The action of ∆it
W (z±) away from the horizon, even though nonlocal, still satisfies the group

relations t0 → e2πtt0 + s generated by the local flow ∆it
W and the non-local flow eisG± where

G± are defined as in (2.24) as implied by the half-sided modular inclusion Theorem 16.
Finally, we write a theorem that resembles a converse to Corollary 7 because it applies in
situations in curved spacetimes where there is only a local Poincaré group:

Theorem 10 (Emergent Local Poincaré Group). Consider a pair of von Neumann subalgebras
A± ⊂ R such that A+ and A− are modular future and past subalgebras, respectively. Define

A±(s) := ∆−is
R A±∆is

R

±G±(s) = KR −KA±(s) (2.30)
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and consider the algebra A+(−s) and A−(s), and correspondingly G+(−s) and G−(s) for
s ≫ 1. Then, in the scaling limit of large enough s such that z+z−e−4πs ≪ 1 we have an
emergent Poincaré algebra

∆−it
R eiz±G±∆it

R = eie±2πtz±G±

eiz+G+(−s)eiz−G−(s)e−iz+G+(−s) = eiz−G−(s)+O(z−z+e−4πs) . (2.31)

Proof. It follows from assumptions and the half-sided modular inclusion theorem (Theorem 16)
that we have the algebraic relations in (2.28) for G±(0). In general, [G+(0), G−(0)] ̸= 0,
however, the half-sided modular inclusion theorem also implies that for the algebras A±(s)
defined in (2.30) we have

±G±(s) := KR −KA±(s) = ∆−is
R (±G±)∆is

R = e±2πs(±G±) . (2.32)

Therefore, we have

[G+(−s), G−(s)] = e−4πs[G+(0), G−(0)] (2.33)

which means that at large s they almost commute. Using the Baker-Campbell-Hausdorff
expansion we find (2.31).

3 Future/past subalgebras

In this section, we discuss two examples of physical systems with past and future subalgebras
and comment on the ergodic properties of their modular flows, namely strong mixing, the
second law, the exponential decay of correlators, and the emergence of an approximate
Poincaré algebra.

3.1 Large N theories

Consider a large N theory in a normalization where the action has the form S = Ntr(L)
with no explicit N -dependence in the Lagrangian L. In the strict N → ∞ limit of a large
N theory, in a KMS state (canonical ensemble) of inverse temperature β, the thermal one-
point function removed single-trace operators O − ⟨O⟩β generate an algebra of GFF [13].
Above the Hawking-Page phase transition, the expectation value of the Hamiltonian and
its fluctuations in this state are

⟨H⟩β = O(N2), ⟨(H − ⟨H⟩β)2⟩
β
= O(N2) . (3.1)

Therefore, the time evolution operator eiHt cannot be included in the GFF algebra because
of its large fluctuations [28].16 The operator (H − ⟨H⟩β)/N can be included in this algebra,
but since it commutes with all the other GFF operators it forms a center. We denote the
von Neumann algebra of noncentral single-trace operators by R. For every time interval
I12 = (t1, t2) we define a von Neumann GFF algebra A(t1,t2) with a KMS state [7, 12, 13].
They describe all the events (perturbations) that can occur in that time interval; see figure 5.
Time evolution shifts the interval and their corresponding algebras in time:

A(t1,t2)(s) := eiHsA(t1,t2)e
−iHs = A(t1+s,t2+s) . (3.2)
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Figure 5. (a) The time interval algebras of GFF above the Hawking-Page phase transition. (b) The
algebra A(t1,∞) is a future subalgebra and A(−∞,t2) is a past subalgebra.

The events and perturbations that can occur in the entire future (past) form the future
(past) von Neumann subalgebras (see figure 5):

A(t1,∞) =
(
∨s>0A(t1,t2)(s)

)′′
⊂ A(−∞,∞)

A(−∞,t2) =
(
∨s<0A(t1,t2)(s)

)′′
⊂ A(−∞,∞) . (3.3)

The future and past subalgebras A(t1,∞) and A(−∞,t2), respectively, have the following
properties:

1. Ergodicity: the algebraic union of the future and the past subalgebras includes all
observables on the right boundary:

A(−∞,t2) ∨ A(t1,∞) = ∨s∈RA(t1,t2)(s) = A(−∞,∞) . (3.4)

The orbit of the subalgebra gets us almost everywhere.17

2. Strong Mixing (Information loss): the infinity limit of future algebras is trivial:

A∞ = ∧s>0A(t,∞)(s) = lim
t→∞

A(t,∞) = λ1 . (3.5)

This property is crucial for the correlators to cluster in time (information loss).

3. Half-sided Inclusions (Second law): the future and past semigroup of time evolution is
the restriction map (partial trace):

∀s > 0 : A(t,∞)(s) ⊂ A(t,∞)

∀s < 0 : A(−∞,t)(s) ⊂ A(−∞,t) . (3.6)

This property is crucial for the emergence of a second law.
16It generates an outer automorphism of the algebra. This already implies that the observable algebra

cannot be type I.
17Note that if we define the algebraic union as the closure in operator norm topology we obtain C∗-algebras,

whereas if we close them in weak operator topology, i.e. take the double commutant, we obtain von Neumann
algebras.
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Figure 6. Under half-sided time evolution in the boundary, we have a net of subalgebras A(t+s,∞) ⊂
A(t,∞) for s > 0. Correspondingly in the bulk, the mutual information between the future subalgebra
A(t,∞) and any subsystem B in the commutant decreases monotonically in time, constituting a second
law of thermodynamics.

We will see in section 4 that the above properties for a general quantum dynamical system
define a class of ergodic systems called quantum K-system.

Strong mixing. In a KMS state, time evolution is the modular flow. The mixing property
in (3.5) implies that there are no conserved charges in the algebra (the centralizer of modular
flow is trivial). In [7], we used this property to prove that the observable algebra A(−∞,∞)
is a type III1 factor. The same argument implies that general quantum K-systems have no
Poincaré recurrences (quasiperiodic orbits) at all. See also [29].

Second law. To prove a second law of thermodynamics, we consider the thermofield double
GFF dual to the eternal black holes. Consider the mutual information between the future
algebra of the right boundary A(t,∞) and any subalgebra of the left boundary B ∈ A′

(−∞,∞)
as an entropy function:18

S(t) := I(A(t,∞) : B) . (3.7)

The half-sided inclusion property implies that forward time evolution with s > 0 on the right
corresponds to the restriction map sending A(t,∞) to its subalgebra A(t+s,∞); see figure 6.
Then, it follows from strong subadditivity of entanglement entropy (the monotonicity of
mutual information under partial trace) that

∀t1 ≤ t2 : S(t1) = I(A(t1,∞) : B) ≥ I(A(t2,∞) : B) = S(t2) . (3.8)

This is a second law of thermodynamics. In fact, any relative entropy of the bulk QFT is
monotonic under restriction. This was the idea behind the proof of the generalized second
law in [30].

18For our discussion of the second law, we only demand the entropy function to be monotonic in time. One
may demand the entropy function to satisfy stronger ‘entropy-like’ constraints, such as subadditivity. The
investigation of these properties for our proposed entropy functions is beyond the scope of this work.
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e�sz+

<latexit sha1_base64="lALSfO0MKY6L+tw32bKfa4X5nFk=">AAAB8HicbVDLTgJBEOz1ifhCPXqZSEy8QHaNryPRi0dM5GFgIbPDLEyYmd3MzJrghq/w4kFjvPo53vwbB9iDgpV0UqnqTndXEHOmjet+O0vLK6tr67mN/ObW9s5uYW+/rqNEEVojEY9UM8CaciZpzTDDaTNWFIuA00YwvJn4jUeqNIvkvRnF1Be4L1nICDZWeqCdtKTHT51St1B0y+4UaJF4GSlChmq38NXuRSQRVBrCsdYtz42Nn2JlGOF0nG8nmsaYDHGftiyVWFDtp9ODx+jYKj0URsqWNGiq/p5IsdB6JALbKbAZ6HlvIv7ntRITXvkpk3FiqCSzRWHCkYnQ5HvUY4oSw0eWYKKYvRWRAVaYGJtR3obgzb+8SOqnZe+ifH53VqxcZ3Hk4BCO4AQ8uIQK3EIVakBAwDO8wpujnBfn3fmYtS452cwB/IHz+QOG3ZA+</latexit>

e�sz�

<latexit sha1_base64="GRKDZx9hXaZ+PjJ+dxzezBG4YSc=">AAAB8XicbVDLSgNBEOyNrxhfUY9eBoPgKeyKr2PQi8cI5oHJEmYnk2TI7Owy0yuEJX/hxYMiXv0bb/6Ns8keNLFgoKjq7umuIJbCoOt+O4WV1bX1jeJmaWt7Z3evvH/QNFGiGW+wSEa6HVDDpVC8gQIlb8ea0zCQvBWMbzO/9cS1EZF6wEnM/ZAOlRgIRtFKj92YahRU9rBXrrhVdwayTLycVCBHvVf+6vYjloRcIZPUmI7nxuin2Twm+bTUTQyPKRvTIe9YqmjIjZ/ONp6SE6v0ySDS9ikkM/V3R0pDYyZhYCtDiiOz6GXif14nwcG1nwoVJ8gVm380SCTBiGTnk77QnKGcWEKZFnZXwkZUU4Y2pJINwVs8eZk0z6reZfXi/rxSu8njKMIRHMMpeHAFNbiDOjSAgYJneIU3xzgvzrvzMS8tOHnPIfyB8/kDzQ+RBA==</latexit>

@t

<latexit sha1_base64="HHXeK6bEb5FzmGd0YEYFQiLvcoE=">AAAB7XicbVDLSgNBEOyNrxhfUY9eFoPgKeyKr2PQi8cI5gHJEmYns8mY2ZllplcIS/7BiwdFvPo/3vwbJ8keNLGgoajqprsrTAQ36HnfTmFldW19o7hZ2tre2d0r7x80jUo1ZQ2qhNLtkBgmuGQN5ChYO9GMxKFgrXB0O/VbT0wbruQDjhMWxGQgecQpQSs1TTdkSHrlilf1ZnCXiZ+TCuSo98pf3b6iacwkUkGM6fhegkFGNHIq2KTUTQ1LCB2RAetYKknMTJDNrp24J1bpu5HStiS6M/X3REZiY8ZxaDtjgkOz6E3F/7xOitF1kHGZpMgknS+KUuGicqevu32uGUUxtoRQze2tLh0STSjagEo2BH/x5WXSPKv6l9WL+/NK7SaPowhHcAyn4MMV1OAO6tAACo/wDK/w5ijnxXl3PuatBSefOYQ/cD5/AJycjys=</latexit>

s�

<latexit sha1_base64="zyE58ljZGPqeqaY44IdAPnl8vAQ=">AAAB7nicbVDLSgNBEOyNrxhfUY9eBoPgxbArvo5BLx4jmAckS5idzCZDZmeXmV4hLPkILx4U8er3ePNvnCR70MSChqKqm+6uIJHCoOt+O4WV1bX1jeJmaWt7Z3evvH/QNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWM7qZ+64lrI2L1iOOE+xEdKBEKRtFKrTPTDTjSXrniVt0ZyDLxclKBHPVe+avbj1kacYVMUmM6npugn1GNgkk+KXVTwxPKRnTAO5YqGnHjZ7NzJ+TEKn0SxtqWQjJTf09kNDJmHAW2M6I4NIveVPzP66QY3viZUEmKXLH5ojCVBGMy/Z30heYM5dgSyrSwtxI2pJoytAmVbAje4svLpHle9a6qlw8XldptHkcRjuAYTsGDa6jBPdShAQxG8Ayv8OYkzovz7nzMWwtOPnMIf+B8/gAG249i</latexit>�s�

<latexit sha1_base64="amVMrjx4gdWhZGW9EC5sLrqaRUc=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoMQL2FXfB2DXjxGNA9IljA76SRDZmeXmVkhLPkELx4U8eoXefNvnCR70MSChqKqm+6uIBZcG9f9dnIrq2vrG/nNwtb2zu5ecf+goaNEMayzSESqFVCNgkusG24EtmKFNAwENoPR7dRvPqHSPJKPZhyjH9KB5H3OqLHSQ5medoslt+LOQJaJl5ESZKh1i1+dXsSSEKVhgmrd9tzY+ClVhjOBk0In0RhTNqIDbFsqaYjaT2enTsiJVXqkHylb0pCZ+nsipaHW4zCwnSE1Q73oTcX/vHZi+td+ymWcGJRsvqifCGIiMv2b9LhCZsTYEsoUt7cSNqSKMmPTKdgQvMWXl0njrOJdVi7uz0vVmyyOPBzBMZTBgyuowh3UoA4MBvAMr/DmCOfFeXc+5q05J5s5hD9wPn8Ai+uNVA==</latexit>

(a)
<latexit sha1_base64="uaIHXSVs0aC2hBUjB5XE29ve2TA=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoMQL2FXfB2DXjxGNA9IljA76SRDZmeXmVkhLPkELx4U8eoXefNvnCR70MSChqKqm+6uIBZcG9f9dnIrq2vrG/nNwtb2zu5ecf+goaNEMayzSESqFVCNgkusG24EtmKFNAwENoPR7dRvPqHSPJKPZhyjH9KB5H3OqLHSQzk47RZLbsWdgSwTLyMlyFDrFr86vYglIUrDBNW67bmx8VOqDGcCJ4VOojGmbEQH2LZU0hC1n85OnZATq/RIP1K2pCEz9fdESkOtx2FgO0NqhnrRm4r/ee3E9K/9lMs4MSjZfFE/EcREZPo36XGFzIixJZQpbm8lbEgVZcamU7AheIsvL5PGWcW7rFzcn5eqN1kceTiCYyiDB1dQhTuoQR0YDOAZXuHNEc6L8+58zFtzTjZzCH/gfP4AjXCNVQ==</latexit>

(b)

<latexit sha1_base64="4M2JV0K5xxONknKYYPIG1LTjM3s=">AAAB6HicdVDJSgNBEK1xjXGLevTSGARPYUbcjiFePCZgFkiG0NOpSdr09AzdPUIY8gVePCji1U/y5t/YWYS4PSh4vFdFVb0gEVwb1/1wlpZXVtfWcxv5za3tnd3C3n5Dx6liWGexiFUroBoFl1g33AhsJQppFAhsBsPrid+8R6V5LG/NKEE/on3JQ86osVKt0i0UvZI7BXF/kS+rCHNUu4X3Ti9maYTSMEG1bntuYvyMKsOZwHG+k2pMKBvSPrYtlTRC7WfTQ8fk2Co9EsbKljRkqi5OZDTSehQFtjOiZqB/ehPxL6+dmvDKz7hMUoOSzRaFqSAmJpOvSY8rZEaMLKFMcXsrYQOqKDM2m/xiCP+TxmnJuyid186K5co8jhwcwhGcgAeXUIYbqEIdGCA8wBM8O3fOo/PivM5al5z5zAF8g/P2CZkhjNE=</latexit>

B

<latexit sha1_base64="oSufdvrimY4UHqnBSxfx+q69SV8=">AAACCHicdVBNS8NAEN34WetX1aMHF4ugoCWpWs2t6sVjBatCU8pmu2kXN5uwOxFKyNGLf8WLB0W8+hO8+W/c1Aoq+mDg8d4MM/P8WHANtv1ujY1PTE5NF2aKs3PzC4ulpeULHSWKsiaNRKSufKKZ4JI1gYNgV7FiJPQFu/SvT3L/8oYpzSN5DoOYtUPSkzzglICROqU1LyTQp0SkR1kn3dzxuAxgsI215zMgW1mnVLYrtms7bg0bsutWnZy4VXfPqWKnYg9RRiM0OqU3rxvRJGQSqCBatxw7hnZKFHAqWFb0Es1iQq9Jj7UMlSRkup0OH8nwhlG6OIiUKQl4qH6fSEmo9SD0TWd+tv7t5eJfXiuB4LCdchknwCT9XBQkAkOE81RwlytGQQwMIVRxcyumfaIIBZNd0YTw9Sn+n1xUK06tsn+2V64fj+IooFW0jjaRgw5QHZ2iBmoiim7RPXpET9ad9WA9Wy+frWPWaGYF/YD1+gGOdZm1</latexit>A(�1,s�)

<latexit sha1_base64="oLdr2PlSdTZykjGksjKHe54FUPg=">AAACB3icdVDLSsNAFJ34rPVVdSnIYBEUNCRqW7vzsXGpYK3QlDCZTtqhk0mYuRFK6M6Nv+LGhSJu/QV3/o3Th6CiBy4czrmXe+8JEsE1OM6HNTE5NT0zm5vLzy8sLi0XVlavdZwqymo0FrG6CYhmgktWAw6C3SSKkSgQrB50zwZ+/ZYpzWN5Bb2ENSPSljzklICR/MKGFxHoUCKyk76fbe9pL2BAdj0uQ+jt9P1C0bGdIbBjl6uOWy0bcuAeVPZL2B1bRTTGhV9491oxTSMmgQqidcN1EmhmRAGngvXzXqpZQmiXtFnDUEkippvZ8I8+3jJKC4exMiUBD9XvExmJtO5FgekcXK1/ewPxL6+RQnjUzLhMUmCSjhaFqcAQ40EouMUVoyB6hhCquLkV0w5RhIKJLm9C+PoU/0+u9223bJcuD4vHp+M4cmgdbaJt5KIKOkbn6ALVEEV36AE9oWfr3nq0XqzXUeuENZ5ZQz9gvX0CD5WZdg==</latexit>A(�s�,1)

<latexit sha1_base64="V4Qc9leLpXnycyma+AMwc7M2V3c=">AAAB6nicdVBdSwJBFL1rX2ZfVo+9DEkQBMuupuab1EvQi1GmoIvMjrM6ODu7zMwGIv6EXnoootd+UW/9m0bdoKIOXDiccy/33uPHnCntOB9WZml5ZXUtu57b2Nza3snv7t2pKJGENknEI9n2saKcCdrUTHPajiXFoc9pyx9dzPzWPZWKReJWj2PqhXggWMAI1ka6ueqd9PIFx3bmQI5dqTlurWJIyS1Vi2XkplYBUjR6+fduPyJJSIUmHCvVcZ1YexMsNSOcTnPdRNEYkxEe0I6hAodUeZP5qVN0ZJQ+CiJpSmg0V79PTHCo1Dj0TWeI9VD99mbiX14n0cGZN2EiTjQVZLEoSDjSEZr9jfpMUqL52BBMJDO3IjLEEhNt0smZEL4+Rf+Tu6LtVuzy9Wmhfp7GkYUDOIRjcKEKdbiEBjSBwAAe4AmeLW49Wi/W66I1Y6Uz+/AD1tsnC8aNqw==</latexit>

K+

<latexit sha1_base64="O6P8KBD2vAnTwp+cf4Q1TXtTNm8=">AAAB6nicdVBNS8NAEJ3Ur1q/qh69LBbBiyGJtZpb0YvgpaK1hTaUzXbTLt18sLsRSuhP8OJBEa/+Im/+GzdtBRV9MPB4b4aZeX7CmVSW9WEUFhaXlleKq6W19Y3NrfL2zp2MU0Fok8Q8Fm0fS8pZRJuKKU7biaA49Dlt+aOL3G/dUyFZHN2qcUK9EA8iFjCClZZurnpHvXLFMi3Xst0a0uTYdeycuI5btR1km9YUFZij0Su/d/sxSUMaKcKxlB3bSpSXYaEY4XRS6qaSJpiM8IB2NI1wSKWXTU+doAOt9FEQC12RQlP1+0SGQynHoa87Q6yG8reXi395nVQFZ17GoiRVNCKzRUHKkYpR/jfqM0GJ4mNNMBFM34rIEAtMlE6npEP4+hT9T+4c066ZJ9fVSv18HkcR9mAfDsGGU6jDJTSgCQQG8ABP8Gxw49F4MV5nrQVjPrMLP2C8fQIt5I3C</latexit>

K�

<latexit sha1_base64="qph80ctrNuemc+a1/8j8HQy6wf0=">AAACB3icbVDLSsNAFJ3UV62vqktBBotQQUsivpZVNy4r2Ac0pUymkzp0MgkzN0IJ2bnxV9y4UMStv+DOv3HSdqGtBy4czrmXe+/xIsE12Pa3lZubX1hcyi8XVlbX1jeKm1sNHcaKsjoNRahaHtFMcMnqwEGwVqQYCTzBmt7gOvObD0xpHso7GEasE5C+5D6nBIzULe66AYF7SkRymXaT8pHLpQ/DQ+16DMhB2i2W7Io9Ap4lzoSU0AS1bvHL7YU0DpgEKojWbceOoJMQBZwKlhbcWLOI0AHps7ahkgRMd5LRHyneN0oP+6EyJQGP1N8TCQm0Hgae6cyu1tNeJv7ntWPwLzoJl1EMTNLxIj8WGEKchYJ7XDEKYmgIoYqbWzG9J4pQMNEVTAjO9MuzpHFccc4qp7cnperVJI482kF7qIwcdI6q6AbVUB1R9Iie0St6s56sF+vd+hi35qzJzDb6A+vzB8XHmUI=</latexit>A(�1,s�)

Figure 7. (a) Near-horizon limit in the Hartle-Hawking state of an eternal AdS black hole dual to
boundary GFF time interval algebras. (b) In the vicinity of the bifurcation surfaces, we obtain an
emergent Poincaré group which has a corresponding analog in the boundary.

Exponential decay. The thermal one-point function of GFF in this background vanishes
because the expectation value of bulk fields in an eternal black hole is zero. The connected
thermal two-point functions of GFF are found from retarded Green’s functions of the wave-
equation on the black hole background [31, 32]. Perturbations can be expanded in the basis
of quasinormal modes Oω whose connected correlators decay exponentially fast at late times:

⟨Oω(0)Oω(t)⟩β ∼ e(iωR−ωI)t . (3.9)

Therefore, for a dense set of observables, the connected correlator is expected to decay
exponentially fast.

Local Poincaré group. We saw in Theorem 5 that in the Hartle-Hawking state of QFT
in an eternal AdS black hole, the modular flow of the wedge W is the Killing flow generated
by B = i(U∂U − V ∂V ). Near the boundary, this Killing flow becomes the generator of the
boundary time evolution β∂t.

With respect to the modular flow of the right wedge W , the algebras of regions W (z+) and
W (z−) are the modular future and past subalgebras, respectively. In the near horizon limit,
we are considering the regions W (e−sz±) with large s; see figure 7. These algebras are dual
to the boundary GFF time interval algebras (−sβ,∞) and (−∞, sβ). Therefore, Theorem 10
implies that in the long time limit s≫ 1 we obtain an approximate Poincaré group on the
boundary that is reminiscent of the local Poincaré group near the bifurcate Killing horizon.

Consider a time interval on the boundary. Without loss of generality, we will choose
it to be I = (−t, t). The von Neumann subalgebras of GFF A(−t,t) are dual to the algebra
of half-spaces defined by a point (sphere in higher dimensions) (z+(t), z−(t)) that is null
separated from both the boundary points at ±t; see figure 8. The Theorem 10 does not
apply directly because the modular flow of the region W (z+(t), z−(t)) is no longer geometric.
We choose boundary time intervals I+

ϵ = (−t(1 − ϵ), t) and I−ϵ = (−t, t(1 − ϵ)) for some
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<latexit sha1_base64="JRkJ9ldKCdNh57hNGkCYAZjZXik=">AAAB9HicbVDLSgNBEJyNrxhfUY9eBoMQD4Zd8XUMevEYwTwgWcLspDcZMjuzzswGwpLv8OJBEa9+jDf/xkmyB00saCiquunuCmLOtHHdbye3srq2vpHfLGxt7+zuFfcPGlomikKdSi5VKyAaOBNQN8xwaMUKSBRwaAbDu6nfHIHSTIpHM47Bj0hfsJBRYqzkm7J31oFYMy7FabdYcivuDHiZeBkpoQy1bvGr05M0iUAYyonWbc+NjZ8SZRjlMCl0Eg0xoUPSh7algkSg/XR29ASfWKWHQ6lsCYNn6u+JlERaj6PAdkbEDPSiNxX/89qJCW/8lIk4MSDofFGYcGwkniaAe0wBNXxsCaGK2VsxHRBFqLE5FWwI3uLLy6RxXvGuKpcPF6XqbRZHHh2hY1RGHrpGVXSPaqiOKHpCz+gVvTkj58V5dz7mrTknmzlEf+B8/gDQBpF/</latexit>

t(1� ✏)

<latexit sha1_base64="HMHT5UXSqip8GWinM49q/K4Wodc=">AAAB9XicbVDLSgNBEOz1GeMr6tHLYBDiIWFXfB2DXjxGMA9I1jA7mU2GzM4sM7NKWPIfXjwo4tV/8ebfOEn2oIkFDUVVN91dQcyZNq777Swtr6yurec28ptb2zu7hb39hpaJIrROJJeqFWBNORO0bpjhtBUriqOA02YwvJn4zUeqNJPi3oxi6ke4L1jICDZWeiibklfu0FgzLsVJt1B0K+4UaJF4GSlChlq38NXpSZJEVBjCsdZtz42Nn2JlGOF0nO8kmsaYDHGfti0VOKLaT6dXj9GxVXoolMqWMGiq/p5IcaT1KApsZ4TNQM97E/E/r52Y8MpPmYgTQwWZLQoTjoxEkwhQjylKDB9Zgoli9lZEBlhhYmxQeRuCN//yImmcVryLyvndWbF6ncWRg0M4ghJ4cAlVuIUa1IGAgmd4hTfnyXlx3p2PWeuSk80cwB84nz87jpG2</latexit>�t(1� ✏)
<latexit sha1_base64="Xb9VR26CVugNq9SP9HGqXo4Np2U=">AAAB6XicbVDLSgNBEOz1GeMr6tHLYBC8GHbF1zHoxWMU84BkCbOT2WTI7Owy0yuEJX/gxYMiXv0jb/6Nk2QPmljQUFR1090VJFIYdN1vZ2l5ZXVtvbBR3Nza3tkt7e03TJxqxusslrFuBdRwKRSvo0DJW4nmNAokbwbD24nffOLaiFg94ijhfkT7SoSCUbTSwyl2S2W34k5BFomXkzLkqHVLX51ezNKIK2SSGtP23AT9jGoUTPJxsZManlA2pH3etlTRiBs/m146JsdW6ZEw1rYUkqn6eyKjkTGjKLCdEcWBmfcm4n9eO8Xw2s+ESlLkis0WhakkGJPJ26QnNGcoR5ZQpoW9lbAB1ZShDadoQ/DmX14kjbOKd1m5uD8vV2/yOApwCEdwAh5cQRXuoAZ1YBDCM7zCmzN0Xpx352PWuuTkMwfwB87nD0y9jTk=</latexit>�t

<latexit sha1_base64="2TyYox69prPZKG28G7NCoWz8v3M=">AAAB6HicbVDLSgNBEOz1GeMr6tHLYBA8hV3xdQx68ZiAeUCyhNnJbDJmdnaZ6RXCki/w4kERr36SN//GSbIHTSxoKKq66e4KEikMuu63s7K6tr6xWdgqbu/s7u2XDg6bJk414w0Wy1i3A2q4FIo3UKDk7URzGgWSt4LR3dRvPXFtRKwecJxwP6IDJULBKFqpjr1S2a24M5Bl4uWkDDlqvdJXtx+zNOIKmaTGdDw3QT+jGgWTfFLspoYnlI3ogHcsVTTixs9mh07IqVX6JIy1LYVkpv6eyGhkzDgKbGdEcWgWvan4n9dJMbzxM6GSFLli80VhKgnGZPo16QvNGcqxJZRpYW8lbEg1ZWizKdoQvMWXl0nzvOJdVS7rF+XqbR5HAY7hBM7Ag2uowj3UoAEMODzDK7w5j86L8+58zFtXnHzmCP7A+fwB42mNAg==</latexit>

t

<latexit sha1_base64="p+d5BVzAfJND/WJyaxfeVJKkOdo=">AAAB+HicbVDLTsJAFJ3iC/FB1aWbRmICUUlrfC2JblxiIo8ECpkOU5gwnTYztybQ8CVuXGiMWz/FnX/jAF0oeJKbe3LOvZk7x4s4U2Db30ZmZXVtfSO7mdva3tnNm3v7dRXGktAaCXkomx5WlDNBa8CA02YkKQ48Thve8G7qN56oVCwUjzCKqBvgvmA+Ixi01DXzxXHnpAil03HnTLdS1yzYZXsGa5k4KSmgFNWu+dXuhSQOqADCsVItx47ATbAERjid5NqxohEmQ9ynLU0FDqhyk9nhE+tYKz3LD6UuAdZM/b2R4ECpUeDpyQDDQC16U/E/rxWDf+MmTEQxUEHmD/kxtyC0pilYPSYpAT7SBBPJ9K0WGWCJCeiscjoEZ/HLy6R+XnauypcPF4XKbRpHFh2iI1REDrpGFXSPqqiGCIrRM3pFb8bYeDHejY/5aMZIdw7QHxifP/VikVo=</latexit>

(z+(t), z�(t))

<latexit sha1_base64="HYY/L8Y+yRp/uQ8tiOcL/4NEaWw=">AAACAnicbVDLSsNAFJ3UV62vqCtxM1iEilAS8bWsutFdBfuAJobJdNIOnUzCzEQoobjxV9y4UMStX+HOv3HSZqGtBy4czrmXe+/xY0alsqxvozA3v7C4VFwurayurW+Ym1tNGSUCkwaOWCTaPpKEUU4aiipG2rEgKPQZafmDq8xvPRAhacTv1DAmboh6nAYUI6Ulz9xxQqT6GLH0YlS5uT/0HBJLyiJ+4Jllq2qNAWeJnZMyyFH3zC+nG+EkJFxhhqTs2Fas3BQJRTEjo5KTSBIjPEA90tGUo5BINx2/MIL7WunCIBK6uIJj9fdEikIph6GvO7OD5bSXif95nUQF525KeZwowvFkUZAwqCKY5QG7VBCs2FAThAXVt0LcRwJhpVMr6RDs6ZdnSfOoap9WT26Py7XLPI4i2AV7oAJscAZq4BrUQQNg8AiewSt4M56MF+Pd+Ji0Fox8Zhv8gfH5A6YAlvY=</latexit>

A(I+✏ )

<latexit sha1_base64="LEoWTehAhohiMzSo2fV+28dhkl0=">AAACAnicbVDLSsNAFJ3UV62vqCtxM1iEurAk4mtZdaO7CvYBTQyT6aQdOpmEmYlQQnHjr7hxoYhbv8Kdf+OkzUJbD1w4nHMv997jx4xKZVnfRmFufmFxqbhcWlldW98wN7eaMkoEJg0csUi0fSQJo5w0FFWMtGNBUOgz0vIHV5nfeiBC0ojfqWFM3BD1OA0oRkpLnrnjhEj1MWLpxahyc3/oOSSWlEX8wDPLVtUaA84SOydlkKPumV9ON8JJSLjCDEnZsa1YuSkSimJGRiUnkSRGeIB6pKMpRyGRbjp+YQT3tdKFQSR0cQXH6u+JFIVSDkNfd2YHy2kvE//zOokKzt2U8jhRhOPJoiBhUEUwywN2qSBYsaEmCAuqb4W4jwTCSqdW0iHY0y/PkuZR1T6tntwel2uXeRxFsAv2QAXY4AzUwDWogwbA4BE8g1fwZjwZL8a78TFpLRj5zDb4A+PzB6kclvg=</latexit>A(I�✏ )

Figure 8. The modular future and past subalgebras, dual to boundary time intervals I±ϵ , for wedge
subregions away from the Killing horizon.

ϵ ≪ 1. In the vicinity of the edge (z+(t), z−(t)), we expect the modular flow of W (z+, z−)
to be well-approximated by a local boost around this bulk point; see figure 8. We have an
approximate notion of half-sided modular inclusion relations, but with respect to the subspace
of observables localized near (z+(t), z−(t)). This suggests that there might be a generalization
of Theorem 10 that will explain the emergence of the local Poincaré algebra near any point
(z+, z−) in the geometry. We postpone further exploration of this to future work.

3.2 Forward lightcone

In any QFT, there are von Neumann observable algebras associated with causal developments
of ball-shaped regions D that we denote by A(D). Every ball-shaped region is defined in
terms of its past and future tips; xµ

1 and xµ
2 such that xµ

2 − xµ
1 is time-like. We denote this

algebra by AD(xµ
1 ,xµ

2 ); see figure 9.

Second Law. The future and past algebras of A(D) with respect to time evolution are
C∗-subalgebras

AD(xµ
1 ,∞) = ∨t>0AD(xµ

1 ,xµ
2 )(t)

AD(−∞,xµ
2 ) = ∨t<0AD(xµ

1 ,xµ
2 )(t)

AD(xµ
1 ,xµ

2 )(t) = eiHtAD(xµ
1 ,xµ

2 )e
−iHt (3.10)

where the algebraic union is defined by taking the closure in operator norm topology. The
future/past subalgebras above are C∗-subalgebras. Then, by the same argument as in (3.8)
the mutual information between the future algebra and any subalgebra in its commutant
constitutes a second law; see figure 9.

In a theory of massless free fields, the future and past C∗-subalgebras defined above
are von Neumann algebras. In this case, the commutant of the future algebra AD(0,∞) is
the past algebra AD(−∞,0) simply because for massive free fields time-like and spacelike
commutators both vanish. In this case, the modular flow of the future algebra is dilatation
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Figure 9. (a) The future algebra of the ball-shaped region D(xµ
1 , x

µ
2 ) with respect to time-evolution.

(b) Time evolution is the restriction map on the future subalgebra. At finite temperature this implies
that the mutual information between the subalgebra of D(xµ

1 ,∞) and any subalgebra in the canonically
purified copy decreases monotonically in time.

D, and they satisfy the algebra [33]

eitDeisHe−itD = eie2πtsH . (3.11)

These relations describe a mode H that grows exponentially under modular dynamics eitD,
analogous to one of the conditions in (2.24). In a massive theory, the double commutant
of the future (past) C∗-subalgebras is the observable algebra of the whole spacetime, B(H).
Physically, this happens because the only operators that can be in the commutant of the
future algebra A(0,∞) will have to be localized on segments of null infinity; see figure 10.
However, in a massive theory, there are no such excitations. Therefore, the double commutant
of the future algebra A(0,∞) in the free field theory is the whole algebra B(H).

Local Poincaré group. It follows from Theorem 10 that every modular flow with future
and past subalgebras leads to an emergent Poincaré algebra. Causal developments of ball-
shaped regions in the vacuum of conformal field theory provide an example. Consider the
algebra AD(xµ

1 ,xµ
2 ) of a ball-shape region A of radius R centered at the origin xµ = 0 in a

CFT with the past and future tips are at xµ
1 = (−R, 0⃗) and xµ

2 = (R, 0⃗). The modular flow
of this algebra is local and generated by the conformal Killing vector [33–35]:

K = i

2R
((
R2 − (x0)2 − |x⃗|2

)
∂0 − 2x0xi∂i

)
. (3.12)

The algebra of any ball-shaped region with the same future (past) tip and its past (future)
tip inside A is a modular future (past) subalgebra. For simplicity, we consider the case of
1 + 1d CFT, but generalization to arbitrary dimensions is straightforward. We introduce
radial null coordinates x± = x1 ± x0. In these coordinates, the modular flow is given by

x±(s) = R

(
1− e∓2πs (R−x±)

(R+x±)

)
(
1 + e∓2πs (R−x±)

(R+x±)

)
K = i

2R
((
R2 − (x+)2

)
∂+ −

(
R2 − (x−)2

)
∂−
)
. (3.13)

– 21 –



J
H
E
P
0
1
(
2
0
2
4
)
1
1
2

<latexit sha1_base64="as9zXpMj3VFvz4J4ZvMB57zYdGo=">AAAB+nicbVDLSsNAFJ3UV62vVJduBotQQUoivpZFXbisYB/QxDCZTtqhk0mYmagh9lPcuFDErV/izr9x2mahrQcuHM65l3vv8WNGpbKsb6OwsLi0vFJcLa2tb2xumeXtlowSgUkTRywSHR9JwignTUUVI51YEBT6jLT94eXYb98TIWnEb1UaEzdEfU4DipHSkmeWr6qPnn3nhMmhQ3mg0gPPrFg1awI4T+ycVECOhmd+Ob0IJyHhCjMkZde2YuVmSCiKGRmVnESSGOEh6pOuphyFRLrZ5PQR3NdKDwaR0MUVnKi/JzIUSpmGvu4MkRrIWW8s/ud1ExWcuxnlcaIIx9NFQcKgiuA4B9ijgmDFUk0QFlTfCvEACYSVTqukQ7BnX54nraOafVo7uTmu1C/yOIpgF+yBKrDBGaiDa9AATYDBA3gGr+DNeDJejHfjY9paMPKZHfAHxucPILaTSg==</latexit>

D(xµ
1 ,1)

<latexit sha1_base64="Jdg/YCgjfnrQ7g3TlX5p+0RMeQA=">AAAB7nicbVDLSgMxFL3js9ZX1aWbYBFclRnxtSy6cVnBPqAdSybNtKFJJiQZsQz9CDcuFHHr97jzb0zbWWjrgQuHc+7l3nsixZmxvv/tLS2vrK6tFzaKm1vbO7ulvf2GSVJNaJ0kPNGtCBvKmaR1yyynLaUpFhGnzWh4M/Gbj1Qblsh7O1I0FLgvWcwItk5qPnWDh45Iu6WyX/GnQIskyEkZctS6pa9OLyGpoNISjo1pB76yYYa1ZYTTcbGTGqowGeI+bTsqsaAmzKbnjtGxU3ooTrQradFU/T2RYWHMSESuU2A7MPPeRPzPa6c2vgozJlVqqSSzRXHKkU3Q5HfUY5oSy0eOYKKZuxWRAdaYWJdQ0YUQzL+8SBqnleCicn53Vq5e53EU4BCO4AQCuIQq3EIN6kBgCM/wCm+e8l68d+9j1rrk5TMH8Afe5w8ZmI9u</latexit>

xµ
1

Figure 10. Conformal diagram of the Minkowski spacetime showing that the commutant of the
C∗-algebra D(xµ

1 ,∞) in Minkowski space are operators localized on null infinity. In massive QFT,
there are no such operators, therefore taking the double commutant of this C∗-algebra gives the von
Neumann algebra of all observables on the Cauchy slice: B(H).
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Figure 11. (a) The modular future/past subalgebras A± ⊂ AD(xµ
1 ,xµ

2 ) of the causal diamond. (b)
The modular flow of the subalgebras A±(∓s) in the large s limit for the emergent local Poincaré
algebra. The coordinates are shown in the (x0, x1) basis.

Now consider another ball shaped region Ã centered at the origin with future tip (R/2, 0)
and past tip (−R/2, 0). The modular future/past subalgebras A± correspond to the algebra
of Ã translated by ±R/2 in the x0-direction as shown in figure 11. The generators of the
modular flow for A± are

K± = i

R

[((
R

2

)2
−
(
x+ ∓ R

2

)2
)
∂+ −

((
R

2

)2
−
(
x− ± R

2

)2
)
∂−

]

= i

R

((
±Rx+ − (x+)2

)
∂+ −

(
∓Rx− − (x−)2

)
∂−
)
. (3.14)
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The corresponding modular scrambling modes

±G± = K −K± = i

2R
(
(x+ ∓R)2∂+ − (x− ±R)2∂−

)
(3.15)

satisfy the commutation relations

[G−, G+] = 2iK, [G±,K] = ±iG± . (3.16)

Corresponding to the action of the modular flow of A on A±

A±(s) = ei2πsKA±e−i2πsK , (3.17)

we have the generators of the modular flow for A±(s) given by

K±(s) = ei2πsKK±e
−i2πsK . (3.18)

Following Theorem 10, we consider the modular flow A±(∓s) such that in the large s

limit, both regions are almost equal to A; see figure 11. Under this modular flow, the
(x+, x−) coordinates of the centers of the causal developments D(A±(s)) change according
to
(

±R
1+e2πs ,

∓R
1+e2πs

)
and their radii change as R

1+e−2πs . Therefore,

K±(∓s) = i(1 + e−2πs)
2R

((
R

1 + e−2πs

)2
−
(
x+ ∓ R

1 + e2πs

)2
)
∂+

− i(1 + e−2πs)
2R

((
R

1 + e−2πs

)2
−
(
x− ± R

1 + e2πs

)2
)
∂−

= i

2R
((

1− e−2πs
)
R2 ± 2Re−2πsx+ − (1 + e−2πs)(x+)2

)
∂+

− i

2R
((

1− e−2πs
)
R2 ∓ 2Re−2πsx+ − (1 + e−2πs)(x+)2

)
∂− . (3.19)

The corresponding modular scrambling modes evolve according to

±G±(∓s) = K −K±(∓s)

= i

2R
(
(R2 − (x+)2∂+ − (R2 − (x−)2∂−)

)
−K±(∓s)

= ie−2πs

2R
(
(x± ∓R)2∂+ − (x− ±R)2∂−

)
= e−2πs(±G±) . (3.20)

The commutator of the modular scrambling modes evolves according to

[G+(−s), G−(s)] = e−4πs[G+, G−] . (3.21)

Thus in the large s limit, they approximately commute and there is an emergent Poincaré
algebra as expected from Theorem 10.

4 Quantum ergodicity and future/past algebras

Up to now, we argued for the emergence of a local Poincaré group in systems with modular
future/past algebras. In the remainder of this paper, we elaborate on the ergodic properties of
quantum dynamical systems with future/past subalgebras and how they lead to an exponential
decay of correlators, a second law of thermodynamics, and maximal modular chaos.
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4.1 Classical ergodic hierarchy

Drop a handful of blueberries in a glass of water and stir with a straw. We refer to the
glass of water as our system R, and denote by A the subregion where we initially dropped
A. The stirring is a dynamical map Tt : R → R that describes the motion of blueberries
in R. We say that the system is ergodic if the blueberries visit every point in the glass.
Ergodic systems mix on average, meaning that from time to time there are moments where
a few blueberries are localized in a small corner of the glass, but such fluctuations average
out over time. There is no particular state to which the system settles, and if we wait
long enough, we will arbitrarily come close to any particular blueberry configuration in the
glass. This system is almost periodic.

If instead of blueberries, we drop a droplet of ink, it gradually spreads until it becomes
uniformly distributed over the whole glass. We refer to this final state as an equilibrium
state. If the equilibrium state is unique, all states evolve to this unique equilibrium state,
and we say that we have strong mixing.19 To keep track of how the system mixes, we use
the connected correlation measure20

C(A : Bt) = µ(A ∩Bt)− µ(A)µ(Bt) = µ(A ∩Bt)− µ(A)µ(B) (4.1)

with µ the Haar measure in R and At = Tt(A). See appendix B for the motivation for
this definition.

Physically, strong mixing means that events such as dropping a drop of ink in a particular
corner of the glass become increasingly irrelevant to the state of the system in the distant
future. In other words, the connected correlators decay at late times. Of course, since the
glass of water has finite volume, even though the connected correlators decay, the eventual
equilibrium cannot truly forget about the initial droplet because the total amount of ink in
the initial droplet decides the final color of the water. This is because the one-point function

1
vol(R)

∫
R ρ(x) is invariant with time evolution. Strictly speaking, if one wants the final state

to be independent of the initial amount of ink as well, one needs an infinite water reservoir
to forget about the entire past. Initially, the drop of ink spreads exponentially in time, and
the correlations decay as e−λt. In finite volume, we can expect independence from the entire
past only in the approximate sense for 1 ≪ eλt ≪ vol(R). For larger times, the ink reaches
the walls of the glass and starts folding back.

Kolmogorov introduced the class of dynamical systems, called Kolmogorov systems, or
in short, K-systems, in which the system forgets its entire far past history (the K-mixing
property). As we argued above, forgetting about the entire past can only emerge in the
thermodynamic limit where we first send vol(R) → ∞ and then send t→ ∞. To understand
what independence from the entire past means, we drop two droplets of ink at times 0 and

19The mathematical distinction between the example of blueberries and ink is that the particles of blueberry
have finite volume, whereas we take the particles of ink to be pointlike (not a measurable set). If ρ(x) is
the density function, in reversible dynamics, supx ρ(x) never changes. However, we only keep track of the
total volume of ink in an open neighborhood of a point (a measurable set). Physically, this means that our
observables are always coarse-grained on an open set. The decay of coarse-grained observables is not in
contradiction with the reversibility of the dynamics.

20Note that A and B are measurable subsets of R and are not to be confused with the Killing field B.
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t. We expect the state in the far future to forget both events. In other words, it follows
from the definition in (4.1) that

lim
s→∞

C(A(1) ∩A(2)
t : Bt+s) = 0 . (4.2)

One can ask what happens if we wait for an infinite amount of time in between the two
droplets? The system forgets about both droplets in the future only if

lim
s→∞

lim
t→∞

C(A(1) ∩A(2)
t : Bt+s) = 0 . (4.3)

This is equivalent to saying that the three-region correlation measure decays away:

lim
s→∞

lim
t→∞

C(A(1) : A(2)
t : Bt+s) = 0

C(A(1) : A(2) : A(3)) = µ(A(1) ∩A(2) ∩A(3))− µ(A(1))µ(A(2))µ(A(3)) . (4.4)

The strong mixing in (4.1) is sometimes called strong 2-mixing, and the property above is called
strong 3-mixing.21 It is straightforward to generalize the definition above to strong n-mixing:

lim
tn→∞

· · · lim
t1→∞

C(A(1)
t1 , A

(2)
t1+t2 , · · ·, A

(n)
t1+···+tn

) = 0, (4.5)

C(A(1), A(2), · · ·A(n)) = µ(A(1) ∩A(2) ∩ · · ·A(n))− µ(A(1)) · · ·µ(A(n)) .

We expect that dropping ink droplets is an n-mixing system for all n ∈ N.22 This still does
not mean that the system is independent of its entire past. It is possible that the effect
of a perturbation at time t = 0 can be mimicked, arbitrarily well, by a countably infinite
set of events in the far past. In many ergodic systems given any pair of subsystems A and
B as we evolve A forward and backward in time, we will eventually end up overlapping
with B. K-systems emerge when the evolution of A restricted to the past explores only
a subset of all possible events.

The defining property of K-systems is the notion of past subalgebra (or future subalgebra).
Past subalgebra is formed by the set of all perturbations (events) that can be created in the
entire far past. We define the entire past as any countable union of events in the past, i.e.
∪t<0At. More formally, we define B(t0) the σ-algebra of the past as the set generated by a set
of events At with t < t0 that includes all countable unions and countable intersections of At

and is closed under complements.23 In K-systems, the past subalgebra is a strict subalgebra
of all perturbations. Famous examples of K-systems include Sinai billiards and the ideal
free gas of particles with elastic collisions [37, 38].

We are now ready to present some definitions:

Definition 4.1. A classical dynamical system is a measure space (X,Σ, µ) with a space X,
a σ-algebra Σ of measurable sets,24 a measure µ and a measure-preserving flow Tt on X.

21In the zoo of mixing dynamical systems, there are dynamical systems that are strong 2-mixing, but not
even strong 3-mixing. See [36] for some examples.

22A dynamical system that is strong n-mixing for all n is called strong mixing of all order.
23In ergodic theory, one often considers a further generalization of this definition by choosing an initial set of

subsystems {A(1), A(2), · · ·A(r)} and the σ-algebra generated by this set B(t0, r) = {A(i)
t |t < t0, i = 1, · · · , r}

replaces B(t0).
24Not to be confused with the notation for a Cauchy slice.
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Definition 4.2. We say a classical dynamical system is

• Ergodic: if all correlations averaged over time decay to zero:

∀A,B ∈ Σ : lim
T→∞

1
T

∫ T

0
dt C(A : Bt) = 0 . (4.6)

• Strong Mixing: if the correlation functions decay to zero in the far future:

∀A,B ∈ Σ : lim
t→∞

C(A,Bt) = 0 . (4.7)

• K-mixing: if the correlations with the entire past decay to zero:

∀A, Ã ∈ Σ : lim
t→−∞

sup
B∈B(t)

|C(A : B)| = 0 (4.8)

where B(t) is the σ-algebra generated by {Ãt′ |t′ < t}.

For more details on classical ergodic theory see appendix C. The definition of K-mixing
above is equivalent to the definition of a K-system:

Definition 4.3. Consider a classical dynamical system (X,Σ, µ) and a measure-preserving
flow Tt. It is a classical K-system if there exists a σ-algebra of measurable sets Σ0 ⊂ Σ
such that

1. ∨t∈RTtΣ0 = Σ.

2. ∧t∈RTtΣ0 = {∅, X}.

3. For all t > 0 we have TtΣ0 ⊂ Σ0.

In K-systems, all correlations cluster in time, but the decay can be arbitrarily slow. It
is an observed fact that in many dynamical systems in physics, the correlators of relevant
observables decay exponentially fast. For example, when we ring a bell, perturbations can
be expanded in a basis of quasi-normal modes that decay exponentially fast. In classical
models with discrete time evolution, Tn = (T1)n the exponentially decaying (growing) modes
correspond to the eigenvectors of T1 with eigenvalues less (more) than one. In continuous
time evolution, they correspond to the eigenfunctions of ∂t operator with negative (positive)
eigenvalues. Informally, one can think of classical Anosov systems as a special class of
K-systems for which a dense set of correlators decay exponentially fast. Since the Anosov
systems are ergodic, show exponential sensitivity to perturbations, and forget about their
entire past we will refer to them as classically chaotic systems.25

Dynamical systems of classical physics are described in terms of flows on a phase
space X.26 For example, the phase space is the space of the position and momenta of
blueberries or particles of ink.27 Bounded measurable functions on the phase space are

25In dynamical systems, there are various definitions of classical chaos, however, according to most definitions
classical Anosov systems are chaotic.

26See appendix C for a brief review.
27The cotangent bundle of R.
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Figure 12. In the phase space X and a dynamical flow ∂t, there can be (a) exponentially growing
modes and (b) exponentially decaying modes.

classical observables of the system. To every smooth observable (function) on the phase
space, we can associate a flow along its integral curves that preserves the volume (measure)
on the phase space. Time evolution corresponds to a distinguished smooth function h called
the Hamiltonian. The observables g± that satisfy the Poisson bracket relation

{g±, h} = −λ±g± (4.9)

grow/decay exponentially in time. If we denote by G± and H = ∂t the vectors that generate
flows along the integral curves of g± and h, respectively, we have the commutation relation

[G±, H] = −λ±G± . (4.10)

We obtain a flow on the phase space with expanding/contracting directions; see figure 12.
A special class of Anosov systems that play an important role for us are those with

λ = 2π. The connection between the Poincaré group and the Anosov systems comes from
the commutation relations

[B,G±] = ±2πG± (4.11)

with B playing the role of H. Compare figure 12 to figure 3. Motivated by the modular
chaos results in [2, 4] we call them maximally chaotic systems. In summary, we have a
hierarchy of ergodic systems28

Maximal Chaos ⊂ Anosov ⊂ Kolmogorov ⊂ Strong Mixing ⊂ Ergodic . (4.12)

4.2 Quantum ergodic hierarchy

As a first example of a quantum dynamical system, we start with a quantum analog of the
example of glass and blueberries. We consider a d-dimensional lattice R with a qubit at each
site. The lattice is to be compared to a pixelated glass of water and an excitation on a site
corresponds to blueberries in a pixel. In the case of a lattice, to every subsystem A ⊂ R

we associate an observable algebra, which is the quantum (non-commutative) analog of the
28For a review on K-systems see [39].
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algebra of bounded functions on A. Here, the subalgebra on A corresponds to the observable
algebra B(HA) where HA = ⊗x∈AHx and Hx is the Hilbert space of the qubit at the site
x ∈ R. Time evolution is given by the unitary flow eiHt where H is some Hamiltonian on the
lattice that, for example, couples the nearest neighbors. The quantum analog of the example
of ink droplets is the continuum limit of the lattice model above, a finite temperature quantum
field that lives in some background manifold M. The von Neumann algebra of observables of
the QFT is R with a state ω which is represented in the GNS Hilbert space Hω = R|Ω⟩. At
finite temperature, the set of all observables in a Cauchy slice form a von Neumann algebra
R in a KMS state represented in the double copy Hilbert space as the thermofield double
vector |Ω⟩RR′ . If we take R to be the algebra of the right wedge, then |Ω⟩ is the vacuum
or any other CRT symmetric state of QFT. We can choose dynamics to be modular flow,
or more generally, any symmetry group R (Z) of state-preserving transformations defines
a continuous (discrete) quantum dynamical system.

Similar to the classical case, we define connected correlation functions for every pair
of observables a, b ∈ R in the state |Ω⟩

f conn
ab (t) = ⟨aΩ|∆1/2+it

R bΩ⟩ − ⟨aΩ|Ω⟩ ⟨Ω|bΩ⟩ . (4.13)

Here, we are using a convention with a factor ∆1/2
R in the definition of the correlator to make

the analytic extension of the modular correlators symmetric. They can be interpreted as
Left-Right correlators [7]. In a thermalizing system, the expectation is that all connected
correlators of operators (except for conserved charges) decay to zero in time. This property
is called quantum strong 2-mixing:

∀a, b ∈ R : lim
t→∞

f conn
ab (t) = 0 . (4.14)

We say a system is quantum strong n-mixing if

lim
t1,t2,...,tn−1→∞

⟨a1(t1)a2(t1 + t2) · · · an−1

( n−1∑
i=1

ti

)
Ω|∆1/2

R bΩ⟩ = ⟨Ω|bΩ⟩
n−1∏
i=1

⟨aiΩ|Ω⟩ . (4.15)

If we want the late time observable to be independent of the entire past of the system, we
need to generalize the notion of K-systems in (4.8) to the quantum realm. In the quantum
case, the algebraic union replaces the notion of σ-algebra for classical subregions.29 Therefore,
we define the future and past subalgebras as:

Definition 4.4 (Future/Past subalgebras). Consider A a proper subalgebra of a von Neumann
algebra R in the standard representation H = R|Ω⟩. Assume that the dynamics is given
by an automorphism of R realized by unitaries eiHt that leaves the state |Ω⟩ invariant, and
flows the subalgebra according to As = eiHsAe−iHs.

1. Future/Past C∗-subalgebras: if the closure of ∨s<tAs in norm operator topology is a
proper subalgebra of R we call it the past C∗-algebra of A in R. The future C∗-algebra
of A is defined the same with s < t replaced with s > t.

29An important distinction between the classical and quantum dynamical systems is that in the quantum
case, under the algebraic union, two finite-dimensional subalgebras that do not commute can generate an
infinite-dimensional algebra.
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2. Future/Past von Neumann subalgebras: if the closure of ∨s<tAs in weak operator
topology is a proper subalgebra of R we call it the past von Neumann algebra of
A in R:

A(−∞,t) = (∨s<tAs)′′ . (4.16)

The future von Neumann algebra of A is defined the same with s < t replaced with
s > t:

A(t,∞) = (∨s>tAs)′′ . (4.17)

For an ergodic quantum dynamical system, we have

R =
(
A(−∞,t) ∨ A(t,∞)

)′′
. (4.18)

We are now ready to define the following ergodicity classes:

Definition 4.5. We say a quantum dynamical system R with a dynamical group that is a
subgroup of R is

• Quantum Ergodic: if all correlations averaged over time decay to zero:

∀a, b ∈ R : lim
T→∞

1
T

∫ T

0
dt f conn

ab (t) = 0 . (4.19)

• Quantum Strong Mixing: if the correlation functions decay to zero in far future:

∀a, b ∈ R : lim
t→∞

f conn
ab (t) = 0 . (4.20)

• Quantum K-Mixing: if the correlations with the entire future decay to zero:

∀A ⊂ R, ∀a ∈ R : lim
t→∞

sup
b∈A(t,∞)

|f conn
ab | = 0 . (4.21)

Similar to the classical case, we define quantum K-systems using the three properties
we saw in the example of GFF in section 3.1:

Definition 4.6. Consider a von Neumann algebra R represented in a Hilbert space in the
standard representation H = R|Ω⟩, and a unitary flow eiHt that preserves the vacuum
eiHt |Ω⟩ = |Ω⟩. We say this quantum dynamical system is a quantum K-system if it has a
proper subalgebra A ⊂ R with the following properties:

1. Ergodicity: (∨s∈RAs)′′ = R.

2. Strong Mixing: ∧s∈RAs = λ1.

3. Half-sided translation: for all s > 0 (or s < 0 but not both) we have As ⊂ A.
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A subtlety that arises is that, as opposed to the classical case, quantum K-systems, and
quantum K-mixing, while intimately related, are not equivalent.30 In this work, we focus on
quantum K-systems. As we will show in Lemma 13, the assumption of half-sided translation
above is equivalent to the statement that A is a future subalgebra.

Future subalgebras A(s,∞) correspond to all observables we can measure from time s
until eternity. They are very special, as when they exist, forward time evolution acts on
them as the restriction map which is a unital completely positive (CP) map (the Heisenberg
picture of a quantum channel) [40]

∀t > 0 : eiHtA(s,∞)e
−iHt ⊂ A(s,∞) . (4.22)

The spectrum of every unital CP map is inside the unit disk:31

∀t > 0, ∀a ∈ A(s,∞) : ∥eiHtae−itH∥ ≤ ∥a∥ (4.23)

and the map is uniquely fixed in terms of its spectrum λ ∈ C such that ℑ(λ) ≥ 0

eiHtaλe
−iHt = eiλtaλ . (4.24)

Any mode with ℑ(λ) > 0 decays exponentially fast towards the future, and corresponds to a
quasi-normal mode. They satisfy the algebra [H, aλ] = λaλ with the Hamiltonian.

As opposed to the classical case, in the quantum case, there is no simple way of associating
“smooth” observables with state-preserving unitary flows in the Hilbert space. In defining
quantum Anosov systems, we focus on state-preserving flows (symmetries):32

Definition 4.7. We define a quantum Anosov system as a quantum K-system with expanding
and contracting unitary flows that preserve the state, i.e. eisG± |Ω⟩ = |Ω⟩, such that

U(t)eisG±U †(t) = eie±λtsG± . (4.25)

In the quantum world, we have a similar ergodic hierarchy

Q. Anosov ⊂ Q. Kolmogorov ⊂ Q. Strong Mixing ⊂ Q. Weak Mixing ⊂ Q. Ergodic

where the letter Q stands for quantum. In this work, we focus on two classes of measure-
preserving quantum dynamical systems:

1. Modular flow.

2. Flow with a positive generator: G ≥ 0.

We will see in Theorem 18 that modular flow K-systems are equivalent to K-systems with
positive generators. In the language of ergodic theory, this means that half-sided translations
imply half-sided modular inclusions and vice-versa.

30See appendix D.3 for more detail.
31This follows from the fact that in the GNS Hilbert space, any unital CP map is represented by a

contraction [40].
32In the quantum world, the volume of the phase space is replaced with the trace on the observable

algebra. For general operator algebras, there might not exist a trace. More generally, the quantum analog
of measure-preserving flows are unitary flows with a symmetry generator G |Ω⟩ = 0 where |Ω⟩ is the GNS
vacuum.

– 30 –



J
H
E
P
0
1
(
2
0
2
4
)
1
1
2

4.3 Algebra types and quantum ergodicity

The set of (modular) time-invariant operators generates a subalgebra of observables that
we refer to as the algebra of conserved charges Rρ ⊂ R. Of course, correlators of conserved
charges can never decay. To focus on ergodic properties such as strong mixing we need to
project to a sector where all the charges are fixed. Fixing all charges corresponds to applying
a minimal projection p ∈ Rρ to the Hilbert space H → pH. For example, if we have a set
of commuting charges Q1, · · ·Qn the projection |q1, · · · qn⟩ ⟨q1, · · · qn| projects to the sector
with fixed charges QipH = qipH. In other words, we can replace the state with ρ(p · · · p)
so that pRp contains no non-trivial time-invariant operators. From now on, we will always
project out states so that there are no conserved charges: Rρ = λ1.33

It follows immediately that there cannot be any ergodicity in any finite-dimensional
or type I quantum system. In such systems, the Hamiltonian has eigenvectors |En⟩, and
projections |En⟩ ⟨En| generate an algebra of time-invariant operators. If we project to a sector
with fixed energy we are left with operators that are also time-invariant. To have ergodicity,
we need the Hamiltonian spectrum to be continuous with no point spectrum (normalizable
eigenvectors). This can be seen from the definition of quantum ergodicity in (4.19).34 In
finite-dimensional quantum systems, or more generally type I von Neumann algebras, infinite
time-average decoheres the operators in the energy eigenbasis, and one cannot satisfy the
condition (4.19) for all operators. In fact, a stronger statement holds:

Lemma 11. Consider a von Neumann algebra R and reversible quantum dynamics U(t) =
eiGt that leaves the normalizable GNS (cyclic and separating) vector |Ω⟩ invariant. The
system is quantum ergodic only if both conditions below hold:

1. Either the algebra is type III or type II1 in the tracial state.

2. The generator G is not a positive operator.

Proof. 1. Quantum ergodicity in (4.19) means that35

∀a, b ∈ R lim
T→∞

1
T

∫ T

0
dt ⟨aΩ|eiGtbΩ⟩ = ⟨aΩ|Ω⟩ ⟨Ω|bΩ⟩ . (4.26)

We argued before that quantum ergodicity can happen only if the algebra is infinite-
dimensional. Since the integral on the left-hand-side projects to the subspace of the Hilbert
space that is invariant under eiGt, and |Ω⟩ is cyclic and separating we learn that λ |Ω⟩ is the
only ray in the Hilbert space that is invariant under eiGt. Then, it follows from Theorem 1
of [41] that R is either type III or |Ω⟩ corresponds to a tracial state on R (see also Theorem 1
of [42]). Infinite-dimensional type II algebras are either type II1 or II∞, however, the trace
in type II∞ is not normalizable. Hence, we find that either the algebra is type III or it is
type II1 in a tracial state.

33In modular theory terminology, we say that the state ρp has a trivial centralizer.
34In a quantum ergodic system there is no nontrivial proper subalgebra that is left invariant by the dynamics.

In other words, time evolution acts on the algebra irreducibly.
35We have defined quantum ergodicity in (4.19) in terms of f conn

ab (t) in which the inner product is computed
with a factor of ∆1/2. This factor of ∆1/2 is equivalent to replacing operator b with its mirror image bJ .
However, this replacement of b to bJ is not necessary for the following discussion.
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2. Consider the spectrum of G as a set of λ ∈ C. Then eiλt is in the spectrum of
U(t) = eiGt and e−iλt is in the spectrum of U(t)−1. The intersection of the spectrum of U(t)
and U(t)−1 is trivial if and only if for all λ1, λ2 ∈ Spec(G) we have

eiλ1t ̸= e−iλ2t . (4.27)

We prove by contradiction. Assume G ≥ 0 and we have quantum ergodicity. It follows from
positivity of the spectrum of G that eiλ1t ̸= e−iλ2t for all λ1, λ2 ∈ Spec(G). We say that
U(t) has asymmetric spectrum meaning Spec(U) ∩ Spec(U−1) = {1}. Then, it follows from
Lemma 1 of [42] that U(t) is an inner automorphism. However, this is in contradiction with
the separating condition because an inner automorphism U(t) would imply

(U(t)− 1) |Ω⟩ = 0 (4.28)

and U(t)− 1 ∈ R. As a result, G is not a positive operator.

It is instructive to discuss the implications of the theorem above in local many-body
quantum systems. Consider an infinite lattice with a boson degree of freedom on each site
(lattice scalar field theory) in a finite-temperature state of a local Hamiltonian. The vector
|Ω⟩ is the thermofield double. It is invariant under ei(HL−HR)t which is expected to induce
ergodic and strongly mixing dynamics due to clustering in time. Then, the theorem above
implies that the algebra is type III, and indeed the HL −HR operator is not positive. If we
take the state to be the vacuum of QFT in Minkowski space and the algebra to be a wedge
W . Then, both null translations P± > 0 preserve the vector |Ω⟩, and we have strong mixing
of the correlators, however, they do not generate an automorphism of the algebra.

The above result suggests that if we want to insist on ergodic dynamics with a positive
Hamiltonian (G ≥ 0) we need to relax the assumption of invertibility. Motivated by the case
of null translations and the algebra of wedges in QFT we consider the case of semigroup
of positive or negative half-line:

∀t > 0, U(t)RU(t)† ⊂ R . (4.29)

The definition above naturally motivates future and past subalgebras. We will see in section 4.6
that such a dynamical system is equivalent to modular dynamics.

The failure of ergodicity means that there exists a proper subalgebra A ⊂ R that is
invariant under the flow. In the case of modular flow of R this invariance implies that there
exists a normalizable conditional expectation from E : R → A. Physically, one can interpret
the failure of quantum ergodicity as an exact quantum error correction code [40].

Quantum strong mixing (the assumption in (4.20)) is much stronger than quantum
ergodicity. To make this concrete, we specialize our discussion to modular flows. Strong
mixing in a KMS state (or more generally, in modular time) can occur only in type III1
von Neumann algebras:

Theorem 12. Consider the modular flow of a von Neumann algebra R as quantum dynamical
system. Strong quantum mixing implies that the algebra is type III1 in a state with a trivial
centralizer.

– 32 –



J
H
E
P
0
1
(
2
0
2
4
)
1
1
2

Proof. See [7] for a proof.36

KMS states (modular dynamics) is also special in that strong mixing implies the decay
of the commutator, the Weak Asymptotic Abelianness:

∀a, b ∈ R : lim
t→∞

⟨Ω|[a(t), b]|Ω⟩ = 0 . (4.30)

In a quantum system with non-modular dynamics generated by a non-positive generator, we
can have type III and type II1 algebras with strong mixing. Examples include translations
in lattice quantum systems. This dynamics is strong mixing if we have clustering in space.
We introduced the notion of future/past algebras in connection to quantum K-systems. The
motivation was to make rigorous the intuition that late-time observables are independent of
the entire past of the system. Independence does not necessarily mean that the late-time
observable a(t) commutes (or almost commutes) with the whole past algebra. Such an
assumption is called the Norm Asymptotic Abelianness:

lim
t→∞

∥[a(t), b]∥ = 0 . (4.31)

The connection between K-systems and asymptotic Abelianness is not fully understood,
however, in the case of type II1 algebras, K-system property ensures Strong Asymptotic
Abelianness

lim
t→∞

∥[a(t), b] |Ω⟩ ∥ = 0 (4.32)

which guarantees the decay of the four-point functions, including the out-of-time-ordered
ones [44]. For a discussion of the connection between quantum K-systems and strong
asymptotic Abelianness, see appendix D.3.

4.4 Second law in quantum K-systems

In the thermodynamic limit, the expectation is that genuinely interacting quantum systems
thermalize. In particular, besides strong mixing, we expect the emergence of a second law of
thermodynamics that postulates the existence of a non-negative function of the state called
entropy that grows monotonically in time.

We saw that every KMS state with strong modular mixing corresponds to a type III1
algebras. Therefore, in quantum thermalizing systems, the fine-grained entropy of the system
diverges. The entropy in the second law must be a coarse-grained notion. Intuitively, we
can justify the emergence of the second law as follows: consider the subspace of all the
observables that we can access from time t to eternity and denote it by S(t,∞). This is a
future operator system.37 If there are no Poincaré recurrences, this provides only partial
knowledge about the state of the system, and the coarse-grained entropy in the second law is

36Note that it is also true that every type III1 algebra admits states with trivial centralizer besides many
other states with centralizers that are factors [43] (We thank Hong Liu for pointing out this reference to us).
For example, Powers factors type III1 is in a state with a centralizer that is a type II1 factor.

37An operator system is a ∗-closed subspace of observables.
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some information-theoretic measure of the amount of information the observer is missing.
Forward time evolution is the restriction map on the future observables:

∀s > 0 : eisHS(t,∞)e
−isH ⊂ S(t,∞) . (4.33)

We say time-evolution is a half-sided translation of the future operator system S(t,∞). Any
information-theoretic measure that satisfies the data-processing inequality decreases monoton-
ically over time.38 Multiplying any such measure by a minus sign, we obtain a monotonically
increasing coarse-grained entropy; otherwise known as a second law of thermodynamics.

As a first example of an entropy function, consider

D(t) = 1− sup
a∈S(−∞,0)
b∈S(t,∞)

| ⟨a|∆1/2|b⟩conn
β |

∥a∥∥b∥
(4.34)

for any t > 0, and the past and future operator systems S(−∞,0) and S(t,∞), respectively. As
we increase t the set of observables S(t,∞) shrink, therefore the supremum decreases, and
D increases. In the asymptotic limit t → ∞ if there are no conserved charges we expect
D → 1. More generally, for any pair of non-overlapping time intervals A and B we can
define the correlation39

D(A,B) = 1− sup
a∈SA
b∈SB

| ⟨a|∆1/2b⟩conn
β |

∥a∥∥b∥
. (4.36)

The coarse-grained measures we defined above are smooth functions of the state and are
always bounded by one. In thermodynamics applications, it is desirable that the coarse-grained
entropy is extensive so that it can grow forever in infinite systems. When the observables SA

and SB are C∗-algebras, a simple example of such a measure is the mutual information:

I(A : B) = S(A) + S(B)− S(AB) = S(ψAB∥ψA ⊗ ψB) (4.37)

where S(ρAB∥ψA ⊗ ψB) is the relative entropy of a C∗-algebra defined by [46] and [47],
or more generally by [48] for von Neumann algebras. Once again, mutual information is
monotonically decreasing under restriction. This is the celebrated strong subadditivity of
von Neumann entropy:40

∀t > s : Bs ⊇ Bt ⇒ I(A : Bs) ≥ I(A : Bt) . (4.38)

In summary, we find that when the future and past subalgebras exist their fine-grained
mutual information gives a coarse-grained entropy that satisfies a second law dictated by

38See [45] for a large class of quantum measures that satisfy the data processing inequality.
39If there is a tensor product between SA and SB we can rewrite the measure above in terms of trace

distance of the reduced states

D(A,B) = 1 − ∥ψABJ − ψA ⊗ ψBJ ∥ (4.35)

where we consider the canonical purification of the state and the mirror operator BJ = JBJ in the purifying
copy. J is the modular conjugation operator. D(A,B) is monotonic under partial trace, or more generally,
satisfies data processing inequality for any quantum channel.

40Recall that the strong subadditivity inequality is I(A : BC) ≥ I(A : B).
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strong subadditivity. Note that the mutual information we defined above is a generalization
of mutual information in time defined in [49].

More generally, we can say any quantum K-system has a second law. The following
lemma clarifies the equivalence of the assumption of future/past subalgebras, half-sided
translations, and the semigroup of quantum channels that we used to prove the second law:

Lemma 13. Consider a dynamical flow eiGt acting on the Hilbert space H and a proper
subalgebra A ⊂ B(H).41 The following three properties are equivalent and can be used as the
definition of a future algebra:

1. Future subalgebra of B: the algebra A is a proper subalgebra of B(H) such that there
exists a subalgebra B satisfying A = ∨t>0Bt.

2. Half-sided translations: for all s > 0 we have As ⊂ A.

3. Semigroup of Quantum Channels: for all s > t > 0 we have As ⊂ At.

Proof. 1→ 2, 3. By definition a future/past subalgebra A is a proper subalgebra of B(H)
such that there exists a subalgebra B satisfying A = ∨t>0Bt. Statements (2) and (3) follow
from the definition. 2, 3 → 1. This follows from the observation that if either (2) or (3) are
satisfied, we have A = ∨t>0At. Therefore, A is a future algebra of itself.

4.5 Exponential decay of correlators in quantum Anosov systems

We motivated quantum Anosov systems as examples of quantum K-systems where a dense
set of correlators decay exponentially. In this section, we review the proof of this result due
to Narnhofer. We start with the following Lemma:

Lemma 14 (Theorem 3.3 of [50]). Consider an Anosov system with two automorphism groups:
first, U(s) = eiGs with respect to which the algebra A is a future algebra, and V (t) = eiKt

that satisfies the Anosov relation

V (t)U(s)V (−t) = U(eλts) (4.39)

for some real λ. Then,

1. The spectrum of G splits the Hilbert space into three parts H = H0 ⊕ H+ ⊕ H−
corresponding to the subspace of invariant states, positive and negative parts of the
spectrum. This decomposition is stable under the flow of V (t) and U(s).

2. Restricting the spectrum of V (t) and U(s) to H± and denoting their corresponding
generators with K± and G±. The spectrum of all four generators K± and Λ± =
log(±G±) is the entire real line R.

Proof. 1. By definition, we know that H± and H0 are stable under the flow by U(s):
U(s)H± = H±. It follows from the Anosov relations that for any range I in the spectrum of
G we have

V (t)EG(I)V (−t) = EG(e−λtI) (4.40)
41Note that the generator of the flow need not be positive.
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where the projections EG(I) are

EG(I) =
∫

τ∈I
dPG(τ)

G =
∫ ∞

−∞
τdPG(τ) . (4.41)

Therefore, H± and H0 are also stable under the flow by V (t).
2. On H± the operators K± and ±G± are strictly positive, respectively. On these

subspaces the operators Λ± = ± log(±G±) satisfy the algebra

V (t)Λ±V (−t) = Λ± ± λt . (4.42)

It follows from the Stone-von Neumann theorem that K± and Λ± satisfy the canonical
commutation relations

[Λ±,K] = ±iλ (4.43)

and the spectrum of Λ± is the entire real line.

Equipped with this lemma, we are now ready to prove exponential clustering in quantum
Anosov systems:

Theorem 15 (Theorem 3.6 of [50]). Consider an Anosov system with two automorphism
groups U(s) = eiGs with respect to which the algebra A is a future algebra, and V (t) = eitK

that satisfies the Anosov relations in (4.39) for some λ. Then, every operator a, b ∈ A with a
in the domain of Gr with r > 0 and any ϵ > 0 we have

| ⟨a|V (t)b⟩ | ≲ (eλt/ϵ)r∥Gr |a⟩ ∥∥ |b⟩ ∥ . (4.44)

Proof. Consider the range I=(−∞,−ϵ)∪ (ϵ,∞) in the spectrum of G. For any r>0 we have

V (t)EG(I)V (−t) = EG(e−λtI) ≤ (eλtG/ϵ)2r (4.45)

where we have used the operator statement:

EG(I) ≤ (G/ϵ)2r . (4.46)

Now, consider the correlator

| ⟨a|V (t)EG(I)b⟩ | = | ⟨EG(e−λtI)a|V (t)b⟩ |
≤ | ⟨EG(e−λtI)a|EG(e−λtI)a⟩ |1/2| ⟨b|b⟩ |1/2

≤ (eλt/ϵ)r∥Gr |a⟩ ∥∥ |b⟩ ∥ . (4.47)

where we have used Cauchy-Schwarz inequality in the second line. Moreover for every ϵ > 0,
there exists some δ > 0 such that

∥EG(−ϵ, ϵ) |a⟩ ∥ ≤ δ∥ |a⟩ ∥ . (4.48)
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Therefore we can remove the projection EG(I) from the correlator at the cost of a small error
controlled by δ:42

| ⟨a|V (t)b⟩ | ≤ | ⟨a|V (t)EG(I)b⟩ |+ | ⟨a|V (t)EG(I ′)b⟩ |
≤ (eλt/ϵ)r∥Gr |a⟩ ∥∥ |b⟩ ∥+ δ∥ |a⟩ ∥∥ |b⟩ ∥ . (4.49)

Hence, as long as a is in the domain of Gr the correlator decays faster than the exponent eλrt.

4.6 Half-side translations/modular inclusions

A modular quantum K-system is a quantum dynamical flow with a modular future proper
subalgebra A ⊂ R. Then, an important result of quantum ergodic theory is that for modular
flow the ergodic hierarchy simplifies (see Corollary 17). This is based on the key theorem below:

Theorem 16 (Half-sided modular inclusions). Consider a von Neumann algebra in a standard
GNS representation {H, |Ω⟩ ,R}. If we have an ergodic modular future subalgebra A ⊂ R,
then the positive operator

G = KR −KA ≥ 0 (4.50)

generates a unitary flow U(s) = eisG such that:

1. Maximal Chaos: the flow by U(s) corresponds to a growing Anosov mode with a maximal
Lyapunov exponent λ = 2π, i.e.

∀s, t ∈ R : ∆−it
R eisG∆it

R = ∆−it
A eisG∆it

A = eie2πtsG . (4.51)

2. Future algebra with G > 0: the algebra R is a future algebra with respect to the dynamics
U(s), i.e.

∀s > 0 : U(s)RU(s)† ⊂ R . (4.52)

3. Quantum detailed balance: we also have

∀s ∈ R : JRe
isGJR = JAe

isGJA = e−isG . (4.53)

Proof. The proof is standard and can be found in [21, 51].

Corollary 17. Consider a quantum dynamical system given by the modular flow of a von
Neumann algebra R. Then,

Maximal Modular Chaos ≡ Modular K-system . (4.54)
42A systematic way to do this is to replace each operator a with a(f) =

∫
dtf(t)eitGae−itG with f(t)

that is highly peaked around t = 0. This way, by choosing appropriate f(t) we can make sure that
∥EG(−ϵ, ϵ)a |Ω⟩ |2 ≪ |a |Ω⟩ |2. For more detail, see Corollary 3.4 and Lemma 3.5 of [50].
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Next, we explain why we call the third property in Theorem 16 quantum detailed balance.
We start by reviewing detailed balance in classical physics.

The assumption of detailed balance plays an important role in classical statistical mechan-
ics. It was used by Boltzmann to prove a second law of thermodynamics: entropy production
is positive [52]. It says that if the classical equilibrium is described by the probability vector
pi = e−βEi/Z where Z = ∑

i e
−βEi , and a dynamical process is the matrix Tij then

e−βEiTij = e−βEjTji . (4.55)

Written as a matrix equation this is Te−βH = e−βHT T . In other words, it is the assumption
that the matrix eβH/2Te−βH/2 is symmetric.

In quantum systems, the equilibrium distribution is given by the Gibbs state ρβ ∼ e−βH

that in the GNS Hilbert space is represented by the thermofield double |1⟩β (the canonical
purification of the Gibbs state). A dynamical process is a general unital CP map Φ : A → A
(the Heisenberg analog of a quantum channel) that acts as a linear contraction on the
Hilbert space:43

Φ(a) |1⟩β = Fa |1⟩β . (4.56)

It is natural to define quantum detailed balance as the condition ∆1/2F = F †∆1/2 or the
self-adjointness of ∆1/4F∆−1/4.44 In other words, quantum detailed balance is the assumption

⟨a|∆1/2Φ(b)⟩β = ⟨Φ(a)|∆1/2b⟩β . (4.57)

We are interested in quantum channels that correspond to unitary flows Φt(a) =
eiGtae−iGt and correspond to a symmetry (state-preserving) i.e., G |1⟩β = 0. Our detailed
balance condition is

U(−t)∆1/2 = ∆1/2U(t) . (4.58)

or equivalently

JU(t)J = U(−t) (4.59)

as in (4.53).
Finally, we connect modular future/past algebras (half-sided modular inclusion) and

future/past algebras with a positive generator (half-sided translations):

Theorem 18 (Half-sided translations). Consider a dynamical flow U(t) = eiGt that leaves
the vacuum invariant U(t) |Ω⟩ = |Ω⟩. If A is a future algebra (At ⊂ A for all t > 0) then the
following are equivalent:

1. The generator is positive: G ≥ 0.

2. The quantum detailed balance condition ∆1/2U(t) = U(−t)∆1/2

43The GNS Hilbert space represents the algebra A as a Hilbert space H: a → |a⟩. The superoperators
Φ : A → A are represented by linear operators on the GNS Hilbert space; see [40] for a review.

44This is equivalent to saying that the dynamical map Φ is self-adjoint with respect to the alternate inner
product: (a, b)β := ⟨a|∆1/2b⟩β .
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3. The flow satisfies Borchers’ relations ∆−isU(t)∆is = U(e2πst).

4. The algebra At is a modular future algebra of A.

Proof. 1 → 2 & 3. This is the half-sided translation theorem of Borchers. The proofs are
standard, for instance, see [21] or the original paper [19].

3→ 4. We write

∀s, t ≥ 0 : ∆−is
A At∆is

A = ∆−is
A U(t)AU(t)†∆is

A

= U(e2πst)∆−is
A A∆is

AU(e2πst)† = Ae2πst ⊂ At (4.60)

where in going to the second line we have used 3.
4→ 1. This was the second statement in Theorem 16.
2 → 1. The proof is in [53], but we reproduce it here for completeness. The idea is to

first write the logarithm of the modular operator as

K = − log∆1/2 =
∫ ∞

0
dβ

( 1
∆1/2 + β

− 1
1 + β

)
(4.61)

so that

[G,− log∆1/2] =
∫ ∞

0
dβ

[
G,

1
∆1/2 + β

]
. (4.62)

To compute this commutator we make the following formal manipulations

[G, 1
∆1/2 + β

] = −2 1
(∆1/2 + β)

G
∆1/2

(∆1/2 + β)

= −2G ∆1/2

(∆1/2 + β)2 + 2
[
G,

1
∆1/2 + β

] ∆1/2

∆1/2 + β
(4.63)

where in the first line we have used [G, (∆1/2 + β)−1(∆1/2 + β)] = 0. Therefore,

[G, 1
∆1/2 + β

] =
(
−2G ∆1/2

(∆1/2 + β)2

)(
1− 2 ∆1/2

∆1/2 + β

)−1

= 2G ∆1/2

(∆1/2 + β)(∆1/2 − β)
= G

( 1
∆1/2 + β

+ 1
∆1/2 − β

)
. (4.64)

The integral expression in (4.61) requires a choice of contour for β that includes the spectrum
of ∆1/2. The spectrum of ∆ is real and positive. Therefore we choose a contour parallel to
the real line slightly shifted down to the lower half plane and close the contour in the upper
half plane at infinity. Since the integrand is even under β → −β,

[G,− log∆1/2] = G

2

∫ ∞−iϵ

−∞−iϵ
dβ

( 1
∆1/2 + β

+ 1
∆1/2 − β

)
= G

2

∫ ∞

−∞
dβ

( 1
∆1/2 + β − iϵ

+ 1
∆1/2 − β + iϵ

)
. (4.65)

Using the spectral projection ∆1/2 =
∫
dPλ λ

1/2 we write

[G,− log∆1/2] = G

2

∫
dPλ

∫ ∞

−∞
dβ

( 1
λ1/2 + β − iϵ

+ 1
λ1/2 − β + iϵ

)
. (4.66)
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Applying the residue theorem, only the second term has poles in the upper half plane that
contribute a residue of 2πi to the integral. Hence

[G,K] = 2iπG
K = −2 log∆1/2 . (4.67)

It follows from the Baker-Campbell-Hausdorff expansion that45

eiGsKe−iGs = K − 2πsG . (4.70)

Therefore,

log∆1/2
s = log(eiGs∆1/2e−iGs) = log∆1/2 + πsG . (4.71)

As a result

G = 1
πs

(− log∆1/2 + log∆1/2
s ) ≥ 0 . (4.72)

We find the following corollary:

Corollary 19. Consider a quantum dynamical system {A,HΩ, |Ω⟩ , U(t)} with strongly
continuous dynamical flow generated by a Hamiltonian H ≥ 0 which is ergodic (i.e. |Ω⟩ is
the unique invariant state of U(t)). Then there are past (or future) subalgebras. We have a
quantum K-system and the algebra A is type III1.

Proof. This follows from Theorem 16, Theorem 18 and Theorem 12. Also, see Theorem 4
of [42].

5 Discussion

In this work, we formulated an aspect of bulk locality, namely sharp horizons in spacetimes
with bifurcate Killing horizons, in terms of universal ergodic properties of von Neumann
observable algebras of quantum gravity. We showed that the local Poincaré symmetry near
the horizon emerges in a certain scaling limit of any quantum system with modular future and
past subalgebras (modular quantum K-system). In particular, we found that any modular
quantum K-system is maximally chaotic.

In quantum K-systems late-time observables are independent of the entire past sub-
algebra. This implies quantum strong mixing of all orders (see (4.15)). In a theory of
GFF above the Hawking-Page phase transition, we have a maximally ergodic system. The
strong two-mixing property implies that at large but finite N , in the limit 1 ≪ t/β ≪ logN ,

45An useful version of the Baker-Campbell-Hausdorff expansion is

eXY e−X = Y + [X,Y ] + 1
2! [X, [X,Y ]] + 1

3! [X, [X, [X,Y ]]] + · · · . (4.68)

In the special case when [X,Y ] = αX, α ∈ C we have the simplification

eXeY e−X = eY +αX . (4.69)
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the connected correlators decay. The quantum strong n-mixing says that the connected
correlator ⟨ab1(t)b2(2t) · · · bn(nt)⟩conn

β in the scaling limit 1 ≪ t/β ≪ logN vanishes. This
fact was used in [54] to argue for a discrete-time second law of thermodynamics at large
but finite N .

From our point of view, the advantage of the operator-algebraic approach is that in
holographic GFF above the Hawking-Page phase transition, the boundary von Neumann
algebras associated with time intervals also satisfy the assumptions of Theorem 10. Therefore,
there is an exact emergent Poincaré algebra in the boundary GFF. In general, the modular
flow of the boundary future and past algebras is highly non-local. It is only in a particular
“near-horizon” limit that this emergent Poincaré algebra matches the approximate local
Poincaré algebra in the bulk.

It is worth commenting on the three key properties we assumed in our general quantum
dynamical system that led to our results. We have an observable algebra A that evolves
unitarily according to A(s) = eiKsAe−iKs. The symmetry assumption ensures that the
unitary flow U(s) = e−iKs preserves the state. In the language of ergodic theory, we say
that time evolution (dynamics) is state-preserving. The second assumption of future/past
subalgebras implies that the forward time evolution of these subalgebras from any initial time
t1 to final time t2 is given by a unital CP map Φt1,t2 (the Heisenberg picture of a quantum
channel), namely restriction to a subalgebra. We have a one-parameter family Φt1,t2 that
satisfy the following semi-group property Φt1,s ◦Φs,t2 = Φt1,t2 for t1 ≤ s ≤ t2. In other words,
the forward time evolution of future subalgebras is Markovian (memoryless), and we have
a semigroup of quantum channels.46 The assumption of the positivity of the generator of
the flow corresponds to the quantum analog of detailed balance. Even though the modular
Hamiltonian is not positive, quantum detailed balance is always satisfied by modular flows.
It follows from Theorem 18 that modular dynamics can be generated by a flow with the
positive generator: G ∼ K(A) − K(A(s)) ≥ 0.

Finally, we would like to make a comment in connection with cosmological spacetimes.
Consider an expanding universe with a (big bang) singularity at t = 0. Let us denote the past
domain of dependence of a co-moving at time t by W−(t). Then it is clear that the algebra
of observables in W−(t) are past subalgebras of the time evolution since W−(t2) ⊃W−(t1)
for t2 > t1. Moreover, these spacetimes satisfy a second law in terms of the monotonic
increase of the area of holographic screens [55, 56]. It will be interesting to investigate the
connection between the second law, the observer-dependence of holographic screens [57], and
the existence of past algebras in cosmological spacetimes.
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A From Wightman axioms to local algebras

In this appendix, we review the construction of local observable algebras from Wightman fields.
We start with Wightman axioms:

1. Poincaré representation: there is a Hilbert space H and a unitary representation of the
Poincaré group U(Λµ

ν , a
µ)47 with generator that satisfies P0 ≥ 0 and PµP

µ ≥ 0 and a
unique Poincaré-invariant vector |Ω⟩ ∈ H called vacuum.

2. Wightman fields: Wightman fields φa are operator-valued tempered distributions on
spacetime, and the Hilbert space is spanned by the field polynomials acting on vacuum
(cyclicity).

3. Covariance: Wightman fields transform covariantly under Poincaré transformations
according to

U(Λµ
ν , a

µ)φa(xµ)U(Λµ
ν , a

µ)† = [D(Λµ
ν )]baφb(Λµ

νx
ν + aµ) (A.1)

where D(Λµ
ν ) is a finite-dimensional representation of the Lorentz group. Note that we

are assuming that fields have finite spin.

4. Microscopic Causality: the (anti-)commutator of Wightman fields vanishes when they
are spacelike separated.

Wightman axioms imply the axioms of local QFT in the following way: consider any bounded
open region in spacetime A and consider the subspace of all test functions supported on A.
Given any such test function fA we associate the Wightman fields φa(fA) =

∫
x∈A fA(x)φa(x).

This operator is inside the ∗-algebra generated by φa therefore it has a densely defined adjoint
and it can be closed. We define a von Neumann algebra associated to a particular field φa

and a particular function fA as the double commutant of the algebra generated by

Aa,fA
= {φa(fA)†, (φa(fA)†)†}′′ . (A.2)

It is the smallest von Neumann algebra to which the closure of the ∗-algebra of φa(fA) is
affiliated [58]. Finally, we define two von Neumann algebras for a region A, the minimal
algebra A(A) and the maximal algebra A(A) as

A(A) = (∨a,fB ,B⊂A Aa,fB
)′′

A(A) = (∧a,fB ,A⊂B Aa,fB
)′′ . (A.3)

These von Neumann algebras both satisfy the isotony property

∀A ⊂ B : A(A) ⊂ A(B) . (A.4)

Since the support of a function is a closed set the algebra A(A) defined above are continuous
from the inside that is to say for all sequence of inclusions {A1 ⊂ A2 ⊂ · · · } with ∪iAi = A

we have

A(A) = ∨iA(Ai) . (A.5)
47Since the Poincaré group is non-compact this representation is infinite-dimensional.
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The minimal algebras are additive

A(A1 ∨A2) = (A(A1) ∨ A(A2))′′ (A.6)

whereas the maximal algebras A(Ai) satisfy Haag’s duality:

A(A′) =
(
A(A)

)′
. (A.7)

Similarly, the set of algebras A(A) are continuous from the outside that is to say for all
sequences of inclusions {A1 ⊃ A2 ⊃ · · · } with ∩iAi = A we have

A(A) = ∧iA(Ai) . (A.8)

For A that are causal developments of balls or wedges, Haag’s duality is believed to hold [59]
meaning that A(A) = A(A). We will focus on this case. We also find that the algebras
transform covariantly under Poincaré transformations

U(Λµ
ν , a

µ)A(A)U(Λµ
ν , a

µ)† = A((Λµ
ν , a

µ)A) . (A.9)

Every operator in a ∈ A(A) can be canonically decomposed into a Bose part a+ and a Fermi
part a−. The observable algebra of A is the von Neumann algebra generated above using
bosonic generators (a+ and even powers of a−). Since the Wightman fields are unbounded,
we need to assume some regularity conditions to ensure that microscopic causality implies
that the observable algebras of spacelike separated regions A and B commute:48

[A(A),A(B)] = 0 . (A.10)

We can now collect all the properties satisfied by the algebras A(A) and define the axioms
of algebraic QFT. To every bounded open region of spacetime A we associate a C∗-algebra
A(A) that satisfies the following axioms [61]:

1. Isotony: if A ⊂ B then A(A) ⊂ A(B).

2. Causality: if A and B are spacelike separated, we have [A(A),A(B)] = 0.

3. Vacuum: there is a unique state |Ω⟩ that is invariant under the covering of the Poincaré
group49 called the vacuum and the GNS representation of the algebra A(A) on the
vacuum generates the Hilbert space H. The Poincaré transformations are represented
using unitary operators U(Λµ

ν , a
µ) and the spectrum of the generator satisfies: P 0 ≥ 0

and PµP
µ ≥ 0.

4. Relativistic Covariance: for any covering of the Poincaré group, the algebra A(A)
transforms covariantly: U(Λµ

ν , a
µ)A(A)U(Λµ

ν , a
µ)† = A((Λµ

ν , a
µ)A) .

In order to define states that are localized in a region, some authors also consider an
additional axiom:

5. Buchholz-Wichmann Nuclearity: for an operator a ∈ A(A), the representation π(a) =
e−βP0a |Ω⟩ on the GNS Hilbert space satisfies ∥π∥1 ≤ e(c/β)n for some n, c > 0.

48See [60] for a discussion of such regularity conditions.
49We need the covering to describe half-integer spin particles.
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B

Figure 13. An example of A and B being independently conditioned on C. A and C are the two
larger circles. B is the smaller circle with the overlapping region between A and C. The overlapping
regions between any two of them are the same.

B Classical indepedence and correlations

Consider the example of a glass R of water and a drop of ink in section 4. In statistical
physics, measurable functions on R such as the density of ink molecules are observables,
and the state at any time associates (expectation) values to observables.50 An observer who
has access only to a corner of the glass A ⊂ R has access to a subalgebra of observables
supported in this region. The indicator function on region A:

1A(x) =

1 if x ∈ A

0 if x /∈ A
(B.1)

is called a conditional expectation because it projects the algebra of all observables in R

to the subalgebra of region A. If two subregions A, B do not overlap we say they have
independent subalgebras because they satisfy:

1A1B = 1∅ . (B.2)

Arbitrary regions depend on each other through their overlap

1A1B = 1A∩B . (B.3)

If some other region C satisfies A ∩ C = B ∩ C = A ∩B, intuitively, we say that A and B

are independently conditioned on C, and we have (see figure 13)51

1A1B∪C = 1A1C = 1B1C . (B.4)

In the Heisenberg picture, instead of evolving the state, we evolve observables backward
in time, and at time t the ink molecules are spread over the subregion A−t := T−t(A).52 If

50In the language of probability theory, observables are random variables and states are probability
distributions on R. Continuous complex functions on R form a C∗-algebra, whereas measurable functions
with respect to a measure dµ form a von Neumann algebra of observables.

51We warn the reader that the independence/conditional independence of the subalgebras is not the same as
the statistical independence/conditional independence of two subalgebras in a particular measure (unnormalized
state) that we will introduce in the following. For example, for independent subalgebras A1 and A2, any state
µ with some connected correlators µ(a1, a2) ̸= µ(a1)µ(a2) is not independent.

52In the appendices, we focus on T−t instead of Tt. This has advantages in a more general setup where T
may not be a flow or an automorphism, for example, an endomorphism.
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A−t ∩ B ̸= ∅ for some t it means that some ink molecules have made it to the subregion
B, and the volume of A−t ∩ B is a measure of the percentage of the initial amount of ink
that made it to B:

vol(A−t ∩B)
vol(A) . (B.5)

The unique equilibrium state is a uniform distribution, which means the probability that an
ink droplet that was added in the far past is found in any other subregion B is proportional
to the volume of B:

lim
t→∞

vol(A−t ∩B) ∼ vol(A)vol(B) . (B.6)

For some state µ, let us normalize µ(R) = 1 and µ(A) = vol(A)
vol(R) such that µ(A) is a measure

of the relative size of A to R. We find that the proportionality constant above is fixed to give

lim
t→∞

µ(A−t ∩B) = µ(A)µ(B) . (B.7)

To keep track of how the system mixes, we use the correlation measure

C(A : Bt) = µ(A ∩B−t)− µ(A)µ(B−t) = µ(A ∩B−t)− µ(A)µ(B) (B.8)

where we have used the fact that µ is invariant under time evolution.53 Note that

µ(A|B) := µ(A ∩B)
µ(A) (B.9)

has the interpretation of conditional probability. It vanishes if and only if the subregions
(events) A and B are statistically independent with respect to measure µ. In other words,
A and B are uncorrelated in state µ:

C(A : B) = 0 ⇒ µ(A ∩B) = µ(A)µ(B) . (B.10)

Two events A and C might be correlated but only through a mediating event called B.
This occurs if

µ(A|B ∪ C) = µ(A|B) (B.11)

and we say that A and C are independent conditioned on B.

C Classical dynamical systems

In a classical dynamical system, the state of a system is a point in some configuration space
X, a state is a measure µ on X, and the observables are bounded measurable functions
on X: L∞(X,µ). A state is a positive continuous map from the observables L∞(X,µ) to
complex numbers (expectation values). We assume X is a locally compact manifold so that
we have an invariant volume (Haar measure µ) on X. Dynamics is given by a discrete or

53In other words, we are assuming that the transformation is measure-preserving. In classical Hamiltonian
systems, this is guaranteed by the Liouville theorem.
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continuous measurable transformation Tg : X → X where g ∈ G some group (or monoid
if the dynamics is not invertible).54 In this work, we will always consider G = R and Tt is
a continuous flow on X. We say that it the dynamics is measure-preserving if it preserves
the Haar measure on X: µ ◦ Tt = µ.

C.1 Dynamical systems of classical physics

In classical physics, the configuration space is the phase space (an even-dimensional symplectic
manifold X). The symplectic form endows the phase space with a volume form that defines
a measure µ. The observables are bounded complex functions on the phase space, i.e.
L∞(X, dµ), and the expectation values in the state dµ are

E(f) =
∫

x∈X
dµ(x)f(x) . (C.1)

Normal states are absolutely continuous measures with respect to dµ. Radon-Nikodym
derivative connects normal states and functions in L1(X, dµ). For example, consider a theory
of n particles on a line with generalized coordinates {qi, pi} with i = 1, · · · , n. The phase
space is (q⃗, p⃗) ∈ R2n = X, and the symplectic form is ω = ∑

i dqi ∧ dpi. The volume form
is vol = ωn which gives the expectation values

E(f) =
∫
f(pi, qi)dp1 · · · dpndq1 · · · dqn . (C.2)

It corresponds to the Haar measure on the phase space. The observables are complex
continuous functions of pi and qi, for example, the Hamiltonian h(q⃗, p⃗) = 1

2
∑

i(p2
i + q2

i +
V (pi, qi)) is an observable. More generally, if the particles live on the configuration space
Y spanned by qi, then phase space is the cotangent bundle X = T ∗Y .

Dynamics is described by a continuous flow in phase space: Tt : X → X that evolves
observables. We often choose the flow so that it preserves the measure dµ. This means that
the state corresponding to dµ is invariant under the flow (it is in equilibrium). In Hamiltonian
dynamics of n particles, the dynamics is defined using a distinguished real function on the
phase space, namely the Hamiltonian h : X → R. Using the symplectic two form, the
one-form dh can be identified with the Hamiltonian vector field H = v⃗h on X:

dh =
∑

i

(
∂h

∂qi
dqi +

∂h

∂pi
dpi

)
H = v⃗h =

∑
i

(
∂h

∂pi

∂

∂qi
− ∂h

∂qi

∂

∂pi

)
. (C.3)

Hamilton’s equations of motion set
∂h

∂pi
= fracdqidt

∂h

∂qi
= −dpi

dt
. (C.4)

54Ergodic theory on a measure space X is often formulated such that the theorems are true almost everywhere
except for a set of measure zero points. This might lead to unwelcome pathologies. Thus we work with
equivalence classes of the σ-algebras which are equivalent up to sets of measure zero. This ensures that only
the zero operator has measure 0 and only the identity operator has normalized measure 1.
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Therefore, Hamilton’s equations of motion will ensure that H ∼ d
dt . The integral curves of

the Hamiltonian vector field solve the Hamilton’s equations of motion keeping the energy
constant (conservation of energy). We find

df

dt
= (df)(v⃗h) = {f, h}

{f, g} = (df)(v⃗g) = ω(v⃗f , v⃗g)
v⃗f (·) = ω(·, df) . (C.5)

In this formalism, the Lie derivative of ω is preserved along the Hamiltonian vector field,
therefore the flow preserves the volume form ωn. This is Liouville’s theorem. More generally,
since we have

df(h)
dt

= {f(h), h} = 0 (C.6)

any state that corresponds to f(h)ωn is also invariant. Conserved charges correspond to the
functions q : X → C that are invariant under time evolution

dq

dt
= {q, h} = 0 . (C.7)

The algebra of functions on X with the Poisson bracket forms a Poisson algebra, which
is a Lie algebra with respect to the Poisson bracket and satisfies the Leibniz rule for any
three observables f, g, h

{f, gh} = g{f, h}+ h{f, g} . (C.8)

The Lie bracket of the vector fields is fixed by the Poisson bracket of their corresponding
functions

[v⃗f , v⃗g] = −v⃗{f,g} . (C.9)

Consider a Hamiltonian that has the form

h(p⃗, q⃗) =
∑

i

γij(q⃗)pipj . (C.10)

It describes the motion of a free particle on the space Y spanned by q⃗. Here, γij is the inverse
of the metric tensor on Y . The Hamilton equations of motion are

dqi

dt
= γij(q⃗)pj = ∂h

∂pi

dpi

dt
= −1

2
∂γjk

∂qi
pjpk = − ∂h

∂qi
. (C.11)

which are the same as the geodesic equation

d2qi

dt2
+ Γi

jkq
jqk = 0 . (C.12)

Therefore, the dynamics of free particles on space Y is the same as the geodesic flow on
this space.
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C.2 Some key results in classical ergodicity

A dynamical flow in a measure space induces a flow on the functions (observables) of the
measure space. Consider an observable f ∈ L∞(X,µ). The dynamics flows ft(x) = f(Ttx)
for x ∈ X. We define a linear map U : L∞(X,µ) → L∞(X,µ). For measure-preserving flows,
the L1-norm is invariant under U : ∥Uf∥1 = ∥f∥1. Thus U is an isometry in L1(X,µ) and
in L2(X,µ). Assuming that the dynamics is invertible, U is an invertible isometry on the
Hilbert space L2(X,µ), otherwise known as a unitary operator [62, 63]. To simplify our
notation, we suppress the measure µ in our vector spaces Lp(X,µ).

Theorem 20 (Von Neumann ergodic theorem). If U is an isometry on a complex Hilbert
space and P is the projection on to the space of all vectors invariant under U , then 1

T

∫ T
0 Utf dt

converges to Pf .

Theorem 21 (Birkhoff’s ergodic theorem). If T is a measure-preserving (but not necessarily
invertible) transformation on a space X (with possibly infinite measure) and if f ∈ L1(X),
then 1

T

∫ T
0 dt f(Ttx) converges almost everywhere. The limit function f∗ is integrable and

invariant almost everywhere. Moreover, if µ(X) <∞, then
∫

X f(x)dx =
∫

X f∗(x)dx.

The proofs of the above two theorems are standard and can be found in [63]. The
following two Lemmas define ergodicity in the case of finite and infinite measure spaces:

Lemma 22 (Ergodicity in a finite measure space). For a measure-preserving dynamical
system on a finite measure space, the following are equivalent:

1. The system is ergodic (or irreducible): if A is a subregion invariant under the flow, then
µ(A) = 0 or µ(X −A) = 0.

2. For an integrable function f ∈ L1(X), the ergodic limit of the flow projects to a constant
function

f∗ = lim
T→∞

1
T

∫ T

0
dtUtf =

⟨f⟩µ

µ(X) . (C.13)

3. For two functions f, g ∈ L1(X), the two point function clusters under the ergodic limit

lim
T→∞

1
T

∫ T

0
dt ⟨Utfg⟩µ =

⟨f⟩µ ⟨g⟩µ

µ(X) . (C.14)

4. In the ergodic limit, any two subregions A and B become stochastically independent

lim
T→∞

1
T

∫ T

0
dt µ(T−tA ∩B) = µ(A)µ(B)

µ(X) . (C.15)

5. It is metrically transitive: for any two non-trivial subregions A and B, there exits some
t > 0 such that µ(T−tA ∩B) > 0.
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Proof. (1→ 2) Using Birkhoff’s ergodic theorem, the ergodic limit of the flow f∗ exists and
is an integrable function that is invariant under the flow. Since the flow is ergodic, the
only functions that are invariant are constant functions. In the case of finite measure space,
Birkhoff’s theorem also says that

∫
X dx f∗(x) =

∫
X dx f(x). Thus the constant has to be

equal to ⟨f⟩µ

µ(X) .
(2→ 3) Using Fubini’s theorem and dominated convergence

lim
T→∞

1
T

∫ T

0
dt ⟨Utfg⟩µ =

〈
lim

T→∞

1
T

∫ T

0
dtUtfg

〉
µ

=
⟨f⟩µ ⟨g⟩µ

µ(X) . (C.16)

(3→ 4) Let us choose f and g to be the indicator functions f = 1A and g = 1B. Then
⟨1A⟩µ = µ(A) and ⟨1B⟩µ = µ(B). On the left hand side, the product of the functions
1A(Ttx)1B(x) is non-zero only when there are points in B which flow to A after some time t.
Thus

⟨1A(Ttx)1B(x)⟩µ = µ(A ∩ TtB) = µ(T−tA ∩B) . (C.17)

(4→ 5) The average of the integral over µ(T−tA ∩ B) is positive since for any two
non-trivial subregions A,B, the measure µ(A), µ(B) > 0. This implies that for some t > 0,
we have µ(T−tA ∩B) > 0.

(5→ 1) Suppose there exists a non-trivial subregion A that is invariant under the ergodic
flow. Then the complement of the region A′ is also invariant. Thus µ(T−tA ∩A′) = µ(A ∩
A′) = 0 which is a contradiction.

In physics, we are often interested in systems with a non-compact phase-space X and
a probability distribution ω(x) (a state) over the phase space. Thus, we can consider the
weighted measurement space (X,ω) and a corresponding state |ω1/2⟩ such that for any function
f ∈ L∞(X,ω), we have ⟨f⟩ω =

∫
X dxω(x)f(x). For a ω-preserving flow, U †

t |ω1/2⟩ = |ω1/2⟩.
Therefore, ∥Ut∥2,ω = 1 and is an isometry in the Hilbert space L2(X,ω). Since it is also
invertible, it is a unitary.

Lemma 23 (Ergodicity in an infinite measure space). For a faithful state ω and ω-preserving
dynamical system on an infinite measure space, the following are equivalent:

1. The system is ergodic (or irreducible): if A is a subregion invariant under the flow, then
ω(A) = 0 or ω(X −A) = 0.

2. For observables f ∈ L∞(X,ω), the ergodic limit of the flow projects to a constant
function

lim
T→∞

1
T

∫ T

0
dt (Utf) = ⟨f⟩ω . (C.18)

3. For two observables f, g ∈ L∞(X,ω), the time-averaged point function connected corre-
lators vanish

lim
T→∞

1
T

∫ T

0
dt ⟨(Utf)g⟩ω = ⟨f⟩ω ⟨g⟩ω . (C.19)
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Proof. (1→ 2) Since Ut is a unitary in the Hilbert space Hω, the von Neumann ergodic
theorem says that the ergodic limit projects to the set of invariant vectors. The only invariant
vector is proportional to the GNS vacuum which is the GNS representation of the identity
function. The proportionality constant can be obtained by taking the expectation value in
the state ω: 〈

lim
T→∞

1
T

∫ T

0
dtUtf

〉
ω

= lim
T→∞

1
T

∫ T

0
dt ⟨Utf⟩ω (C.20)

= lim
T→∞

1
T

∫ T

0
dt ⟨f⟩ω = ⟨f⟩ω

where in the first line we used Fubini’s theorem and dominated convergence.
(2→ 3) The result follows by using Fubini’s theorem and dominated convergence.
(3→ 2) Choosing g = ⟨f⟩ω, we get〈

lim
T→∞

1
T

∫ T

0
dtUtf − ⟨f⟩ω

〉
ω

⟨f⟩ω = 0 . (C.21)

Since ω is a faithful state and f ̸= 0, the desired result follows.
(2→ 1) Assume there exists a subregion A that is invariant under the flow. Then the

complement A′ is also invariant. If we choose f = 1A(x), for some x ∈ A′:

lim
T→∞

1
T

∫ T

0
dtUt1A(x) = lim

T→∞

1
T

∫ T

0
dt 1A(x) = 0 . (C.22)

Since ω is a faithful state and 1A is a non-zero function, this is a contradiction.

C.3 Examples of classical Anosov systems

To make the ergodic hierarchy less abstract, we work out several examples of dynamical
systems that are Anosov systems building up towards “maximal” Lyapunov exponents.

Discrete translations on a torus (Arnold’s cat map). The simplest example is Arnold’s
cat map. It is a dynamical system in which the configuration space (phase space) is a torus,
and we have a discrete dynamics given by the transformation

(xn+1, yn+1) = (xn, yn) ·
(
1 2
1 1

)
(C.23)

where (xn, yn) are computed mod one. This transformation is area-preserving (its determinant
is one) and it is mixing. Its unique fixed point is (0, 0), the corner of the square. It is an Anosov
system with two eigenvalues (Lyapunov exponents) λ± = 1

2(3 ±
√
5). The corresponding

orthogonal eigenvectors are: stable mode (x, xϕ) and unstable mode (x,−xϕ−1) where
ϕ = 1

2(1+
√
5) is the golden ratio. More generally, any SL(2,Z) matrix T with tr(T ) > 2 gives

an Anosov system. It is hyperbolic, meaning that its eigenvalues are 0 ≤ λ− < 1 < λ+ <∞,
and it is mixing. The eigenvectors (the principle directions) have irrational slop yn/xn,
therefore, their integral curves are dense in T 2. Any point z = (x, y) ∈ T 2 viewed as a vector
can be decomposed in terms of v± so that

(z+v⃗+ + z−v⃗−) · Tn = z+(λ+)n + z−(λ−)n . (C.24)
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We have three automorphisms of the observable algebra L∞(T 2). They correspond to T

and σ± which are the diffeomorphisms that move points along stable and unstable modes:
σ±(s) = eisv± and v± = ∂x ±

√
5∂y.

Free nonrelativistic particle on a line. The phase space is a two-dimensional manifold
of (x, p) where x is the location of the particle and p is the momentum. There is a canonical
choice of symplectic form ω = dx ∧ dp. The observables are real Schwartz functions (C∞

0
functions) in the phase space. To every observable f we associate a 1-form df and a vector
v⃗f = ω(df, ·). We have a Poisson bracket between functions that naturally decides the
commutator of the integral flows of their corresponding functions

[v⃗f , v⃗g] = −v⃗{f,g} . (C.25)

Consider the Hamiltonian h = p2

2m . Functions evolve according to(
∂t −

p

m
∂x

)
f(x, p) = 0 . (C.26)

This dynamical system generates a spatial translation ∂t = p
m∂x. The transformation preserves

the Haar measure (volume of the phase space) but it is not state-preserving, because the
volume of the phase space is infinite.

Since translations have an entirely continuous spectrum, if the translation-invariant state
is unique, strong mixing is guaranteed. There is a subalgebra of observables AA on every
subregion A of the phase space. There are future and past subalgebras associated with these
regions as the union of all their translations. This is a K-system. If correlation length is
finite, the correlators fall off exponentially fast. If instead of translations we consider the
scaling σt(f(x)) = f(e−tx) as the dynamical system we obtain the Anosov structure because
scaling and translations τs(f(x)) = f(x + s) satisfy the algebra:

(σ−t ◦ τs ◦ σtf)(x) = f(x+ ets) . (C.27)

We have the symmetry group t → at + b.

Free nonrelativistic particle on hyperbolic spaces. Consider a nonrelativistic particle
on a Riemannian manifold M with metric hab. The Hamiltonian function on the phase
space (xa, pa) is

H(x, p) = 1
2hab(x)papb . (C.28)

As we saw earlier, the equation of motion is the geodesic flow Tt(xa) = xa(t) with
d2xa(t)
dt

+ Γa
bc

dxb

dt

dxc

dt
= 0 . (C.29)

Consider M = H, the upper half-plane ℑ(z) ≥ 0. At any point t on a geodesic we have
two horocyclic flows Tt that satisfy the Anosov relations

TtS
±
s T−t = S±

e∓ts . (C.30)

The growing and decaying modes with Lyapunov exponents λ = ±1. It follows that the
motion of a free nonrelativistic particle on any manifold X = (H2/Γ)×M for some other
manifold M and Γ for any Fuchsian group, is also Anosov system with, at least, one pair of
growing and decaying modes. See appendix C.4 for more details on this example.
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Rindler observer. Consider Minkowski spacetime R1,1 and a point particle moving with
constant acceleration along the path (x+(t), x−(t))

x±(t) = x0e
±t . (C.31)

From the point of view of this observer, time evolution is generated by boost K = x+∂+−x−∂−,
and the null translations P± = ∂± satisfy the Anosov relations

e−tKe−sP±etK = e−se∓tP±

[K,P±] = ∓P± . (C.32)

In this Anosov system, the growing and decaying modes commute.

AdS2 Rindler observer. AdS2 written in global coordinates is

ds2 = −dT 2 + dσ2

sin2 σ
, σ ∈ [0, π] . (C.33)

where the isometries are time translations generated by H, radial translations generated
by P and boosts generated by B

H = ∂T , P = −(sin T cosσ∂T + cosT sin σ∂σ)
B = (− cosT cosσ∂T + sin T sin σ∂σ) . (C.34)

They satisfy the algebra

[H,P ] = B, [B,H] = P, [B,P ] = H . (C.35)

The time evolution of an AdS Rindler observer is generated by B, the AdS2 analog of boost,
and the growing and decaying modes are G± = H ± P

[G±, B] = ∓G±

[G+, G−] = 2B . (C.36)

This is the sl(2,R) Lie algebra. We have an Anosov system with the growing and decaying
modes corresponding to G±.

Local Poincaré group in AdS2. In the example of the AdS2 Rinlder observer, the
growing and the decaying modes do not commute. However, if the observer is highly boosted
(localized near the bifurcation surface), it perceives the local geometry to be Rindler space,
with almost commuting generators for the growing and the decaying modes.

Near the bifurcation surface we have T = tϵ and σ = π/2 − rϵ for some small ϵ. The
generators of the isometries can be expanded as

P = −∂σ +O(ϵ2)
B = (−r∂t + t∂r) +O(ϵ2)
H = −ϵ−1∂t . (C.37)

In the near horizon limit, the boost B and the generators G± = ϵH±P satisfy an approximate
two-dimensional Poincaré algebra.
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C.4 Geodesic and horocycle flows

Consider the upper half-plane H and the hyperbolic metric

ds2 = dudū

(ℑu)2 (C.38)

and d(u1, u2) the hyperbolic distance between a pair of points u1, u2 ∈ H. Any differentiable
path between u1 and u2 can be parameterized as f : [0, d(u1, u2)] → H so that the generator
of the flow along the path (f(t), f ′(t)) is in the tangent bundle of H. The length of the
path is given by

L(f)
∫ 1

0

|f ′(t)|
ℑ(f) dt . (C.39)

Geodesics minimize the length between two points. All geodesics of H are vertical half-lines
ℜ(u) = y0 = const or upper half-circles orthogonal to the real line.

Every differentiable path between two points can be identified with its generating vector
field. Vector fields in H are elements of its tangent bundle TH ≃ H× C. The natural inner
product in the tangent plane is The isometry group of the upper half-plane is

⟨v⃗|w⃗⟩u∈H = 1
ℑu

⟨v⃗|w⃗⟩R2 . (C.40)

PSL(2,R) that acts on u as g(u) = au+b
cu+d with g =

(
a b

c d

)
with ad− bc = 1 and g ∼ g · (−I).

Its action can be extended to the tangent bundle as

g(z, v⃗) = (g(z), g′(z)v⃗)

g′(z) = 1
(cz + d)2 . (C.41)

The inner product in (C.40) has the property that under the action of PSL(2,R) on the
tangent bundle the norm of the vectors remains unchanged

⟨v⃗|v⃗⟩z = ⟨g′(z)v⃗|g′(z)v⃗⟩g(z) . (C.42)

The action of PSL(2,R) sends a unit norm vector at z to another unit norm vector at g(z).
Furthermore, for any two points on the tangent bundle (z1, v⃗1) and (z2, v⃗2) with unit norm
vectors there is a unique g ∈ PSL(2,R) such that z2 = g(z1) and v⃗2 = g′(z)v⃗1. Therefore,
there is a one-to-one map between PSL(2,R) and the unit norm tangent bundle T 1H, and
one can identify them.55 For example, we can identify the identity operator in PSL(2,R)
with the element (i, i⃗ ) ∈ T 1H, and g ∈ PSL(2,R) with (g(i), g′(⃗i )).

Consider the points u1 = i and u2 = ei. The path f(t) = eti is the unique geodesic
of unit speed that passes between them. Therefore, (f(t), f ′(t)) ∈ T 1H. It is clear that
PSL(2,R) sends one geodesic to another.

Lemma 24. Given two points u1, u2 ∈ H there is a unique geodesic path f : [0, d(u1, u2)] →
H with unit speed between them. There is also a unique element of PSL(2,Z) such that
f(t) = g(eti).

55In other words, the action of PSL(2,R) on T 1H is simply transitive.
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Proof. To show this first, we use g ∈ PSL(2,R) to map g(u1) = i and g(u2) = ei. Then, the
element of PSL(2,R) that is g(eti) generates the unique geodesic flow of unit speed between
u1 and u2.

There is a one-to-one correspondence between the points in (u, v⃗) ∈ T 1H and the unit
speed geodesics that go through u in the direction of v⃗. Since moving along a geodesic
(u(t), v⃗(t)) preserves the points in T 1H it corresponds to a flow on PSL(2,R) that is mul-
tiplication on the right by

g → g ·
(
e−t/2 0
0 et/2

)
(C.43)

At the point (i, i⃗ ) ∈ T 1H, in the direction tangent to the geodesic flow, there are two isometric
flows called the horocycle flows. Since they move points on T 1H they also correspond to flows
on PSL(2,R). The stable horocycle corresponds to (i, i⃗ ) → (i+ t, i⃗ ) that corresponds to

g → g ·
(
1 −s
0 1

)

whereas the unstable one corresponds to reversing the direction of the tangent (u, v⃗) → (u,−v⃗).

In PSL(2,R) this action corresponds to w(u) = −1/u or W =
(

0 1
−1 0

)
. As a result, the

unstable horocycle corresponds to the flow generated by

g → g ·
(
1 0
s 1

)
. (C.44)

Consider the action g → g · T . From the eigenvalue system

g · (T − λ1) = 0 (C.45)

it follows that

λ2 − tr(T )λ+ 1 = 0

λ± = 1
2(trT ±

√
Tr(T )2 − 4) . (C.46)

The elements of PSL(2,R) split into three groups

1. Elliptic: when |tr(T )| ≤ 2. In this case, the two eigenvalues are complex conjugates of
each other λ+ = λ∗− and have unit norm, i.e. |λ±| = 1.

2. Parabolic: when tr(T ) = 2 then the eigenvalues are λ = ±1. For example, the elements
γ± are elliptic tr(γ±) = 2.

3. Hyperbolic: when tr(T ) ≥ 2. As an example, the matrix γ =
(
e−t/2 0
0 et/2

)
is elliptical

because Tr(γ) = 2 cosh(t/2) ≥ 2. The action of these elements on the torus forms
Anosov flows.
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The geodesic flow in the upper half-plane corresponds to u → etu, and the following
flow on the unit tangent bundle g → T (g) = g · γ(t) on PSL(2,R):

γ(t) =
(
e−t/2 0
0 et/2

)
. (C.47)

The translation u→ u+ s corresponds to the stable horocycle flow g → S+(g) = g · γ+(s)

γ+(s) =
(
1 s

0 1

)
(C.48)

whereas the unstable horocycle flow g → S−(g) = g · γ−(s) is generated by

γ−(s) =
(
1 0
s 1

)
. (C.49)

They satisfy the algebraic relations

T (t)S±(s)T (−t) = S±(e∓ts) . (C.50)

Next, we lift these actions from the phase space T 1H to the classical observable algebra
L∞(T 1H):

τ(f(u)) = f(T (−u))
σ±(f(u)) = f(S±(−u)) (C.51)

so that

τ(t) ◦ σ±(s) ◦ τ(−t) = σ±(e∓ts) . (C.52)

This is a classical Anosov system.

D Quantum dynamical systems

In this section, we briefly discuss the extension of ergodic theory to quantum systems. Every
Abelian von Neumann algebra is isomorphic to the algebra L∞(X,µ) for some space X and
measure µ. Therefore, the observable algebra of any classical system is always the algebra of
functions on some geometry (“phase space”). This naturally connects geometry with classical
dynamical systems. This connection does not generalize to non-Abelian algebras, and we
cannot always associate geometry with a quantum system. Non-commutative geometry
is a mathematical program that attempts at generalizing geometry and associate a non-
commutative geometry to a large class of von Neumann algebras [64].

The space R in our classical example of glass is a geometry with a Haar measure (volume
element), and the observable algebra is the algebra of complex bounded measurable functions
on R. Since the space R is measurable, it comes with a σ-algebra of measurable subsets on R.
In classical ergodic theory, we can think of measurable functions on X (observables) in terms
of the characteristic functions on subsets X ∈ R inside the σ-algebra. In the quantum case,
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there is no geometry analogous to R, and the Abelian algebra of functions is replaced by the
observable algebra of a quantum system R represented in the Hilbert space H. Quantum
dynamics is described by an automorphism τg : R → R with g in some group G (or monoid if
the dynamics is not reversible). Similar to the classical case, we often have a state ω : R → C
(non-commutative measure) that is preserved under the action of τg i.e., ω ◦ τg = ω.

If the dynamical system preserves some state ω it is natural to represent the algebra in
the GNS Hilbert space Hω with the identity operator corresponding to the vacuum vector
|Ω⟩ ∈ Hω. In most of the examples we consider here, the dynamical transformation group is R.
Time evolution corresponds to a strongly continuous unitary flow realized in the Hilbert space
by U(t) = eiHt with t ∈ R; i.e. for all observables a ∈ R we have τt(a) = U †(t)aU(t).56 Note
that every non-Abelian von Neumann algebra (quantum system) is a quantum dynamical
system with evolution given by modular flow. In fact, modular flow ∆it

Ω is the unique
automorphism of the algebra that preserves a state ω and satisfies the KMS relation [25].
Therefore, any quantum dynamical system that satisfies the KMS relation describes modular
dynamics. This is the intuition that underlies the connections between modular dynamics
and dynamical systems with a positive generator in Theorem 18.

More generally, we define a quantum dynamical system as a triple (A, S, τ ) where A is a
C∗-algebra, S is a locally-compact monoid that is represented as endomorphisms τt : A → A
with t ∈ S such that the three conditions

1. Identity action: if e ∈ S is the identity element then τe(a) = a for all a ∈ A.

2. Homomorphism: monoid multiplication is preserved αg1 ◦ αg2 = αg1g2 .

3. Continuity the map g → αg is continuous in operator norm topology.

If the algebra A is a von Neumann algebra with a state ω we can represent it on B(Hω).
The automorphisms of A can be represented as a strongly continuous unitary flow on Hω:
αt(a) = U(t)aU(t)†. We obtain a W∗-dynamical system.

Every automorphism of a von Neumann algebra τs : R → R can be implemented as
a unitary flow on the GNS Hilbert space:

τs(a) |Ω⟩ = U(s)a |Ω⟩ . (D.1)

This unitary representation is unique if we further require that

JRU(s) = U(s)JR . (D.2)

This means that it preserves the natural cone because

U(t)aJa |Ω⟩ = atU(t)Ja |Ω⟩ = atJat |Ω⟩ (D.3)

which is equivalent to

∆1/2U(t) = U(t)∆1/2 . (D.4)
56In these cases, there is a Haar measure on the group (the Lebesgue measure dt).
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Intuitively, we can interpret the above equation as the invertibility of automorphisms with
respect to an alternate inner product [40]

(a,Φt(b)) := ⟨a|∆1/2Φt(b)⟩ = ⟨Φ−ta|∆1/2b⟩ . (D.5)

With respect to this inner product, we have Φ†
t = Φ−t.

D.1 Examples of quantum Anosov systems

The motivation to consider quantum Anosov systems is to have examples of systems that
cluster at least exponentially fast in modular time. Note that they might cluster faster,
but certainly not slower. Theorem 3.6 of [50] ensures that, in quantum Anosov systems,
clustering occurs at least exponentially fast.

Discrete translations on non-commutative torus (Quantum Arnold’s Cat map).
We start by considering a linear flow on a non-commutative torus. A non-commutative torus
is a subalgebra of B(L2(R/Z)) that is generated by the following two unitaries

(Uf)(z) = zf(z)
(V f)(z) = f(ze−2πiθ) (D.6)

for some deformation parameter θ. It follows that

UV U † = e−2πiθV . (D.7)

This algebra is, the Abelian algebra of continuous functions on S1 enlarged by cross product
with rotation by irrational angle θ: e2πiθ∂z . This resulting cross-product is a noncommu-
tative torus.

Consider the parameter space of the Weyl algebra of a quantum particle. It is parame-
terized by a complex number z in Weyl unitary operators

W (z) = eza†−z∗a (D.8)

satisfying the twisted algebra

W (z1)W (z2) = e2πiθℑ(z1z̄2)W (z1 + z2) . (D.9)

We compactify this space by identifying z ∼ z + i ∼ z + 1 to obtain a torus. Now, the

fundamental domain is Z2. The element γ =
(
e−t/2 0
0 et/2

)
acts on the torus as an Anosov

quantum system with discrete time evolution.

Free quantum particle on a manifold M. As opposed to classical systems, quantum
systems (von Neumann algebras) are dynamical systems with the flow given by the modular
flow. In fact, every classical dynamical system can be viewed as a “quantum” (noncommu-
tative) system, as well. The idea is simply to enlarge the set of observables by including
dynamical transformations in them. Taking the closure of the resulting algebra is a non-
commutative algebra. In mathematics, this is called the group measure space construction.
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We postpone the generalities of this construction to section D.2. Here, we start with an
example to build physics intuition.

Consider a free non-relativistic quantum particle on a line. The classical observables
form the Abelian algebra of bounded complex functions on the real line, i.e. L∞(R, dx), and
choose translation (Ttf)(x) = f(x+ t) as the dynamics. The cross product of this Abelian
algebra with the automorphism is L∞(R, dx)⋊Tt R is isomorphic to the algebra of a quantum
particle on a line B(L2(R, dx)) i.e., it is type I∞. Note that there is no invariant state.57

The translation operator belongs to this algebra and generates an Abelian centralizer for
this type I∞ algebra. The spectrum of translation is continuous and has no normalizable
eigenoperators. Therefore, this algebra is ergodic, but it is not strongly mixing because
functions of momentum do not decay.

Free quantum particle on upper half-plane. In generalizing classical Anosov systems
to the quantum world using the crossed product construction an important subtlety presents
itself. As we saw in Lemma 14, we obtain the quantum Anosov relation only if the spectrum
of the generator of the flow is complete. In the examples we considered, the dynamical flow
was either generated by translations, boost, or dilatation. In Rindler space, the spectrum
of boost and null translations as self-adjoint operators in the Hilbert space are entire,
therefore the examples of free non-relativistic and a free particle on a line, and free relativistic
particles on R1,1 become quantum Anosov systems. However, in hyperbolic space (the upper
half-plane) the spectrum of the Laplace-Beltrami operator is discrete. Therefore, a free
non-relativistic quantum particle on hyperbolic space is not a quantum Anosov system. For
more details see [50].

For examples of quantum K-systems associated with quantum many body systems on a
lattice see [65]. For more examples of quantum Anosov systems see [39].

D.2 First quantization and cross-products

Consider the classical dynamical system (X, dµ, τ ) where X is a measure space with measure
dµ and τ : G→ Aut(X) is the dynamical transformation. The observables of this classical
system are K = L∞(X, dµ), and they act on the Hilbert space L2(X, dµ). Consider the set of
G-valued vectors in L2(X, dµ): H = |Ψ; g⟩ ∈ L2(G,K) so that the observable a acts as

τg(a) |Ψ; g⟩ = |aΨ; g⟩ , (D.10)

and we have added the dynamical transformation ug to the observables

uh |Ψ; g⟩ = |Ψ;hg⟩ . (D.11)

We define the crossed product von Neumann algebra

M = K ⋊τ G (D.12)

as the double-commutant of the resulting operators, and we have

ugfu
†
g = τg(f) . (D.13)

57The Lebesgue measure is invariant but it is not normalizable; hence it is a weight and not a state.
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We can revisit the example of the classical K-system of translations on R. The action is free
but not ergodic because the constant functions on R are in L∞(X, dµ). In this case, the
crossed product algebra is generated by position and momentum; therefore, the observables
are the type I∞ factor B(L2(X, dµ)); i.e. a free quantum particle on a line. The dilatations
f(x) → f(etx) are inner automorphisms, and there exists no state that is invariant under
them. The trace is simply integration over x.58 The resulting Hilbert space is a one-particle
Hilbert space. In physics, quite often, the one-particle observables are type I.

More generally, every group G acts on itself transitively by left or right translation. If
G is a finite group of order n, then M is a type In factor, and if G is infinite then M is
type I∞. In defining ergodicity, we focus on the dynamical group R, and the time-averages
were defined with respect to the Haar measure on R. However, for the group generated by
translations and dilatations x→ ax+b the left-Haar measure is da∧db

a2 , whereas the right-Haar
measures is da∧db

|a| .59 Take a left-invariant measure µ(h) and translate it on the right by g,
the result is another left-invariant measure

∀h ∈ G : µ(g−1h) = ∆(g)µ(h), (D.14)

where the function ∆(g) is called the modular function of the group.60 Consider the above
action restricted to the subalgebra of functions on R+:

σtf(x) = f(x− t)Θ(x)Θ(x− t) (D.15)

where Θ is the Heaviside function. We have

σt ◦ σ−t =

id t ≥ 0
Θ(t) t < 0

where Θ(t) can be viewed as a conditional expectation.
We say the group action of G on X is free if every non-identity element of G moves every

element of X. We say it is transitive if the orbit of any point gives the whole X. We say
it is ergodic if it acts irreducibly. More formally, we write

Definition D.1. The action of G on X is free if gx = x for some x ∈ X implies that g = 1.61

It is transitive if for any two points x, y ∈ X there exists a g ∈ G such that gx = y. The
action of G on X is ergodic if the only subsets that are preserved under it are ∅ and X.

von Neumann and Murray proved the following result that characterizes the von Neumann
algebras that can be constructed from classical dynamical systems using crossed products:

Theorem 25. If the action of G on L∞(X, dµ) is free then the crossed product M is a factor
if and only if the action of G is ergodic.

58If we restrict the translation group to translations by rational amount, then we obtain a type II∞ factor.
59A group with matching left and right Haar measures is called unimodular. The group x→ ax+ b is not

unimodular.
60By definition, for unimodular groups, the modular function is always one.
61Said differently, the map x→ gx is one-to-one.
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Theorem 26. Consider M = L∞(X, dµ) ⋊τ G where the action of G on A is free and
ergodic. Then

• M is type I∞ factor if and only if the action of G is transitive.

• M is type II1 factor if and only if G is a discrete infinite group and there exists a finite
invariant measure dν that is absolutely continuous with respect to dµ.

• M is type II∞ factor if and only if the action is not transitive, and there exists a
left-invariant measure dν that vanishes on the same set as dµ.

• M is type III factor if and only if there exists no left-invariant measure that vanishes
on the same set as dµ.

Proof. For proof of both results, see chapter XIII of [66].

To clarify the interpretation of the above result in terms of dynamical systems, it is
helpful to discuss some examples. Consider irrational rotations on a circle: Tθe

iϕ = e2πiϕ+θ

with θ irrational. The group is Z, it acts freely but not transitively. The Lebesgue measure dϕ
is invariant under these rotations. The Fourier transform of any observable is an eigenfunction
of translations:

(Tθ ◦ f)n = e2πinθfn . (D.16)

The only invariant observables are constant (proportional to identity), therefore the action
is ergodic. This algebra is a type II1 factor.

Let G = R and X = T 2 (a torus: (0, 1]× (0, 1]). Consider the translation Ts(x+ iy) =
(x+ s+ y + iθs) where θ is irrational. This action is ergodic. The invariant measure is finite,
but G is not discrete, and the algebra is type II∞.

Finally, consider the example X = R and G the group x → ax + b. This action is
free and the Lebesgue measure dx is ergodic with respect to the subgroup of translations.
There exists no nontrivial invariant measure that vanishes on the same set as dµ. Therefore,
this algebra is type III.

D.3 K-systems, entropy and strong asymptotic Abelianness

For a classical K-system, there are several equivalent conditions to define a K system. One
may define the K-system through the half-sided inclusions, mixing property [67]. It is
interchangeable to use K-system and K-mixing in the classical case. A K-system is known
to have positive Kolmogorov-Sinai entropy (KS entropy). A positive KS entropy is often
taken to be an indicator of classical chaos [68]. For completeness, we review the definition
of the KS entropy here:

Definition D.2 (Partition). A partition of a measure space (X,Σ, µ) is defined as a collection
α of nonempty disjoint measurable subsets such that the union of all subsets is X, i.e.

∀A,B ∈ α,A ̸= B =⇒ A ∩B = ∅, (D.17)
∪A∈αA = X. (D.18)
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Definition D.3 (Entropy of partition). The entropy H(α) of a finite partition α = {A(1), . . . ,

A(r)} is defined as

H(α) = −
r∑

i=1
µ(A(i)) log(µ(A(i))). (D.19)

Definition D.4 (KS entropy with automorphism). The KS entropy h(T ) of a given auto-
morphism T is then defined as follow.

h(T ) = sup
α

lim
n→∞

1
n
H(αn−1

0 ), (D.20)

where the supremum is taken over all finite partitions α, and

αn−1
0 = α ∨ T 1α ∨ . . . ∨ Tn−1α. (D.21)

The KS entropy for a flow {Tt} is naturally defined as h({Tt}) = h(T1) because h(Tt) =
|t|h(T1). It was proven in [67] that a system is a K-system if and only if limn→∞

1
nH(αn−1

0 )
is positive for all non-trivial finite partitions α, thus one of the alternative ways to define
a K-system. From this result, it is clear that K-systems have positive KS entropy, but the
inverse may not be true.

The equivalent definitions of classical K-system do not generalize to the quantum (non-
Abelian) systems. In [69], the authors defined the quantum K-system through algebraic
relations as in Definition 4.6. This is the definition that we use in this paper. Another
definition of quantum K-system was introduced in [29] that is based on the properties of
entropy. It was proven that with additional assumptions of asymptotic Abelianness and
KMS property, the algebraic definition implies the entropic definition [65]. However, it is
unclear whether these assumptions are necessary.

There is an intuitive connection between K-systems and strong asymptotic Abelianness.
In type II1 algebras, we have strong asymptotic Abelianness if and only if we have past
algebras (a quantum K-system) [70]. It was also mentioned by Narnhofer [65] that there is an
example, a Fermi lattice system with shift automorphism, that is a quantum K-system but not
strongly asymptotically Abelian. For a general type II or III this remains an open problem.

As we discussed in section 4.3, a strong mixing system with the KMS property has weak
asymptotic Abelianness. Strong mixing requires the two-point function to vanish in the limit
of infinite time separation, but the assumption of strong asymptotic Abelianness implies that
the commutator should also vanish. This property is stable under multiplication:

lim
t→∞

[a1(−t)a2(−t), b] = lim
t→∞

(a1(−t)[a2(−t), b] + [a1(−t), b]a2(−t)) = 0 . (D.22)

To construct the algebra of the past we need to take limits limn an(−t). Now, if the limits
n and t commute strong asymptotic Abelianness implies that the whole algebra generated
by operators in the past commute with b. We conclude that this is a proper subalgebra of
R because otherwise, b has to be in the center of R but it is a factor.

Finally, we point out the following algebraic implication of strong asymptotic Abelianness:
Lemma 27. If we have a state-preserving automorphism of a von Neumann algebra that
satisfies the strong asymptotic Abelianness in a state ω, the spectrum of ∆ω is the same as
the Arveson spectrum.

Proof. For a proof see [27].
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