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Foreword

Speech technology has become almost taken for granted in everyday life. 
Fundamental techniques of automatic speech recognition (ASR), text to speech syn-
thesis (TTS), and speaker recognition and verification have become available as 
components of commercial interactive search and consumer service agents, which 
are implemented as smart loudspeakers and supported by complex databases pro-
cessed with machine learning techniques. Older application fields of public 
announcements in travel hubs and dictation software and reading applications for 
the visually impaired are becoming more widespread. Increasingly, speech is under-
stood not only as spoken language but as a multimodal complex of parallel synchro-
nised data streams of audio-visual information from spoken language itself together 
with body movement: facial mimicry, manual gesture, and posture.

To a large extent, the world of speech technology applications is still focused on 
the languages of regions with major research and development resources, such as 
the European Union, North America, India, China, and Japan, but the proceedings 
of international conference series such as the Language Resources and Evaluation 
Conferences (LREC), InterSpeech, the IEEE International Conference on Acoustics, 
Speech and Signal Processing (ICASSP), the Language and Technology Conference 
(LTC), and Oriental COCOSDA have shown a rapid increase in papers on the less 
resourced languages of Asia, Africa, and the Americas. Even so, these developments 
are largely driven by technologies developed in the wealthier nations on the basis of 
their standard, ‘commercially interesting’ languages.

A central part of the speech system development process is the creation of lan-
guage and speech resources for the languages concerned. This central part is to a 
large extent also the most complex part. First, the process splits into many different 
subprocesses: the pre-recording process of data resource design, the scenario-spe-
cific recording processes, and the post-recording procedures of annotation, analysis 
with machine learning procedures, evaluation, archiving, and dissemination. 
Second, for each of the subprocesses, the appropriate tool resources need to be 
developed. A key point to remember is that data type and quality are essentially 
functions of the tools used in the acquisition and development process, just as 
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knowledge, in general, is a function of the empirical and formal methods of discov-
ery which are employed.

In the context of speech technologies for the languages of developing nations, 
there are a number of goals which are currently being addressed in different parts of 
the global speech technology community. One set of goals may be regarded as a 
spin-off from the speech technology goals themselves: the use of speech technology 
tool resources for harvesting data for language documentation, language mainte-
nance by local societies, and indeed in some cases the revival of moribund lan-
guages. The fulfilment of these goals meets with many obstacles: traditional 
scepticism towards new technologies; the desire for prosperity and the conviction 
that local minority languages do not provide a viable way forward in this direction; 
problems with providing a reliable infrastructure for the archiving and dissemina-
tion of speech technology resources; and lack of financial support for personnel, 
equipment, and institutional or commercial status for system developers.

The system development goals for the languages of developing nations also dif-
fer in complex ways from system development goals for the more highly resourced 
languages: many languages for which systems have been developed belong to the 
Indo-European family of languages which have spread through Europe, North and 
South America, and South Asia, and which differ in many details but also share 
many features of sound patterns, rhythms and melodies, and word and sentence 
structure. There are many other types of language in other language families, of 
which there are many. For the Sino-Tibetan languages, the models developed in the 
extensive speech technology research being pursued in China are a strong founda-
tion, in the sense that the typology of morphologically isolating tone languages is 
being dealt with by technologies for Mandarin and Cantonese. But the Niger-Congo 
languages of Africa have so far only a few isolated speech technology develop-
ments, most prominently in North Africa for Arabic and in South Africa for applica-
tions to the official languages of the region. In East Africa, developments for 
Swahili, a non-tonal language, are only partially generalisable to the tonal languages 
of West and Central Africa. The most active centres for tonal Niger-Congo lan-
guages are located in Nigeria, partly in Ibadan, in the African Language Technology 
Initiative, mainly centred on Yoruba, and in Uyo, mainly centred on Ibibio, and 
conducted by the authors of this volume.

Overriding issues which need to be overcome in the development of speech tech-
nologies for the languages of developing countries can be listed in the CESAF cri-
teria. The resources and technologies need to be

• Comprehensive with respect to the application domain
• Effective in terms of human and computing resources
• State-of-the-art, not only intellectually, but also in terms of big data processing, 

machine learning, and artificial intelligence, not simply the latest internet-depen-
dent software and hardware

• Affordable in the sense of being compatible with older computing facilities
• Fair with essential involvement of local communities, developers, universities 

and other research facilities, and companies

Foreword
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The authors of this volume have set themselves the goal of fulfilling the above 
criteria in order to face the challenge of integrating local languages, in this case in 
the region of South East Nigeria, into the digital community. The individual chap-
ters address issues in system development and its relation to the digital economy, 
and to digital services for health and education. These commendable endeavours 
are already showing fruit and will certainly develop into valuable contributions to 
overcoming the digital divide. The contributions will provide effective data and 
tool resource models, not only for Nigeria but also for areas where other Niger-
Congo languages are spoken. On this basis, integration of West African speech 
technology development into the international speech technology community is 
now well on its way.

Emeritus Professor of English and Dafydd Gibbon 
General Linguistics at Bielefeld University
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Preface

Human Language Technology (HLT) also known as Language Technology (LT) is 
a growing interdisciplinary field that closely connects related sub-disciplines of 
Linguistics, Psychology, Philosophy, Computer Science, Engineering, Mathematics 
and Statistics. HLT is naturally induced by Artificial Intelligence (AI) – a term col-
loquially applied when a machine mimics cognitive functions that humans associate 
with or other aspects of the human mind such as learning and problem solving.

A SWOT: Strengths-Weaknesses-Opportunities-Threats analysis of HLT indi-
cates that over the years, HLT research has experienced great wave of optimism, 
with the provision of intelligent tools and methodologies for mining big data via the 
World Wide WEB (WWW) as well as improving at remarkable space, algorithms 
and applications dedicated to human speech and communication. Further, the quest 
for comprehensive solution to problems reveals that only an interdisciplinary or 
agent-based approach with agile methodology is acceptable. HLT also provides far 
more employment opportunities than are available in traditional academic research, 
because of its industrial applications. Yet, despite the huge progress in the field, 
slow developments to extend HLT beyond its frontiers and potentials, subsist – 
mainly due to failure of related disciplines, industries and stakeholders, to cohe-
sively unite or communicate effectively with each other for a common purpose, 
thus, posing serious threats to funding justification.

The areas of HLT addressed in this book include speech synthesis, speaker rec-
ognition, knowledge representation and spoken language processing. Each chapter 
addresses an area of HLT. Chapter 1 documents the development of an adaptive 
synthesis front end for African tone language systems using hidden Markov model 
(HMM) technique. The template-based front end, though heavily supervised is cur-
rently being refined to ensure seamless replicability to a multitude of languages as 
well as code (re-use) flexibility. In spite of the numerous benefits of speech synthe-
sis, its application is yet to flourish the African domain. Hence, this chapter encour-
ages the development of speech resources to improve the technological status of 
African tone languages.

https://doi.org/10.1007/978-3-319-69960-8_1
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Chapter 2 offers an in-depth assessment of speaker variability in speaker recogni-
tion systems. It exploits Machine Learning (ML) of relevant acoustic features under 
degraded/sub-optimal conditions, to demonstrate its feasibility for an under-resourced 
African tone language. Inspired by the success of voice recognition software such as 
Siri on mobile platforms, companies are itching to place speech interfaces every-
where, and within the next couple of years, voice interfaces will be much more per-
vasive and powerful. Hence, this chapter provides a useful methodology to assess the 
suitability of speech features for voice/speaker recognition systems.

Chapter 3 proposes an Ontology Driven application: ODapp, with dynamic 
framework for spatial context analysis and efficient knowledge representation of 
multilingual Speech Language Therapy (SLT). SLT is invaluable for the treatment 
of speech and language disorders, but precise estimate of the number of persons liv-
ing with such conditions is difficult to obtain, not to talk of doing this across several 
language domains. This study is therefore apt, as it represents a pioneering initiative 
within the Nigerian domain. The present research is work in progress and is expected 
to contribute in improving the poor healthcare services currently experienced in 
Nigeria, as well as satisfy relevant Sustainable Development Goals (SDGs).

A Spoken-Computer Aided Language Learning (CALL) system is developed in 
Chap. 4 to demonstrate the application of spoken language processing, a subfield of 
Human Computer Interaction (HCI). HCI is becoming so faithful at creating inter-
active products that are easy, flexible and simple for all. However, owing to its mul-
tidisciplinary nature and the different value systems of interface users from various 
backgrounds and experiences, it is highly challenging for designers to create appli-
cations which are usable and affordable to such a heterogeneous set of users. An 
interactive framework driven by speech technology is exploited to enable language 
learning, as well as protect, preserve and revitalize under-resourced languages.

Finally, this book is designed for research students and staff, language experts, 
as well as those behind the curtains who would wish to explore the growing field 
of HLTs.
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