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Abstract The evolution from local towards virtualized data storage, computing,
applications and services - in the forms of Internet of Things (IoT), Everything as
a Service (EaaS) and Cloud computing - has changed the way of delivering digital
services for consumers and businesses. These technologies have brought clear ben-
efits over traditional systems, such as easy management, universal availability and
decreased hardware requirements for end-user devices. The main challenges of the
first-generation IoT services are related to communication latency due to high phys-
ical and logical distance between end-nodes and server resources, and vulnerability
for network problems along the long routes. Thanks to the unveiling of the fifth-
generation wireless technology (5G) for cellular networks, the last-mile connection
performance - communication latency in particular - is taking a huge leap, and there-
fore introducing new possibilities for industrial applications. Edge computing is a
key technology to unleash the full potential of the arising industrial wireless commu-
nication, since it enables deploying computational tasks to computing nodes near the
end devices and therefore opens novel business opportunities around real-time cloud
services. In this chapter, we introduce the current state of the art and discuss different
challenges the edge computing systems are facing particularly in the Industrial IoT
(IIoT) domain, as well as present potential solutions for the identified challenges.
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1 Introduction

Today, we can observe large global trends in the digitalization of many aspects of
our everyday life. In particular, we see applications that can utilize information from
sensors attached to things that can also communicate among each other over the
Internet. This concept is commonly referred to as the Internet-of-Things (IoT) and
provides us with services that are more personalized, automated, and have more
intelligent behavior. Related to this, we can also see trends in IoT Cloud Computing
(CC) for large scale data storage, big data analysis on a massive amount of gathered
data from IoT sources, and incorporation of Cyber-Physical Systems (CPS) into
machine to machine (M2M) systems. Concurrent to this development, much work
is being done in the Industry 4.0 initiative, including smart cities, smart industry,
factories of the future, and smart manufacturing; hence, forming the concept of
Industrial IoT (IIoT) [1]. At the same time, the deployment of the 5G wireless
communication technology is also increasing everyday around theworld [2], enabling
a new magnitude in speed and low latency wireless communication with ultra-high
reliability and availability.

Edge Computing (EC) enables services to exploit the proximity of devices by
providing computational resources closer to end-nodes, therefore enabling ultra-low
latency and high data rate communication. At the same time, it provides a means
for controlling and limiting the propagation of sensitive data. Multi-access Edge
Computing (MEC) is a standard by the European Telecommunications Standards
Institute (ETSI) for 5G networks, among others, to offload processing and data
storage from mobile and IoT devices to the edge of mobile networks instead of
passing all of the data and computation to data centers or handling them locally [3].
Fog Computing (FC) and Mist Computing (MC) are closely related to both EC and
CC, as they can be interpreted as low flying cloud computing near the edge [4]. We
make the distinction that EC mainly refers to the computational edge infrastructure,
FCmainly refers to the logical architectures enabling distributed virtualized services
on the edge architecture utilizing the hardware capacity of EC nodes, and MC to
the extreme edge of the networks and local edge computations. FC typically covers
caching, data processing and analytics occurring near the source of the data that
improve the performance at the edges of the network, reduces the burden on data
centers and core networks and improves the resilience against networking problems
[3]. Figure 1 shows an overview of how cloud, fog, mist, and edge computing fit
together in a layered structure, including the scale of each layer and typical operations.

IIoT is one of the most important application areas of IoT, and therefore, it is vital
for defining the requirements for EC systems. In recent years, the CC paradigm has
found its way into themanufacturing industry addressing the need to process vast data
originating from a massive number of sensor devices. It offers centralized resources
to perform computationally intensive operations. Here, a representative example
is predictive maintenance, which detects conditions leading to malfunctions, and
therefore enables flexible manufacturing, that increases the reconfigurability level of
production systems enabling batch-size-one products. Due to improved connectivity
with guaranteed Quality of Service (QoS), machines do not need to rely on their own



Edge Computing for Industrial IoT: Challenges and Solutions 3

Fog

Mist

Big data processing

Data warehousing

Business logic

Real-time data 
processing

(lightweight) 
Real-time data processing

Data centers

MEC Servers

Local Nodes

Core Network

Access Network

(lightweight) 
Data fusion and refining

Control and automation

Data fusion and 
refining

Data caching

Real-time decision-
making

On-premise data 
visualization

Global access

Cloud
Thousands

Millions

Billions

Edge

Local

Core

Edge

Fig. 1 A simplified view of Cloud, Fog, Mist, and Edge computing layers

dedicated computing hardware anymore, but can rather use connectivity to access
the cloud resources [5]. While the use of a centralized CC entity presents several
vulnerabilities like single point of failure, backbone congestion, security, and data
privacy, EC and MEC introduce computational resources, storage, and services at
the edge of a network [6]. Applying EC, FC, and MEC for industrial manufacturing
can solve most of the weaknesses of traditional cloud computing. However, several
challenges still remain that will be addressed in this chapter.

In order to highlight the advantages, disadvantages, and future research in the
intersection of the IIoT and EC, this chapter will give an introduction to the applica-
tions, challenges and solutions of MEC. The remainder of this chapter is organized
as follows: Section 2 goes further into the state of the art of EC and MEC for in-
dustrial use, the standardization, applications, and challenges. Section 3 focuses on
solutions and future development potential, the next steps, and research directions.
It includes three-tier edge cloud architectures, microservice architectures, SDN and
NFV integration, security/privacy management, and the use of artificial intelligence
(AI) for MEC. Finally, Section 4 summarizes and concludes the chapter.
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2 State of the Art in Edge Computing for IIoT

This section describes the current state of the art in EC with focus on industrial
applications. After the introduction of the EC potential for existing and appealing
industrial use cases and standardization activities, we focus on the most crucial EC
aspects and highlight their relevant open points and challenges.

2.1 Edge Computing Technology for Industrial Use

CC has, already for some time, been a standard in industry, bringing a vast amount
of processing capabilities to analyze data generated by a huge number of already
operational IoT devices. Many large industrial companies have taken into use their
own in-house clouds (aka private clouds), as well as public clouds to satisfy their
production needs [7]. Along with this, the vision of a fully automated and flexible
factory of the future gets closer to reality. However, novel concepts, such as factory
with zero-downtime, digital twins, flexible production planning, pro-active system
surveillance, intelligent technical assistance, and batch-size-one products, still re-
quire further improvement of the network performance and services on the factory
floor [8]. Nevertheless, EC is considered as one of the enabling technologies to unveil
the full potential of the proposed smart factory concepts.

The EC technique can support IIoT devices with limited capabilities (with re-
gard to e.g., battery, CPU, and GPU) in their ever-increasing computation demands
created by various kinds of novel use cases. High-complexity robotic applications,
Automated Guided Vehicles (AGV), real-time interactive multi-user co-working,
mobile production cells, sensors and actuators connected over wireless communi-
cation technologies, augmented reality (AR), virtual reality (VR) are only a few
examples of such industrial use cases [9]. Many of them introduce requirements that
differ from those considered in conventional IT systems. Such requirements include
ultra-high availability, reliability, predictability, very low latency, and strictly deter-
ministic real-time behavior of all system components. MEC alone cannot satisfy all
these requirements. Therefore, a combination of many new enabling technologies is
required, e.g., time-sensitive networking, real-time virtualization, software-defined
networking, 5G with enhanced mobile broadband, ultra-reliable low-latency and
massive machine-type communication, etc. Many of these enabling technologies are
covered in this book.

First EC products, known as edge gateways [10], are gaining popularity in the
industrial context, connecting thousands of IIoT devices to data processing units at
the edge of a network, close to sensors, and hence, avoiding the issues of sending
all the data directly to the cloud, which is often not feasible due to cost, privacy,
and network issues. Software giants offer first software platforms for deployment
and management of edge clouds (e.g., Azure IoT Edge from Microsoft, AWS IoT
Greengrass from Amazon, Cloud IoT Core from Google, Bosch IoT Gateway, etc.).
Many of these products still present proprietary solutions. To improve this situation,
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different standardization activities are working on specifications for different EC
aspects.

2.2 MEC Standardization

Shortly after an introduction of small cloud data centers close to the data source
called Cloudlets [6], the Open Edge Computing (OEC) and OpenFog Consortium
(OFC) initiatives have been generated to accelerate the standardization and dissem-
ination of the EC technology. Thereafter, multiple committees, working groups and
standardization bodies around the world have been created. According to [11], the
most important ones are the following:

• Multi-access Edge Computing initiative as an Industry Specification Group
within the European Telecommunications Standards Institute (ETSI),

• MEC in 5G networks within the 3rd Generation Partnership Project (3GPP),
• MEC system as Service-oriented RANwithin the China Communications Stan-

dards Association (CCSA).

The majority of the core partners in all standardization entities come from
telecommunications industry. This is reflected in the core activities, as well as
the goals of working groups. All bodies perform different conceptual, architectural,
and functional work and intend to develop a standardized, open environment that
will allow efficient and seamless integration of third-party applications across multi-
vendor platforms [11]. From the perspective of the authors of this book, however,
ETSI MEC initiative considers the broadest range of applications and architecture
scenarios among all EC standardization entities. This is reflected in the aspect that
the EC platform is not bound to any access technology, which is reflected in the title
of MEC.

ETSI MEC introduces a reference architecture and technical requirements en-
abling efficient and seamless execution as well as interoperability and deployment of
a wide range of EC scenarios that include IIoT. The multi-vendor proof-of-concept
projects visualize key aspects of MEC technology and prove it is feasible and valu-
able. Important aspects like latency, energy efficiency, system resource utilization,
network throughput, and quality of service are constantly highlighted.

2.3 MEC Applications: Industrial IoT

As mentioned above, EC excels in application scenarios where there is a need for
low latency, high bandwidth, and high resilience computation and communication
in order to enable its real-time, intelligent, and autonomous decision-making. This
can be required, for example, in different smart appliances, such as smart vacuum
cleaners using sensor information available inside the house. But also, edge device
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video analysis, mobile big data analysis, connected vehicles, smart building control,
and safety monitoring present appealing use cases in the IIoT context. A new trend on
the factory floor is represented by different kinds of mobile vehicles, e.g., Unmanned
Aerial Vehicles (UAV) and Automated Guided Vehicles (AGV), which cooperatively
solve certain tasks. Some typical industrial applications include edge services such as
industrial production robots,where the low latency and resilience of EC is paramount.
Cooperating robotic arms in a production line show a good and appealing example of
the robotic cooperation on the factory floor. Here, EC supports production systems
by offloading of data analytics and smart data processing in the close proximity to
the data sources. Furthermore, smart industrial environment monitoring, grid system
controls and self-organizedmassivewireless sensor and actuator networks constantly
continue to attract manufacturers attention. Many of the applications, mentioned
above, have already been implemented using the current technology base. Some
of the use cases are shown in Figure 2. Many further useful applications present a
source for discussions due to the challenges they introduce to the infrastructure.

First products are available in the IIoT market in this context, proving the benefits
of the EC paradigm. As an example, Bosch IoT Gateway presents an IIoT solution
with support of open APIs, a variety of development tools for creation of edge
applications, providing autonomy and intelligence at the edge [12]. The product is
in use in many scenarios including IoT platforms with EC support for intelligent
data processing, optimization of electric vehicle charging and smart field device
connectivity at the edge [13].
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2.4 Edge Computing Challenges

IoT systems can greatly benefit from the EC technology, but several challenges still
remain, related to e.g. performance, efficiency, reliability, availability, scalability,
security and privacy [14]. The following sections discuss these challenges in more
detail.

2.4.1 Performance and Quality of Service

Novel 5G wireless technologies enable low-latency communication, which is crucial
in various IIoT scenarios requiring real-time functionality [15]. Asmentioned earlier,
MEC (and EC in general) is another of the two main enablers of reliable low-
latency wireless services since it minimizes the route length between the local nodes
and computing resources [16, 17, 18, 14]. EC also helps improving other QoS
factors since it is easier to remove and manage performance bottlenecks on short
routes compared to longer ones. Most of the challenges related to maintaining high
performance of EC/MEC systems concern special situations, such as fast mobility
of end-nodes and rapid changes in both service demand and density of end devices,
which can be the case in many industrial applications or, e.g., during public mass
events. Therefore, important research topics are related to, e.g., placement of edge
resources and deciding where to deploy computation and data in different scenarios.
The ability to rapidly migrate data and computations amongMEC servers or between
MEC and core network servers to ensure QoS in dynamic scenarios, is among the
most important research areas of EC.

2.4.2 Reliability and Availability

The resilience against computing and network infrastructure problems is one of the
most important research areas of EC/MEC [19]. Inmany IIoT systems, the processing
of sensor data, at least some degree of the decision-making logic and the control
of actuators is beneficial to manage locally on site, because the connection with the
access network may occasionally become unreliable or low in performance [20, 18].
Therefore, it is beneficial to bring some EC capacity also within local IoT clusters.
This is called “local edge computing”. The challenges related to reliability of EC
systems concern the ability to adapt to dynamically changing situations, related
to, e.g., mobility, network failures, disturbances, and hardware failures. The EC
system should automatically manage, analyze and optimize its operation, including,
e.g., placement of data management and computational tasks, based on the current
situation and foreseen changes. With regard to availability, the critical questions are,
where are the system components located, and who/where are the users? Availability
becomes a particular problem in caseswhere the different stakeholders of the services
are logically and geographically distributed.
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2.4.3 Scalability and Deployability

In IIoT systems, sensor information is gathered from a high number of devices
connected with short-range or novel long-range low-power wireless technologies [1,
21]. Furthermore, advanced sensors, control systems, surveillance video streaming
and still image capturing devices are already producing huge amounts of data to be
processed [22]. In traditional systems, all of this data processing and related decision-
making logic has been handled at data centers, which is becoming problematic from
the viewpoint of scalability, performance, and reliability. In this context, EC helps by
providing computational capacity near the source of the data, allowing various data
pre-processing, refining and analysis functions to reduce the amount of data to be
sent to cloud servers and therefore reducing the load inflicted to core networks and
data centers. The important research challenge in this area is to develop intelligent
algorithms for deciding on which tier to manage different functions and prioritizing
tasks when limited resources do not allow globally optimal solutions.

2.4.4 Security, Privacy and Trust

Since the digital world penetrates deeper and deeper in the industry and business
processes, as well as our everyday life, a particular concern is related to preserving
the privacy and security of networked systems. We are living in a world where the
data collected from the users is ruthlessly exploited by different organizations and
authorities around theworld. Centralized cloud-systems are an inherently challenging
environment from the viewpoint of security and privacy, since all data need to pass
several links and devices, owned by a wide set of stakeholders between end devices
and servers, not forgetting the chance for data leaks at public servers [14, 23, 24].
What is even worse, IoT, surrounding us almost everywhere, gives cybersecurity
attackers further tools to even threaten our health or life by infiltrating to systems
affecting our physical safety [25]. Therefore, the need for technologies allowing local
data management and decision-making to limit data propagation towards public
networks is obvious. In this context, EC is a centric building block for service
providers to guarantee customer data preservation within set boundaries. Regarding
security and trust challenges in the EC and IIoT domain, there are still many open
and difficult challenges [26], including end device security, protocol and network
security, cloud/fog security, end user application security, data protection, malicious
attacks as well as identity and authentication management, access control, trust
management, intrusion detection systems, privacy, virtualization, and forensics.

2.4.5 Resource-Efficiency

Resource-efficiency, including energy-efficiency, is a powerful measure for promot-
ing sustainability in technological evolution. Internet and Communications Tech-
nology (ICT) is one of the main tools for improving the resource-efficiency of the
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infrastructures around us [27], but its intrinsic resource demand is rising rapidly [28].
In this context, local data pre-processing, refining and analysis functions enabled by
EC, help reducing the load inflicted to various components of the cloud systems and
therefore promote sustainability through improved energy- and resource-efficiency.
IoT systems include numerous low-power sensors, actuators and other devices that
are resource-constrained in their nature [18, 14]. In order to maintain both the
system-level performance and resource-efficiency of constrained-capacity nodes,
IoT systems need to take into account the limited hardware and energy capacity of
the end-nodes. One of the main measures for achieving this is to offload computing
and data management to higher layers on the IoT architecture. The traditional IoT
systems do this by offloading computation to cloud servers. In data-intensive com-
puting, such as video surveillance, this is not optimal from the viewpoint of network
utilization, since all data need to pass several communication links along the way
from the end-node to the server. A more efficient approach would be to handle as
much of the data-intensive computing near the source of data as possible. In this
context, EC is in a key position to improve resource-efficiency. The challenges re-
lated to resource-efficiency concern, e.g., how to reliably measure and communicate
resource usage, how to minimize resource consumption while still maintaining the
availability of nodes in highly interactive scenarios, and how to prioritize resource-
efficiency with several other constantly changing requirements in complex multi-tier
IoT systems.

Being not complete, the list of challenges, presented in this section, gives an
overview of open points, which show a potential for further improvements.

3 Solutions and Future Development Potential

In the previous section, we pointed out some important research challenges for EC
in IIoT. To address those challenges, in this section we discuss on some of the most
relevant research directions and potential solutions.

3.1 Three-tier IoT Edge Architecture

To deal with the vast amount of data originating from amassive number of sensor de-
vices, the risk of connectivity problems, and to limit the propagation of sensitive data,
at least some degree of processing of the sensor data and decision-making/control
logic is beneficial to be managed locally. Since it cannot be expected that local
IoT clusters include devices with sufficient stability and hardware capacity to ac-
commodate full-functional MEC servers, decentralized solutions become essential
to accommodate the local processing, data management and decision-making. To
make this possible, a three-tier IoT Edge model has been proposed by the authors
in [18]. In this model, the data and processing can be deployed on three alternative
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levels of operation: 1) public servers, e.g., in data centers, 2) MEC servers, and 3)
local nodes as virtualized functions. Fig. 3 illustrates the model and its benefits. The
model enables dynamic optimization of service deployments, based on the service
requirements, available computational and network capacity, and load. We see high
potential in using microservice and serverless architectures, introduced in Section
3.2, and AI (Section 3.5), in defining the optimal deployments for different types of
services in the three-tier architecture.

3.2 Microservices and Serverless Architectures

IoT services have traditionally been designed as monolithic cloud applications as-
sociating multiple software components into a single entity. Due to their ponderous
maintenance and deployment, the current industry trend is towards microservice
paradigm, an architectural style to build, manage, and evolve service architectures
consisting of small, self-contained units, microservices [29, 30], which enable the
development of distributed service compilations. Microservices are small and self-
acting virtualized components, typically based on container technology (such as
Linux or Docker containers), that are relatively easy to develop in isolation and
maintain as standalone software components. Microservice architectures enable



Edge Computing for Industrial IoT: Challenges and Solutions 11

continuous software evolution, seamless technology integration, optimal runtime
performance, horizontal scalability and reliability through fault tolerance.

A new class of applications is emerging, namely “serverless applications”. They
are exemplified by Function-as-a-Service (FaaS) [31, 32] systems that enable the
future “service anywhere” architecture. FaaS has been considered as one of the
technologies to realize lightweight microservices, also called as FaaS functions or
“nanoservices” [18]. Whereas traditional microservices have larger role and are
expected to be always available, FaaS-functions are considered as smaller logical
units that become alive when needed, then execute, and terminate when not needed
anymore. Since FaaS functions typically do not run long periods and their size is
small, their deployment does not require dedicated servers. Based on this, FaaS
functions can be deployed on any device providing sufficient computational capac-
ity, and therefore FaaS is also called as serverless computing. In FaaS-based agile
development of microservices, the developers do not need to consider the computing
infrastructure, as both resource provisioning and scaling are automated.

Microservices and serverless architectures can be seen as a technology for imple-
menting various types of fog services on the three-tier IoT edge architecture, where
service functions can be deployed on the most optimal tier, based on the current
conditions of the network and computational environment.

3.3 Integration with SDN and NFV

EC per se represents a distributed approach that combines end devices and pro-
cessing capabilities of remote servers. The network and its performance become
a vital part of the EC paradigm. Network resources require a simple and flexible
management to deal with the low latency and reliability requirements in addition to
the huge data transmissions involved. Software-defined Networking (SDN) is a new
networking approach that decouples the network control from the data forwarding
hardware. The network intelligence is logically located in software-based controllers
(aka control plane) and the network devices become mere packet forwarding entities
(aka data plane) [33]. SDN enables a new level of network management including
better control, higher flexibility, and scalability. Moreover, SDN introduces fast net-
work reconfiguration and self-healing that address important issues, such as user
and application mobility, as well as uninterrupted service provisioning in the case
of factory automation. Integrating SDN mechanisms with EC helps to provide the
required computation resources and to satisfy the unique quality of service require-
ments of the applications, which is one of the MEC challenges as mentioned in
Section 2.4. Having been researched over a long time, SDN has seen many novel
approaches for network management, control, fast reconfiguration, healing, network
function abstraction, placement, etc. Especially in wireless and mobile scenarios,
SDN is able to make networks more controllable and programmable, update routing
tables according to the often predictable mobility patterns of the nodes, and thus
select the most appropriate paths from or to the end devices (e.g., [34]). Thus, SDN
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addresses many weak and challenging aspects of EC. However, there are only a few
works that take those SDN approaches to the factory floor where they could be highly
beneficial.

Another complementary network technology is presented by Network Function
Virtualization (NFV). It adds on further hardware abstraction and can be combined
with SDN to extend the virtualization approach towards higher layer network func-
tions like load balancing, firewalls, intrusion detection, WAN acceleration, etc. The
integration of SDN and NFV with EC brings a lot of new possibilities that im-
prove the overall network and computational performance. In an industrial context,
however, the establishment of any hardware abstraction is only feasible if such vital
capabilities like availability, reliability, predictability, and deterministic behavior of
the resulting system are not harmed. These aspects are still not sufficiently covered in
the state of the art and present a research opportunity for both academia and industry.

3.4 Security, Privacy and Trust Management

Many different potential security attack vectors and risks for privacy breaches exist
in an IIoT value chain from sensors, via gateways and fog nodes, to data centers,
including end-user applications. The remainder of this section will present details of
some of the identified open challenges in each of these areas.

The end devices are an integral part of EC systems due to the additional responsi-
bilities that have been given to those. However, securing devices against unauthorized
access by a malicious person is extremely difficult. Thus, key management, storing
the keys and handling them in a secure way becomes paramount. It is also not
uncommon to see hard-coded keys or group-key systems on IIoT devices, where
a single compromised device can compromise the whole system security. There
are many examples of extracting keys from devices if one has access to a physical
device. Examples include physical side channel attacks, tampering, reverse engineer-
ing, power/electromagnetic analysis, timing attacks, known fault attacks, and clock
glitches. End devices also tend to be the target of malicious software, including trojan
horses, spyware, viruses, and other malware.

Network security is also a difficult but integral part of IIoT EC systems. The
broad and heterogeneous network architecture with multiple network components
using different hardware and software implementations is a challenging environment
for security management. Different networks have their own vulnerabilities and
weaknesses, for example, LocalAreaNetworks (LAN),WideAreaNetworks (WAN),
low-power wide-area networks (LPWAN), and industrial networks. Therefore MEC
and IIoT systems need to take a broad range of network types into consideration,
making this a difficult challenge. Additionally, the wireless communication medium,
which is often used in the IIoT, introduces an extra vulnerability and an opening for
a wide range of attacks such as eavesdropping and jamming.

Another important challenge is dealing with trust and securing sensitive industrial
data. This includes hiding and protecting the sensitive industrial data, such as sensor
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values, algorithms, and industrial process information, where a data breach can lead
to competitors gaining an advantage over them. Therefore, the need for technologies
allowing local data management and decision-making to limit data propagation
towards public networks is obvious. In this context, EC is a centric building block
for providing guarantees for customers to keep their data within set boundaries.
However, the systems consisting of functions distributed on computing nodes on
several architectural tiers, owned and managed by different stakeholders with their
own security policies, are inherently very complex, which requires attention in the
future research. There is a clear need for Security as a Service-type components,
capable of running in constrained-capacity nodes [35]. Furthermore, building trust
between stakeholders of these complex systems, based on, e.g., Blockchain [36] is
an interesting avenue for future research.

3.5 Use of Artificial Intelligence for EC Optimization

AI has become a very important technique in many different domains. Being now
for a long time successfully used in applications like speech and image recognition,
strategic game systems (chess and Go), autonomous robots, etc., AI methods can be
applied in EC for the optimization of many different aspects. In this section, we want
to highlight several approaches of Machine Learning, being an area of AI, applied
for task offloading.

The EC servers are usually densely distributed close to end devices to reduce the
cost for offloading of computational tasks to these servers through wireless or wired
links. Among many benefits, users can observably reduce the experienced delay of
applications, energy consumption and improve the QoS with the help of offloading.
However, a list of unresolved questions arise [37]:

• What part of an application needs to be offloaded considering the complexity of
the application, data to be shared between the user device and the EC server as
well as the available network capacity?

• When is an optimal time to start the offloading considering the dynamic behavior
of the end device, the available network capacity, as well as the dynamic load of
the server?

• Where, onwhich node and atwhich architectural tier (local node/EC server/cloud
server) should the offloaded task be processed considering the CPU and GPU
availability on different nodes as well as the distance to these nodes from the user
device?

• How should the offloading be organized?

In a complex scenario, offloading becomes a multi-objective decision-making
problem. Designing an offloading strategy does not have a straightforward solu-
tion due to the dynamic behavior of EC systems. Stochastic characteristics of edge
environment can make pre-decided offloading strategy impractical. Reinforcement
Learning (RL), an area ofMachine Learning, can be applied in training anAI agent to
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observe the current state of the EC system, to make an intelligent offloading decision
based on specified criteria and to learn from the history of such decisions. How-
ever, conventional RL algorithms cannot scale well as the number of edge devices
increase, since the explosion of state space will make traditional tabular methods of
RL infeasible. Another approach from the Machine Learning area is based on Deep
Learning (DL), aka Deep Neural Networks (DNN). It operates efficiently with a
large number of state spaces. The benefits of using DNN methods in EC is to extract
hidden patterns from large and complex data sets of heterogeneous applications. A
combined strategy, called Deep Reinforcement Learning (DRL) [38], shows a good
offloading performance in various complicated EC scenarios. DRL methods treat
the complicated EC system as a black box and interact with it to learn the opti-
mal policies without modeling the system dynamics. Although there are significant
advantageous in DRL methods, notable challenges related to dynamic behavior of
considered applications remain in applying DRL to solve task-offloading problems
in EC.

4 Conclusion

The unveiling of novel 5G and EC technologies will be one of the major driving
factors in increasing productivity and therefore key enablers for long-envisaged
vertical applications in various sectors including IIoT. In this book chapter, we have
given an introduction to the applications, challenges and solutions of EC including an
overview of the state of the art in EC for IIoT, different standardization activities, open
challenges and future development potential. Based on this, we believe that EC is an
important piece of the IIoT puzzle and a key concept to meet the demands of future
industrial services. The open challenges and research directions mentioned in this
chapter represent attractive points for improvement and active work in both academia
and industry. For example, the solutions of using three-tier IoT edge architecture,
microservices and serverless architectures, integrationwith SDN andNFV, the use of
AI for EC optimization as well as aspects of security, privacy and trust management
have just recently become popular discussion hotspots around EC technology. In
each of the mentioned areas, we have highlighted the advantages, disadvantages, and
needed future research for the proliferation of the IIoT and EC in particular.
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