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Abstract. Matching crowd workers to suitable tasks is highly desirable
as it can enhance task performance, reduce the cost for requesters, and
increase worker satisfaction. In this paper, we propose a method that
considers workers’ cognitive ability to predict their suitability for a wide
range of crowdsourcing tasks. We measure cognitive ability via fast-paced
online cognitive tests with a combined average duration of 6.2 minutes.
We then demonstrate that our proposed method can effectively assign or
recommend workers to five different popular crowd tasks: Classification,
Counting, Proofreading, Sentiment Analysis, and Transcription. Using
our approach we demonstrate a significant improvement in the expected
overall task accuracy. While previous methods require access to worker
history or demographics, our work offers a quick and accurate way to
determine which workers are more suitable for which tasks.
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1 Introduction

Although crowdsourcing is actively used for a wide variety of both academic and
industry tasks, ensuring that the crowd produces data of appropriate quality re-
mains an important challenge. As a result, a wide range of quality assurance
mechanisms have been proposed, from straightforward approaches, such as the
use of golden standard questions [13] to more complex approaches like monitoring
worker activity on crowdsourcing markets [54]. Researchers have also explored
ways to predict which workers are likely to perform a task well and facilitate
appropriate task assignment [60, 22]. For instance, this can be achieved through
the analysis of historical records on completed tasks over a certain period [40,
46]. However, this method is only applicable when such records exist and can be
matched to individual workers, which is often not the case. Furthermore, mecha-
nisms that do not rely on the historical performance of workers are better suited
in certain scenarios, such as one-time crowdsourcing tasks/campaigns or when
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considering new workers of a platform. In these cases, there is no past perfor-
mance data to predict how well workers would perform on similar or relevant
tasks [22].

More robust approaches entail predicting worker performance using different
worker attributes, such as age [34], location [34, 56], technical skills [43], and
personality [33, 41]. In this paper, we investigate a promising but understudied
worker attribute to predict performance in a crowdsourcing setting – cognitive
ability. Cognitive ability tests are one of the many methods used by organisations
during the recruitment process to identify potential employees with the highest
job compatibility. Furthermore, Psychology research has extensively shown that
a person’s cognitive ability is a good indicator of work performance [55]. In
particular, the literature presents three core executive functions of the brain
(Inhibition Control, Working Memory, and Cognitive Flexibility) as the basis to
describe cognitive ability, which can be measured using appropriate tests [9]. In a
crowdsourcing setting, a recent study by Goncalves et al. [22] reported promising
results regarding the successful prediction of crowd worker performance based
on their cognitive skills. However, the completion of the cognitive ability tests
(visual and verbal) and crowdsourcing tasks was conducted in a lab study with
a limited sample of 24 participants instead of workers from a crowdsourcing
platform. Further, the researchers used the Educational Testing Service (ETS)
cognitive kit [16], a collection of comprehensive yet complex and time-consuming
cognitive tests that are not practical for an online setting. Goncalves et al. [22]
report that the experiment lasted between 90 to 120 minutes per participant,
which would be considered overly long in most online crowdsourcing scenarios.

In this paper we aim to establish a link between the metrics of simple and
established online cognitive tests and worker task performance. This link could
be used in routing tasks to enhance the efficiency and outcomes of crowd work.
As a result, task requesters and crowdsourcing platforms would be able to dis-
tinguish the optimum set of workers for a particular crowd task. We conducted
an online study on Amazon Mechanical Turk (MTurk)3 with 102 workers. We
asked workers to complete a set of simple and quick (i.e., workers spent on
average 6.2 minutes to complete five tests) online cognitive tests (Stroop [42],
Flanker [17], N-back [49], Task switching [47], Pointing[50]) that capture the
three core executive functions of the brain. This was followed by the completion
of typical tasks available in crowdsourcing platforms (Classification, Counting,
Proofreading, Sentiment Analysis, Transcription). Our results show a strong re-
lationship between the cognitive ability of crowd workers and their performance
in crowdsourcing tasks. We also identify relationships between specific cognitive
tests and crowd tasks based on executive functions. Finally, we assign workers to
tasks based on their cognitive test scores and demonstrate that our method can
significantly improve crowd task accuracy when compared to a baseline generic
task assignment.

3 https://www.mturk.com
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2 Related Work

2.1 Human Cognitive Ability and Executive Functions

Human cognitive ability has been extensively studied in Psychology and is often
described using executive functions [9]. Executive functions are known to be
vital for mental and physical well-being, as well as success in school [3] and at
work [2]. The general consensus is that there are three core executive functions:
inhibition control, working memory, and cognitive flexibility. These functions
form the basis of higher order functions such as reasoning, problem-solving, and
planning [9]. Inhibition control is the conscious or unconscious restriction of
a process or behaviour, especially of impulses or desires. Working memory is
the ability to hold information in memory and mentally work with it. Cognitive
flexibility (also known as Switching) is the ability to adapt behaviours in response
to changes in the environment and is often associated with creativity [9].

A wide variety of psychological tests such as Stroop [42], Task Switching [47],
and N-Back [49] have been developed to assess executive functions. A collection
of such tasks is known as a cognitive kit (e.g., Cambridge Neuropsychologi-
cal Test Automated Battery (CANTAB) [51], Test My Brain [21], The Adden-
brooke’s Cognitive Examination [45]) and is extensively used in medical and
psychological research [9]. Cognitive ability measured from such tests is known
to be a good indicator of performance at work, among other predictors such
as personality, emotional intelligence, and job experience [55]. This is also well
supported by the Person-Job fit theorem which is broadly defined as the com-
patibility between individuals and jobs [37]. The two aspects of the theory are
the suitability of a person for the requirements of a job, and the match between
the expectations of a person and the attributes of the job [37]. In theory, any
organisation would benefit from optimising their employee selection processes to
achieve Person-Job fit, as the literature identifies several positive outcomes such
as job performance, satisfaction, and motivation [14].

In a study involving software developers, Chilton et al. [4] reported that a
misfit between cognitive style and that of the job environment could diminish
performance while increasing strain. Similar links between cognitive style and
work performance have been established in a number of studies [29, 57]. Although
cognitive style or the way individuals think, perceive, and remember information
slightly differ from cognitive ability, it correlates with cognitive ability [19]. We
also note that several studies have shown that there is no significant relationship
between cognitive style and performance at work [53, 38].

In this study we aim to investigate the impact of worker cognitive ability on
their task performance in crowdsourcing platforms by measuring cognitive ability
using online cognitive tests that capture the three widely established executive
functions of the brain.

2.2 Measuring Cognitive Ability Online

Previous work has shown that accurately measuring cognitive ability through
online tests is feasible. For instance, Germine et al. [21] explored the validity
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of using the web for timed, performance-based, and/or stimulus-controlled ex-
periments which are critical for measuring cognitive aptitude online. They re-
ported that web samples do not differ significantly from traditionally recruited
or lab-tested samples. Furthermore, participants of their study were anonymous,
uncompensated, and unsupervised.

In another example, Crump et al. [6] examined the viability of conducting
behavioural experiments on crowdsourcing platforms. In a study conducted on
MTurk, workers completed tests that are used in cognitive science and cogni-
tive psychology (e.g., Stroop, Flanker, Attentional Blink) with the results being
comparable to those collected in laboratory settings. These experiments lasted
up to 30 minutes and have characteristics such as multi-trial designs, stimulus
presentation, complex instructions, rapid response recording, and requirement
of sustained attention of participants. Given these findings and the fact that
we based our online cognitive tests on the extensive literature in Psychology on
this topic, we anticipate that our online cognitive tests will effectively gauge the
cognitive aptitude of crowd workers by testing the three executive functions of
the brain.

2.3 Cognitive Ability of Crowdworkers

Eickhoff [15] examined the effect of cognitive biases in crowdsourced relevance
labelling tasks and reported that biases could significantly deteriorate the qual-
ity of output. A cognitive bias is a systematic error in thinking that affects
judgements and decisions. For instance, the framing effect is one such cognitive
bias where people respond to a particular option in different ways based on how
it is presented. Though cognitive biases differ from cognitive aptitudes, they
are closely related and the literature suggests that people with higher cognitive
abilities are better at avoiding cognitive biases when making decisions [59].

Alagarai et al. [1] investigated different cognitive elements of crowd task
design and its effect on performance. They showed that higher task accuracy
could be obtained by reducing the demand for visual search and working memory
within the task. Previous work by Goncalves et al. [22] predicted the accuracy
of participants when performing crowd tasks based on cognitive skills measured.
However, this experiment was conducted in a laboratory setting, with a small
sample, and using the ETS cognitive kit [16], which consists of laborious and
time-consuming tests. We aim to investigate this further using straightforward
and quick online cognitive tests with a larger sample and explore its applicability
for task assignment in crowdsourcing.

2.4 Task Assignment Based on Worker Attributes

Previous work has shown that both demographic and behavioural attributes
of workers impact their work quality [33, 34, 41]. In practice, apart from more
common attributes such as approval rate, the number of tasks completed, and
location, crowd platforms allow requesters to narrow down the worker selection
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at a premium price. For example, MTurk allows requesters to select a subset of
workers based on worker gender, age, daily internet usage, job, among others.

While there is a strong relationship between crowd worker accuracy and
their location in relevance labelling [24, 34] and content analysis [56], studies
have confirmed that gender has no significant effect on task accuracy in crowd-
sourcing [34]. Beyond demographics, personality of the worker is known to affect
accuracy. In a study on labelling relevance, Kazai et al. [33] segmented crowd
workers into five categories based on personality dimensions and reported a
significant correlation between personality type and the mean accuracy of the
worker. In a subsequent study, Kazai et al. [34] also reported that certain per-
sonality traits relate to higher task accuracy. Lykourentzou et al. [41] examined
the effect of personality on the performance of collaborative crowd work on cre-
ative tasks and reported that balanced teams containing multiple personalities
produce better work in terms of the quality of outcome.

Rzeszotarski and Kittur [54] showed that it is feasible to build predictive
models of task performance based on behavioural traces of the user. They intro-
duced a method that analyses the sequence of actions (e.g., mouse movements,
scrolling, key-strokes) performed by the user to complete a task, which can be
used to measure task accuracy and content quality. Han et al. [28] explored anno-
tating the semantic structure of the web using crowdsourcing and reported that
most of the behavioural factors of the worker are correlated with the annotation
quality. In addition, behaviours of trained professional workers have been suc-
cessfully used as golden standard to identify those with poor performance [35].
However, behaviour based task performance prediction methods can only be
used as post-processing techniques to exclude subpar contributions, which differ
from task routing methods. Another approach is to extract the interests of users
from social media activity and serve tasks accordingly [11]. We note practical
and ethical difficulties in linking worker profiles with social media data.

3 Method

In this study we measured the cognitive ability of crowd workers using five cog-
nitive tests. We then recorded worker performance in five crowdsourcing tasks,
and examined if we can utilise cognitive aptitude as an indicator of crowd task
performance. We used established cognitive tests to measure the three execu-
tive functions of the brain. Table 1 describes the primary executive function
measured by each test.

3.1 Cognitive Tests

A description of each cognitive test is provided below.
Stroop Test [42]. The classic Stroop test presents two types of trials (incon-

gruent and congruent). As shown in Figure 1, incongruent trials present names
of colours (such as “green”) displayed in a different colour (“red”) whereas con-
gruent trials present names in matching colour. We also included a third trial
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Table 1: Cognitive tests and associated executive functions [9]

Cognitive Test Executive Function

Stroop Inhibition Control
Flanker Inhibition Control
Task Switching Cognitive Flexibility
N-Back Working Memory
Pointing Working Memory

type (unrelated) where non-colour words (such as “monkey”) appear in either
red, green, or blue colour. Participants were asked to press the key correspond-
ing with the first letter of the colour of the word. When asked to focus on the
colour of the ink and ignore the meaning of the word (i.e., suppress our prepo-
tent response to words), people are found to be slower and less accurate. This is
known as the Stroop effect. Our test contained a total of 18 trials, with a total
of 6 trails per type.

Eriksen Flanker Test [17]. In each trial crowd workers were presented with a
sequence of five arrow symbols (e.g., >>>>>, <<><<) and were asked to pick
the centre symbol and press the corresponding arrow key. This task contained 8
congruent (all arrows pointing in the same direction) and 8 incongruent (centre
symbol pointing to the opposite direction from the rest) trials. The task effect
is similar to the Stroop test.

Task Switching Test [47]. This test presented a letter and a number in
each trial. Depending on whether the pair appears on the upper or lower half of
the display, participants were asked to indicate whether the letter is a vowel or
consonant, or whether the number is even or odd. The test contained 8 repeating
and 8 switching trials.

N-Back Test [49]. In the N-Back test, crowd workers were presented with a
sequence of stimuli. For each stimulus, participants were asked to decide if the
current stimulus is the same as the one presented N trials ago, where N can be
1, 2, or 3. We used the 3-back version of this test with each worker completing
16 trials.

Self-ordered Pointing Test [50]. In this task, crowd workers were shown 3
to 12 randomly distributed identical squares and were asked to click one box
at a time, in any order and without repetition, making sure to click all boxes.

Fig. 1: Screenshots from cognitive tests
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Workers received visual feedback after each choice. We tested workers’ ability to
remember which items they have clicked. The test contained 5 rounds with the
total number of squares increasing in each round.

For each test, we specified instructions and included an example prior to the
test to ensure workers fully understood the test. Except for the Pointing test,
we also configured each trial within the tests to expire after 3.5 seconds. This
allowed us to avoid crowd workers pausing the study in the middle of a test
and get them to promptly complete each trial. For the Stroop, Flanker, Task
Switching, and N-Back tests we recorded accuracy, response time, and trial type
(if applicable) for each trial. Based on the trial type, for the Stroop, Flanker,
Task Switching tests, test effect was calculated (e.g., Stroop effect in terms of
accuracy is the difference in accuracy between congruent and incongruent trials).

3.2 Crowdsourcing Tasks

We used crowdsourcing tasks that are representative of typical tasks available in
popular crowdsourcing platforms. Crowd task taxonomy [20] and task availabil-
ity [10] reported in the literature were also considered. The sentiment analysis
and proofreading tasks were adopted from previous work by Goncalves et al.
[22], and the counting task from Rogstadius et al. [52] and Goncalves et al. [23,
25]. The transcription and item classification tasks were created specifically for
this study. Screenshots from the crowdsourcing tasks are shown in Figure 2 and
a description of each task is given below. All tasks had varying complexity as
shown in Figure 3 and were presented to participants in random order.

Sentiment Analysis. Crowd workers were asked to identify the sentiment
of a sentence (i.e., point of view, opinion). A sentence’s sentiment was classified
as either ‘negative’, ‘neutral’, or ‘positive’. The task contained a total of 16
unique sentences. Half of the sentences were straightforward (e.g., “The weather
is great today”), while the other half were more challenging due to sentiment
ambiguity, context, or sarcasm (e.g.,“I’m so pleased road construction woke me
up with a bang”).

Counting. In this task, workers were presented with an image of a petri dish
and asked to count malaria-infected blood cells. Workers were provided with spe-
cific instructions on how to differentiate an infected blood cell from an ordinary
blood cell. The task contained 8 images that were generated algorithmically con-

Fig. 2: Screenshots from crowdsourcing tasks
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taining varying numbers of infected and ordinary blood cells. Accuracy for each

image was determined by max(0, 1 − |response−ground truth|
ground truth ).

Item Classification. In this task, crowd workers were presented with 16
paintings (primarily from The Metropolitan Museum of Art4 and the remaining
from Flickr5, all images licensed for public use) and were asked to identify and
mark the items appearing in each painting from a given list of four items. Images
represent different painting styles from different countries and contain one or
more of the listed items. Certain items could be easily spotted, whereas others
were more challenging (e.g., the classification image shown in Figure 2 contains
both objects ‘Ship’ and ‘Sword’, where the latter is more challenging to locate).

Proofreading. In this task, crowd workers were asked to proofread 12 sen-
tences. Two sentences contained no errors. The remaining sentences contained
a single error such as a misspelled word, a grammatical error, or an incorrect
word. Workers were asked to type the correct word which should replace the
identified erroneous word.

Transcription. Crowdworkers were required to type out a piece of text
from a given image. We included 12 images extracted from The George Wash-
ington Papers at the Library of Congress [58] in the task. As shown in Figure 3,
manuscripts had varying complexity based on the writing style, date, and con-
tent. We calculated Levenshtein distance (LD) [7] between the response string
and the ground truth and measured accuracy using max(0, 1− 2×LD

length(ground truth) ).

Fig. 3: Transcription tasks of high (top) and low (bottom) complexity.

The cognitive tests were implemented using jsPsych, a JavaScript library for
online behavioural experiments [39]. Our experiment was integrated with MTurk
using psiTurk [26], which let us host the experiment on our own server without
the need of redirecting users and asking them to submit a completion code.

All tests were encapsulated to a single Human Intelligent Task (HIT) and
posted to MTurk. When participants accepted the HIT, they were required to
electronically sign an informed consent form to start the study. Workers first
completed the five cognitive tests, followed by the five crowdsourcing tasks. Both
the order of the tests and tasks was randomised. In the last step of the study, par-
ticipants were requested to provide demographic information (age, gender, and
education level). From a pilot study, we estimated that workers would spend
around 40 minutes to complete the study. Based on the prevailing federal mini-
mum wage of the United States of $7.25, we payed $5.00 (USD) for each worker

4 https://www.metmuseum.org/art/collection
5 https://www.flickr.com
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who completed all the tests and tasks. The amount we payed for a worker is com-
fortably above the average pay one would receive for regular tasks in MTurk [10].

We considered the executive functions associated with each crowdsourcing
task during task selection in order to be able to relate them to the different cog-
nitive tests. For example, our counting and classification tasks require sustained
attention (Inhibition Control), and demands Working Memory skills while going
through the different elements [9]. For the Proofreading task, it is critical to relate
to and apply different grammar rules and language patterns (Working Memory
and Cognitive Flexibility) [5]. Initially, three of the paper’s authors individually
identified executive functions linked to each crowdsourcing task based on the lit-
erature and their own judgement. The authors then discussed the results, which
led to the mapping shown in Table 2.

Table 2: Crowdsourcing tasks and related executive functions

Task Executive Functions

Classification Inhibition Control & Working Memory
Counting Inhibition Control & Working Memory
Proofreading Working Memory & Cognitive Flexibility
Sentiment Analysis Cognitive Flexibility & Inhibition Control
Transcription Cognitive Flexibility & Working Memory

4 Results

A total of 102 workers completed the study (Female 48, Male 54). On average,
workers spent 43.6 minutes to complete the study, with 37.0 minutes spent on the
crowdsourcing tasks (SD = 10.7) and 6.2 minutes on the cognitive tests (SD =
2.1). Based on a Pearson Correlation test, we found a significant correlation
between the worker scores for the cognitive tests and the mean accuracy for the
crowdsourcing tasks (r = 0.47, p < 0.01), as shown in Figure 4.
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Fig. 4: Accuracy of crowdsourcing tasks vs accuracy of cognitive tests.
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4.1 Cognitive Tests

Figure 5 shows worker performance across the five cognitive tests. Workers found
the Stroop test to be relatively easier than the rest. In contrast, the mean ac-
curacy of the N-back task is consistently low. Workers are slightly faster in re-
sponding to the two tests that measure inhibition control, Stroop and Flanker.
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Fig. 5: Accuracy and response time for cognitive tests.

Figure 6 summarises the observed Stroop, Flanker, and Task Switching ef-
fects in terms of response time and error rate. As indicated by ANOVA results,
for both Stroop and Flanker tests, workers were less error prone (F (1, 202) =
26.88, p < 0.01, F (1, 202) = 8.80, p < 0.01) and faster (F (1, 202) = 16.16, p <
0.01, F (1, 202) = 5.22, p < 0.05) when presented with congruent tasks. In the
Task Switching test workers were generally faster (F (1, 202) = 6.78, p < 0.01)
when the same type of task was repeated as opposed to switching from one
type to another. This confirms that the effect of the tests was in the expected
direction [42, 17, 47].
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4.2 Crowdsourcing Tasks

Figure 7 shows that workers were generally faster and more accurate in the
Sentiment Analysis task as compared to other tasks. Worker accuracy was lowest
for the Proofreading task. Figure 8 visualises the accuracy of workers for each
sub task of the crowdsourcing tasks (e.g., an individual sentence in the sentiment
task). This demonstrates that there is a varying level of complexity within each
of our crowdsourcing tasks, an aspect we aimed for in the initial study design.
Finally, we do not observe a significant impact of gender, age, or education level
on crowd task performance.
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Fig. 8: Accuracy of sub tasks for each crowdsourcing task (Sub tasks are ordered in
ascending order of mean accuracy).

4.3 Predicting Crowd Task Accuracy

We used the outcomes of the cognitive tests (e.g., accuracy, response time, Stroop
effect) as features to predict the overall accuracy of each worker. Other features
include mean response time of instructions and demographic information (age,
gender, and education level).

We used Generalised Linear Models, Random Forest, and Beta Regression
to predict the overall task accuracy. Mean Absolute Error (MAE), Root Mean
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Square Error (RMSE), and R-Squared values for the models with 5-fold cross
validation with 10 repeats are shown in Table 3. Inter-correlations were checked
prior to constructing the models and the variance inflation factors values of our
predictors were below the often-used threshold of 5 to detect multicollinear-
ity [27]. As Beta Regression is optimised for datasets where the output value is
in the range (0,1), we had to slightly modify the accuracy values (y) using the
equation, (y ∗ (n− 1) + 0.5)/n where n is the number of observations.

Table 3: Results of predictive models (5-fold cross validation with 10 repeats)

Method MAE RMSE R2

Generalised Linear Model 0.085 0.105 0.320
Random Forest 0.085 0.105 0.303
Beta Regression 0.083 0.105 0.290

We also predicted the accuracy for individual crowdsourcing tasks using the
same procedure. Based on the results (MAE, RMSE, and R-Squared values), we
selected Random Forest for further investigation and prediction as it produces
slightly better results over the other two models in this analysis. Table 4 presents
the features that were shown to be the most important based on feature impor-
tance scores of Random Forest models and the respective executive functions
that those features relate to, as well as the executive functions we hypothesised
each crowdsourcing task covers (Table 2).

Table 4: Significant features and related executive functions

Crowd Task Hypothesis Significant Features Imp. Related
Score Executive

Functions

Classification In. Control Pointing (Accuracy) 4.95 In. Control
W. Memory Flanker (Response Time) 3.07 W. Memory

Stroop (Accuracy) 2.45

Counting In. Control Flanker (Effect Accuracy) 5.57 In. Control
W. Memory Pointing (Response Time) 3.72 W. Memory

Stroop (Accuracy) 3.37

Proofreading W. Memory Task Switching (Accuracy) 7.93 W. Memory
Cog. Flexibility Pointing (Accuracy) 5.60 Cog. Flexibility

Instructions (Response Time) 4.08

Sen. Analysis Cog. Flexibility Stroop (Response Time) 9.68 In. Control
In. Control Instructions (Response Time) 6.90

Flanker (Effect Accuracy) 5.74

Transcription Cog. Flexibility Task Switching (Accuracy) 3.03 Cog. Flexibility
W. Memory Task Switching 2.98

(Effect Accuracy)
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In addition, we applied Principal Component Analysis (PCA) separately for
both the cognitive test and crowdsourcing task results. PCA can be used to show
the distance and relatedness among a population. We visualise this analysis in
Figures 9 & 10. These figures, known as variable correlation plots, visualise the
relationship between all variables. In Figure 9, we observe that the N-back and
Pointing tests are grouped together, implying they are highly correlated. Both
tests measure Working Memory. Similarly, Stroop and Flanker tests, which both
measure Inhibition Control, are positively correlated as shown in Figure 9. More
importantly, Figure 9 confirms that our cognitive test results are in agreement
with the literature regarding the measured executive functions (as presented in
Table 1). The yellow circle indicates a 100% representation of a variable in the
given space. The length of the arrows (close to the edge of the circle) indicates
that all variables are well represented in both plots.

Stro
op

F
la

n
ke

r

Task−Switching

N−Back

Pointing

−2

−1

0

1

2

3

−4 −2 0 2 4

PC1 (35.1% explained var.)

P
C

2
 (

2
1

.9
%

 e
x

p
la

in
e

d
 v

a
r.

)

Fig. 9: Principal Component Analysis (PCA) of cognitive tests.

We make two important observations in Figure 10. First, workers are spread
throughout the space, which shows the diversity in terms of worker expertise. For
example, worker marked as ‘W1’ in Figure 10 did not perform well on Proofread-
ing and Transcription tasks, but performs above average on Sentiment Analysis
and Counting tasks. Our aim is to capture these differences via cognitive tests to
facilitate effective task assignment. Second, we identify strong positive correla-
tions among Proofreading and Transcription task pair, and Sentiment Analysis
and Counting task pair. This suggests a similarity between tasks in terms of
underlying executive functions. According to our findings (Table 4), Cognitive
Flexibility is important for both Proofreading and Transcription tasks while
Inhibition Control is significant for Sentiment Analysis and Counting tasks.
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Fig. 10: Principal Component Analysis (PCA) of crowdsourcing tasks.

4.4 Task Assignment Based on Cognitive Skills

Next we developed a strategy to exemplify how cognitive tests can be used
for task assignment. To evaluate our strategy, we first select workers for tasks
solely based on cognitive test scores, and then compare their task performance
as recorded in the study. Here, we transform our prediction from a regression
problem to a binary classification problem and focus on predicting if a particular
worker should be assigned to a particular crowdsourcing task or not.

For any specific task, we can select a subset of workers from a worker pool in
order to maximise the predicted accuracy. For each task, we trained a Random
Forest model with 5-fold cross validation using measures from cognitive tests
and demographic information as features. Using the models, we predicted the
expected accuracy for each worker for each task. Then for each task, based on
predicted worker accuracy, we categorised workers into two classes (‘Selected’ or
‘Not Selected’). We used a variable ‘Worker Qualification Limit’ (L) to determine
which portion of workers to consider for assignment. For instance when L = 40
for the Classification task, the top 40% of workers in terms of their predicted
accuracy in this task are labelled as ‘Selected’ and the remaining 60% are labelled
as ‘Not Selected’.

The observed accuracy for workers based on prediction outputs for all five
tasks with different L values is shown in Figure 11. For instance, for the Sen-
timent Analysis task, if we select the top 51 workers out of 102 (L = 50) in
terms of our predictive model, we observe that those 51 selected workers actu-
ally achieve a mean accuracy of 0.88 whereas the 51 unselected workers achieve
a mean accuracy of 0.80. The overall mean accuracy for the Sentiment Analysis
task for all 102 workers is 0.84 (shown in black horizontal line in Figure 11).
Also, we note that for any L value, our assignment method selects a subset of
workers whose mean accuracy for the task is better than the mean accuracy of
the remaining workers or the mean accuracy of the entire worker pool.
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Fig. 11: Accuracy of workers for each task based on output of prediction.

Next we investigated to what extent our method leads to worker discrimi-
nation. In other words, does it always favour a handful of skillful workers? We
calculate the total number of tasks each worker would be assigned to once we
select workers for all five tasks based on our approach. Figure 12 summarises the
outcome distribution. If task assignment is carried out based on our model with
L as 50, we observer that 11 (10.8%) workers are selected for all five tasks, and
18 (17.6%) workers are not assigned any task. A higher L value (e.g., L = 75)
assigns more workers to all five tasks. For lower values (e.g., L = 25), which
represent a more “exclusive” model, we observe that no worker is assigned to all
5 tasks. In other words, at low L values, task routing is so exclusive that there is
no single worker in our sample that would meet the expectations for all 5 tasks.
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Fig. 12: Number of workers against the total number of tasks assigned to each worker.

5 Discussion

5.1 Using Cognitive Tests to Predict Performance

Apart from cognitive skills, previous work has explored the relationship between
crowd task performance and a number of worker attributes, such as age [34],
location [34, 56], skills [43], and personality [33, 41]. However, we note a common
pitfall in these studies: evaluation is based on a single type of task. For exam-
ple, Kazai et al. [33, 34] only used relevance labelling tasks; Shaw et al. [56] used
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content analysis questions; Mavridis et al. [43] used a set of multiple choice ques-
tions on the topic of ‘Computer Science’; and Lykourentzou et al. [41] explored
collaborative advertisement creation. To ensure the applicability of our findings
to generic crowd work, our study included five different crowdsourcing tasks.

Previous work by Goncalves et al. [22] demonstrated that it is possible to
predict the accuracy of crowd workers based on their cognitive skills. While
their study used 8 different crowdsourcing tasks to validate their findings, we
note three major deficiencies. First, aptitude tests (visual and verbal) as well as
the crowdsourcing tasks were conducted in a lab study, using a limited sample
of 24 participants that are not representative of the crowd worker population.
In contrast, we deployed our entire study on MTurk where 102 actual crowd
workers completed the study. Second, compared to the ETS cognitive kit [16]
used by Goncalves et al. [22], the tests we used to assess the cognitive ability
of participants contained fewer trials which were mostly fast-paced. According
to the specifications of ETS kit, it takes 44 minutes in total to complete the
first part of each cognitive test employed in [22]. In contrast, workers spent on
average 6.2 minutes to complete all five of our tests which indicates a significant
reduction in required time. Third, unlike ETS tests which are not practical for
an online setting (e.g., one task requires paper folding), our online tests can be
readily utilised by crowd platforms or task requesters with low effort. Thus, we
eliminate any uncertainty associated with the previous study and establish that
it is viable to use online cognitive tests to predict crowd task performance.

Furthermore, our prediction model can also be used along with other task
routing frameworks. For example, Zheng et al. [60] proposed a task assignment
system that uses expectation maximisation to populate an estimated distribution
matrix containing estimated task accuracies. They select optimum tasks to be
assigned to a worker based on this matrix. One could easily apply our model
based on cognitive skills to predict task accuracy and then generate the estimated
distribution matrix.

5.2 Conducting Cognitive Tests Online

We observed Stroop, Flanker, and Task Switching effects that replicate the re-
sults of classic Psychology experiments [42, 17, 47]. More importantly, our find-
ings are in line with previous work by Crump et al. [6], that demonstrated that
these effects could be effectively observed in online experiments. However, the ef-
fects we observed indicate a smaller effect size when compared to previous work.
One reason for this could be the fact that we used a lower number of trials. For
instance, we used 18 trials per worker with 102 workers for Stroop task, whereas
the previous work by Crump et al. [6] is based on a total of 40 workers, each
completing 96 trials.

Furthermore, our study identifies a strong relationship between each crowd
task and several cognitive tests, validating our assumption that corresponding
executive functions have an extensive impact on the crowd task (see Table 4).
Based on this finding, a task requester could either select cognitive tests based
on our results or pick executive functions that best explain the nature of the
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work and choose matching tests. Alternatively, the requester could implement
multiple tests covering all executive functions and then figure out which tests to
be used by piloting with a small set of workers. From a crowdsourcing platform
perspective, it is more viable to implement a collection of cognitive tests similar
to the tests applied in our study, so that the outcomes of such tests can be used
to route or recommend a wide variety of tasks to workers.

5.3 Task Assignment

Assigning tasks based on historical performance of workers in crowdsourcing
platforms may be impractical for many reasons including anonymity, fluctua-
tions in worker availability [31], or the lack of ground truth data to assess the
historical accuracy of workers. On the other hand, using post-processing tech-
niques to reject work could have consequences like workers avoiding the requester
in future [44]. Here, we attempt to address these issues by using cognitive tests
as predictors of crowd task performance. Our approach for assigning or recom-
mending users, whereby we select a subset of workers who would possibly per-
form better at each task, can also be seen as a top-N recommendation task [8].
As shown in Figure 12 (for L = 50), we observe that tasks are well-distributed
amongst workers – despite selecting the best workers for each task. Only 18 work-
ers out of 102 end up not assigned to any task, while 11 workers are selected
for all five tasks. This indicates that our proposed model is able to capture dif-
ferent expertise of workers and assign tasks accordingly. Fair task distribution
is extremely important when we consider the task assignment problem from the
perspective of the crowd workers. In contrast to widely used methods such as
approval rate [32], our method does not aim to reward a superior set of workers
who are capable in all tasks. Instead, our method focuses on finding the best
suited task or tasks for each worker. This will allow workers to complete tasks
that are more compatible with their skill set, which has been shown to improve
worker satisfaction and reduce the likelihood of task abandonment [36, 30].

Due to budget constraints, crowd task requesters often have to either limit
the number of answers expected for each question or reduce the payment for
each answer. Both of these actions can reduce output quality [10]. We show that
it is possible to obtain higher accuracy by selecting a subset of workers based
on cognitive skills (Figure 11), therefore reducing the total number of answers
and task cost. In a situation where the requester opts to use cognitive tests as a
qualification test, an additional cost would incur for running the cognitive tests.
However, typically the number of questions in each task is large enough [31, 10]
to recover this initial investment.

5.4 Limitations

We acknowledge several limitations in our study. First, as we wanted to ensure
that the cognitive tests took as little time as possible to complete, the total
number of trials for each test was kept to a minimum. While measures of cognitive
tests would become more accurate and distinct when increasing the number of
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trials, the limited number of trials was sufficient for our predictions. Second,
human cognitive ability is known to demonstrate subtle variations during the
day [12], this is an aspect that we do not account for in our study. Third, similar
to any supervised learning method, in the initial stages, our model needs to
be trained using data captured from a set of workers performing cognitive tests
followed by a set of crowdsourcing tasks similar to those presented in this study.

6 Conclusion and Future Work

In this paper we demonstrate the possibility of using brief online cognitive tests
to predict the performance of crowd workers across a range of tasks. We present
a study conducted on Amazon Mechanical Turk with 102 workers, where each
worker completed a set of cognitive tests followed by a series of crowdsourcing
tasks. Through our analysis we highlight the relationships between particular
cognitive tests that measure one or more specific executive functions and crowd-
sourcing task performance.

We show that our proposed method can effectively assign or recommend
workers to 5 distinct crowd tasks from a pool of 102 workers with significant
improvements to task accuracy while also utilising the majority of the worker
pool. Our results also suggest that suitability of a worker for a specific crowd-
sourcing task could be predicted using the outcome of two or three cognitive
tests. Given that each of our cognitive tests could be completed within less than
2 minutes and can be seamlessly integrated with online crowdsourcing platforms,
our findings could be readily adopted by researchers, general task requesters, and
crowdsourcing platforms.

Further research on the longitudinal impact of the process of measuring cog-
nitive ability would allow us to decide on the optimum frequency with which
these tests should be repeated. Cognitive tests should not be repeated too often
as it could lead to workers being familiarised with tests. It is known that training
obtained in cognitive tests could contribute towards an improvement in metrics
of those particular tests but has no impact on other tests or general performance
of other tasks [48]. As there are a number of different tests that measure the same
executive function [9], one alternative would be to randomly select tests from a
pool of tests instead of using identical dedicated tests. In addition, a future study
that dynamically routes tasks based on worker cognitive ability and compares
the results with other routing methods can further establish the effectiveness of
the proposed method in practice.

In our evaluation, we consider assigning workers to tasks one after the other,
which will result in repeatedly selecting some workers for multiple tasks. In
future work, we intend to explore how we could assign or recommend tasks to
workers based on cognitive skills when we have multiple tasks at hand. For this
we could either adopt task routing frameworks presented in the literature [60,
40, 18] or propose a novel approach considering additional parameters such as
the number of unique questions in each task, the number of answers required for
each question, and payment.
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