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This article proposes a summarization system for mul-
tiple documents. It employs not only named entities and
other signatures to cluster news from different sources,
but also employs punctuation marks, linking elements,
and topic chains to identify the meaningful units (MUs).
Using nouns and verbs to identify the similar MUs, fo-
cusing and browsing models are applied to represent
the summarization results. To reduce information loss
during summarization, informative words in a document
are introduced. For the evaluation, a question answering
system (QA system) is proposed to substitute the human
assessors. In large-scale experiments containing 140
questions to 17,877 documents, the results show that
those models using informative words outperform pure
heuristic voting-only strategy by news reporters. This
model can be easily further applied to summarize mul-
tilingual news from multiple sources.

Introduction

Owing to the widespread use of the Internet, a large scale
of multicultural and multilingual information can be ob-
tained simultaneously by computer users despite geographic
differences. At such an information explosion age, how to
filter useless information, and how to absorb and employ
information effectively becomes an important issue for us-
ers. Take news broadcasting as an example. On-line ser-
vices become popular. Readers can access the on-line news
sites quickly, but news take much time for people to read.
This article will provide a personal news secretariat to help
on-line readers to absorb news information from multiple
sources. This news secretariat eliminates the redundant in-
formation in the news, and reorganizes the relevant news for
readers.

Reorganizing news is a kind of documents’ summariza-
tion, which extracts important information for readers. Be-
sides this application, document summarization can also
help users to decide relevance of documents. This will

eliminate some degree of bottlenecks on the information
highway. The research of document summarization begins
very early (Edmundson, 1964, 1969; Luhn, 1958), and
becomes one of the traditional topics in the research of
natural language processing. Recently, it has attracted new
attention due to the Internet application. Many papers about
documentation summarization have been proposed (Brunn,
Chali, & Pinchak, 2001; Hovy & Marcu, 1998; Kupiec,
Pedersen, & Chen, 1995; Lin & Hovy, 1997). A special
summarization evaluation Summac-1 (Mani et al., 1998)
organized by DARPA Tipster Text Program was held to
deal with three kinds of evaluation tasks, i.e., categorization,
ad hoc, and question and answering. In the past, the major
research was stressed upon single document summarization.
Recently, the efforts transferred to multiple documents sum-
marization (Carbonell & Goldstein, 1998; Chen & Huang,
1999; Lin & Hovy, 2002; Mani & Bloedorn, 1997; McKe-
own, Klavans, Hatzivassiloglou, Barzilay, & Eskin, 1999;
McKeown & Radev, 1995; Radev & McKeown, 1998;
Radev, Blair-Goldensohn & Zhang, 2001).

Our research on single document summarization in Sum-
mac-1 (K.H. Chen et al., 1998) is extended to multiple
documents summarization in Chinese news. This article is
organized as follows: The next section presents the archi-
tecture of our summarization system. Then we specify a
news clusterer. After that we deal with a news summarizer
with informative words and its experimental results. Simi-
larity analysis and presentation models are discussed, re-
spectively. We then present a Question Answering (QA)
system and introduce a new automatic evaluation model.
Manual evaluation and automatic evaluation are compared.
The next section then shows a large-scale experiment using
a QA system, in that both two metrics, i.e., document
retention rate, and QA correct rate, are considered. Then we
deal with some issues on multilingual news summarizer.
Finally, we show the concluding remarks.

Architecture of a Summarization System

Figure 1 shows the architecture of our summarization
system, which is used to summarize Chinese news from
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on-line newspapers, for example, China Times, Commercial
Times, China Times Express, United Daily News, Tomor-
row Times, and China Daily News in Taiwan. It consists of
two major components: a news clusterer and a news sum-
marizer. The news clusterer receives news streams from
multiple on-line news sites and directs them into several
output news streams according to events. An event is de-
noted by five basic entities such as people, affairs, time,
places, and things. The news articles for respective events
are summarized by a news summarizer. The tasks for the
clusterer are listed below:

1. Employing a segmentation system to identify Chinese
words.

2. Extracting named entities, for example, people, place,
organization, time, date, and monetary expressions.

3. Applying a tagger to determine the part of speech for
each word.

4. Clustering the news stream based on the named entities
and other signatures.

The tasks for the news summarizer are shown as follows:

1. Partitioning a Chinese text into several meaningful units
(MUs), which will be described later.

2. Linking the meaningful units and denoting the same
thing from different news reports.

3. Displaying the summarization results by two kinds of
modes: a sequence of news by information decay and a
summarization by voting from reporters, which will be
described later.

A News Clusterer

Because a Chinese sentence is composed of characters
(words) without boundaries, segmentation is indispensable.
We employ a dictionary, some morphological rules, and an
ambiguity resolution mechanism for the segmentation. Fur-
thermore, we also extract named organizations, people, and
locations, along with date/time expressions and monetary

and percentage expressions (H.H. Chen et al., 1998). Dif-
ferent types of information from different levels of text are
also considered, including characters condition, statistic in-
formation, titles, punctuation marks, organization and loca-
tion keywords, speech-act and locative verbs, cache, and
n-gram model. The recall rates and the precision rates for
the extraction of person names, organization names, and
location names in the Chinese named entity extraction task
of a famous message understanding competition (MUC,
1998) are (87.33%, 82.33%), (76.67%, 79.33%), and
(77.00%, 82.00%), respectively.

When we apply the segmentation system in the summa-
rization experiments, several errors occurred as below, that
could influence the performance of summarization:

1. Two sentences denoting the similar meaning may be
segmented differently due to the segmentation strategies.
For example:

(C1)

(But the justice minister Mr. Chung-Mo Cheng has
been internally appointed as the vice president of
the Judicial Yuan . . .)

This sentence is segmented into (Nc)
(Nc) (Nb) (VC) (VG)

(Nc) (Na) . . .
(C2)

(. . . and after Mr. Chung-Mo Cheng has been appointed
as the vice president of the Judicial Yuan, the vacant
position of Justice Minister . . . .)
This sentence is segmented into (Nb)

(VG) (Nc) (Na) (Ng)
(Na) (Na) (Na) . . .

The major title “ ” (Justice Minister) and the
major person “ ” (Chung-Mo Cheng) are seg-
mented in different ways in the above examples. That
will introduce errors in similarity analysis.

2. Unknown words generate many single-character words.
For example, “ (Na) (Na) (VC),” “ (Nc)

(Na) (Nc),” “ (Nb) (VC) (Na),” “ (VH)
(Neu) (VC),” and so on. After tagging, these words

tend to be nouns and verbs, which are used in computing
the scores for similarity measure. Thus, errors will be
illuminated later.

We adopt a two-level approach to cluster the news from
multiple sources. At first, news is classified on the basis of
a predefined topic set. Then, the news articles in the same
topic set are partitioned into several clusters according to
named entities. Clustering is necessary. On the one hand, a
famous person may appear in many kinds of news stories.
For example, President Bush may make a public speech
(political news), join an international meeting (international
news), or even just show up at the opening ceremony of a
baseball game (sports news). On the other hand, a common
name is frequently seen but denotes different persons. Clus-

FIG. 1. Architecture of a summarization system.
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tering helps to reduce the ambiguity introduced by famous
persons and/or common names.

A News Summarizer

Meaning Units

The basic idea in our study is to tell the similarity of the
news articles in the same event. The basic unit for similarity
checking may be a paragraph or a sentence. For the former,
text segmentation is necessary for documents without para-
graph markers (K.H. Chen & Chen, 1995). For the latter,
text segmentation is necessary for languages such as Chi-
nese. Because Chinese writers often assign punctuation
marks at random (H.H. Chen, 1994), the sentence boundary
is not clear. For Example:

(C3)

(Central News Agency, 1999.12.02)
(Although they were undeterred by mass arrests
and a police crackdown, antifree-trade protesters
still marched on downtown Seattle today. The
protesters, carrying signs and chanting, opposed
the global trade liberalization being worked on at
a meeting of trade ministers from the World Trade
Organization.)

It is composed of four sentence segments separated by
commas. On the one hand, if a sentence segment is regarded
as a unit for similarity checking, it may contain too little
information. On the other hand, if a sentence is regarded as
a unit, it may contain too much information. To avoid such
extreme results, we consider a meaningful unit (MU) as a
basic unit for measurement. A MU is composed of several
sentence segments and denotes a complete meaning. Fol-
lowing is the examples of our applying two MUs for (C3):

(C4)

(Although they were undeterred by mass arrests
and a police crackdown, antifree-trade protesters
still marched on downtown Seattle today.)

(C5)

(The protesters, carrying signs and chanting, op-
posed the global trade liberalization being worked
on at a meeting of trade ministers from the World
Trade Organization.)

Here, a MU that consists of several sentential segments
denotes a complete meaning.

Three kinds of linguistic knowledge—punctuation
marks, linking elements and topic chains, are applied for
identifying the MUs.

1. Punctuation marks: There are fourteen marks in Manda-
rin Chinese (Yang, 1981), but only period, question
mark, exclamation mark, comma, semicolon, and cae-
sura mark are employed. The former three are sentence
terminators, and the latter three are segment separators.

2. Linking elements: There are three kinds of linking ele-
ments (Li & Thompson, 1981): forward-linking ele-
ments, backward-linking elements, and couple-linking
elements. A segment with a forward-linking (backward-
linking) element is linked with its next (previous) seg-
ment. A couple-linking element is a pair of words that
exists in two segments. Apparently, these two segments
are joined together. In other words, these two segments
linked by the above linking elements are obviously re-
lated in theme. Moreover, those linking elements are
stored in a table form. Whenever the linking elements are
identified by consulting the table during Chinese sen-
tence processing, the related two sentence elements are
extracted as one MU. Examples (C6)–(C8) show their
respective linkings.

(C6) Forward linking:

(Because the weather is bad, the flight is changed
to tomorrow.)

(C7) Backward linking:

(I wanted to come earlier, but I didn’t catch the
bus.)

(C8) Couple linking:

(He is walking and singing.)

3. Topic chains: The topic of a clausal segment is deleted
under the identity with a topic in its preceding segment.
The result of such a deleting process is a topic chain. In
other words, a referent is referred to in the first clause,
and then there follow several more clauses talking about
the same referent but not overtly mentioning that refer-
ent. For this reason, we have the following postulation
(Chen, 1994): given two VP segments, or one S and one
VP segment, if their expected subjects are unifiable, then
the two segments can be linked. This article applies the
postulation to parse each segment independently, and
composes a parsing tree from the trees of segments. This
will reduce the complexity of parsing very long Chinese
sentences. In our summarization system, we do not ac-
tually parse the Chinese sentences. We employ part of
speech information only to predict a missing subject of a
verb. If it does happen, we postulate that it must appear
in the previous segment, at the same time the two seg-
ments are connected to form a larger unit. For example:

(C9)

(The Kuomintang (KMT) was built up by its orga-
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nized system, but now the organized physique is
very weak, so that in the end they had to depend on
propaganda during the election campaign, which is
really a pity.)

There are four segments in this example. The words
“ ” (but) and “ ” (so that) in the second and
the third segments are backward linking elements. Thus,
these three segments are connected together. The last
segment does not have any subject; therefore, it is con-
nected to the previous one. To sum up, these four seg-
ments form a MU. Here, we do not touch on the asso-
ciative problem mentioned in parsing (Chen, 1994). We
only consider which segments can form a MU.

Similarity Models

The next step is to find the similarity among MUs in the
news articles that report about the same event, and link the
similar MUs together. Our approach uses linguistic features
extracted from input documents to identify several groups
of MUs which convey approximately the same information.
Because predicate-argument structure forms the kernel of a
sentence, verbs and nouns are selected for similarity mea-
sures. We do not employ machine learning algorithm to
induce decision rules for text similarity (Hatzivassiloglo,
Klavans, & Eskin, 1999). Instead, we consider several strat-
egies shown as follows:

(S1) Nouns in one MU are matched to nouns in another
MU, as are the verbs.

(S2) The operations in (1) are exact matches.
(S3) A Chinese thesaurus, i.e., (tong2yi-

4ci2ci2lin2), (Mei et al., 1982), is employed during the
matching. That is, the operations in (S1) may be
relaxed to inexact matches.

(S4) Each term specified in (S1) is matched only once.
(S5) The order of nouns and verbs in MU is not taken into

consideration.
(S6) The order of nouns and verbs in MU is critical, but it

is relaxed within a window.
(S7) When continuous terms are matched, an extra score is

added to the similarity measure.
(S8) When the objects of transitive verbs are not matched,

a score is subtracted from the similarity measure.
(S9) When date/time expressions and monetary and per-

centage expressions are matched, an extra score is
added to the similarity measure.

The similarity measure of two MUs is in terms of noun-
similarity and verb-similarity shown as formulas (1) and (2),
respectively. Besides Chen and Huang (1999), Hatzivassi-
loglou et al. (1999) also employed the same formulas.

noun � sim�A, B� �
m

�ab
(1)

verb � sim�A, B� �
n

�cd
(2)

where m(n) denotes the number of matched nouns (verbs),
a and b denote total number of nouns in MUs A and B,
respectively, and c and d denote total number of verbs in
MUs A and B, respectively.

Five models shown below are constructed under various
combinations of the strategies specified above:

(M1) strategies (S1)�(S3)�(S4)�(S5)
(M2) strategies (S1)�(S3)�(S4)�(S6)
(M3) strategies (S1)�(S3)�(S4)�(S5)�(S7)�(S8)
(M4) strategies (S1)�(S3)�(S4)�(S5)�(S7)�(S8)�(S9)
(M5) strategies (S1)�(S2)�(S4)�(S5)�(S7)�(S8)�(S9)

Consider the following two MUs as an example for M1
model:

MU1: (Nc) (VC) (Na)
(Na) (Na), (VC) (VH)

(Na)
(The painting and calligraphy of Dr. Sun Yat-sen
that were exhibited in the National Dr. Sun Yat-sen
Memorial Hall have disappeared.)

MU2: (Nc) (VC) (Na)
(Na) (VH) (Na)

(The National Dr. Sun Yat-sen Memorial Hall
passed a message that the exhibiting painting and
calligraphy have disappeared.)

In this example, m � 4, n � 2, a � 5, b � 4, c � 3, and
d � 2. Thus, noun-sim(MU1,MU2) � 0.89, and verb-
sim(MU1,MU2) � 0.82. The basic ideas for the other
models are dealt with in the following section.

Preparation of Testing Corpus

Nine events, which occurred within 1998/11/7 and 1998/
12/8, were manually selected from Central Daily News,
China Daily Newspaper, China Times Interactive, and FTV
News Online in Taiwan for measuring the performance of
each model. Each event was composed of more than two
articles, which were reported in the same day. They are
shown as follows:

1. (military service): six articles
2. (construction permit): four articles
3. (landslide in Shan Jr): six articles
4. (Bush’s sons): four articles
5. (Typhoon Babis): three articles
6. (stabilization fund): five articles
7. (theft of Dr. Sun Yat-sen’s callig-

raphy): three articles
8. (interest rate of the Central Bank):

three articles
9. (the resignation issue of the Cabi-

net): four articles

The news events are selected from different boards. An
annotator reads all the news articles, and connects the MUs
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that discuss the same story. Because each MU is assigned a
unique ID, the linking MUs form the answer keys for the
performance evaluation.

Experiment Results

Traditional precision and recall are computed. Table 1
lists the performance of these five models. The thresholds
for noun-similarity and verb-similarity are set to 0.3. M1 is
regarded as a baseline model. M2 is different from M1 in
that the matching order of nouns and verbs are kept condi-
tionally. It tries to consider the subject-verb-object se-
quence. The experiment shows that the performance is bad.
The major reason is the syntax of Chinese sentences is
loose. We can express the meaning of a sentence by differ-
ent syntactic structures. Movement transformation such as
topicalization, relativization, ba-construction and bei-con-
struction may affect the order of subject-verb-object. Thus,
in M3 we give up the order criterion, but add an extra score
when continuous terms are matched, and subtract some
score when the object of a transitive verb is not matched.
Compared with M1, the precision is a little higher, and the
recall is improved about 4.5%. If we further consider some
special named entities such as date/time expressions and
monetary and percentage expressions in M4, the recall is
increased about 7.6% at no expense of precision. M5 tries to
estimate the function of the Chinese thesaurus. It uses exact
matching. The precision is a little higher, but the recall is
decreased about 6% compared with M4.

Several major errors affect the overall performance. Us-
ing nouns and verbs to find the similar MUs is not always
workable. The same meaning may not be expressed in terms
of the same words or synonymous words. Examples (C10)
and (C11) talk about the same event, but use different verbs,
such as (VC) “carry out” versus (VC) “hold.”
The similarity contributed from verb is 0; thus, the recall is
affected.

(C10) (VE) (VHC) (Nc)
(VC) (Neu) (Neu)

(VHC) (Nc) (Na) (Na) (Na)
(In order to declare stability of stock market, the
special subcommittee for stabling the stock market
carried out the first meeting.)

(C11) (Na) (Na) (Nd) (VC) (Neu)
(Neu) (Na)

(The special subcommittee held the first meeting
yesterday.)

Besides, we can use different formats to express monetary and
percentage expressions. For example, “ ”
(two hundreds and eighty-three billion) in Chinese can be
written as “ .” Similarly,
the percentage expression “ ” (7.25%)
can be expressed in terms of “ ” or “7.25%.”
Like other Asian languages, for example, Japanese, seg-
mentation is another source of errors. Although our seg-
mentation system takes care of named entities, there are still
many new words in news articles. The new invented words
are segmented into a sequence of single-character words.
Moreover, the dictionary used in segmentation and the
thesaurus used in the inexact matching are not integrated
together in our experiments. A total fo 40% of nouns and
21% of verbs are not found in the thesaurus.

Presentation Models

How to minimize the redundacy between passages and
how to select the most representative sentences are impor-
tant issues in automatic summarization. Furthermore, sen-
tence ordering in the summary is another important issue.
There are many related approaches such as Maximun Mar-
ginal Relevance Muti-Document metric (Goldstein et al.,
2000), exchange method (Hatzivassiloglou et al., 2001),
Buddy system (Lin & Hovy, 2002), and sentence ordering
(Barzilay, Elhadad, & McKeown, 2001). In this article, two
models, i.e., focusing model and browsing model, are pro-
posed to display the summarization results. In the focusing
model, a summarization is presented by voting from report-
ers. For each event, a reporter records a news story from his
own viewpoint. A news article is composed of several MUs.
Those MUs that are similar in a specific event are common
focuses of different reporters. In other words, they are
worthy of reading. In the current implementation, the MUs
that are reported more than twice are our target. For read-
ability, the original sentences that cover the MUs are se-
lected. For each set of similar MUs, only the longest sen-
tence is displayed. The display order of the selected sen-
tences is determined by relative position in the original
news articles. That is, if a sentence appears in the introduc-
tion part of a news article, it tends to be displayed in the
front of focusing summarization. The appendix lists the
focusing summarization for typhoon news (event 5).

In the browsing model, the news articles are listed by
information decay. The first news article is shown to the
user in its whole content. The latter shown news articles, the
MUs denoting the information mentioned before are shad-
owed (or eliminated), so that the reader can focus on the
new information. The amount of information in a news
article is measured by the number of MUs, so that the article
that contains more MUs is displayed before the others. For
readability, a sentence is a display unit. The appendix also
demonstrates the browsing summarization. In this model,
users can read both the reporters’ common views and dif-
ferent views. It saves the reading time by listing the com-
mon view only once.

TABLE 1. Performance of similarity of MUs.

Model Precision Recall

M1 0.5000 0.5434
M2 0.4871 0.3905
M3 0.5080 0.5888
M4 0.5164 0.6198
M5 0.5243 0.5579
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Discussion

Some issues of the above summarization system will be
addressed as follows:

1. Goldstein et al. (1999) mentioned that summary length
depends on the document type and fixed compression
ratio is impractical. The summarization size of the above
baseline system is fixed and cannot be used to study the
variance between the length and the precision rate on
Chinese newswire documents.

2. The presentation order of sentences in a summary is
based on the relative positions in the original documents
despite of their importance. Thus, users might stop read-
ing or miss the deferred appearing information.

3. The voting strategy gives a shorter summarization,
which missed unique information reported only once.

To tackle the above problems, informative words con-
cept is adopted. The extraction of the related informative
words and the sentence selection methodologies for sum-
marization are described in the following section.

Generating Summaries with Informative Words

The concepts of topic words and event words were
applied to topic tracking successfully (Fukumoto & Suzuki,
2000). The basic hypothesis is that an event word associated
with a story appears across paragraphs, but a topic word
does not. In contrast to the event word, the topic word
frequently appears across all documents. Thus, the docu-
ment frequency of each word becomes an important factor
in finding the appropriate sentences for summarization. The
event words, which appear with higher term frequency in a
document, will be more distinctive for the document. There-
fore, we defined the words that have both high document
frequency and high term frequency as informative words.
They are used to improve the performance of news summa-
rizer of the above baseline summarization system.

Informative Words and Sentence Selection for
Summarization

The score function (IW) of an informative word Wid is
defined as (5). Ntf(Wid) is the normalized term frequency of
the term Wid. tf(Wid) and mtf(d) are the term frequency of
Wid, and the mean term frequency in document d, respec-
tively. DF(Wid) denotes the document frequency of Wid, and
N is the total number of documents in an event. In formula
(5), � denotes a weighted number that may be learned from
a corpus. � was set to 1/2 and 1 in the later experiments.

Ntf�Wid� �
tf�Wid� � mtf�d�

tf�Wid� � mtf�d�
(3)

NDF�Wid� � DF�Wid�/N (4)

IW�Wid� � �*�3� � �1 � ��*�4� (5)

The more informative words a MU contains, the more
possible the MU is used for generating summaries. In this
article, only the top 10 terms with the higher IW scores will
be chosen as informative words for a document. The score
of each MU denotes the total number of informative words
in it. The MUs with the highest score will be selected.
Moreover, the selected MUs in a summary will be arranged
in the descending order. In other words, the sentences that
have more important MUs will appear before the less im-
portant ones in a summary. In this case, if the readers stop
reading the summaries half way, they would not miss too
much important information.

Experiment Results
Figure 2 shows our block diagram of the extrinsic eval-

uation task (Tsutomo, Sasaki, & Isozaki, 2001) on text
summarization which was also adopted in the SUMMAC
Q&A evaluation (SUMMAC, 1998). For simplicity, we call
it QA task. First, the question sets (query sets) are collected
under the document collection. At the same time, the cor-
responding answer sets are made after reading all the doc-
uments. After various kinds of document summaries are
completed, the assessors will be involved in the evaluation.
Each assessor will be assigned for summary texts and their
related question sets. In the process of the evaluation, the
reading and the answering time will be recorded. When
assessors finish the question and answering task, we review
their answers based on the respective answer sets and com-
pute the precision rate of each question. Besides, the aver-
age document reduction rate and the average Q&A preci-
sion of various types of summary text are computed,
respectively.

In our experiment, the test data is collected from six
news sites in Taiwan, i.e., China Times, Commercial Times,
China Times Express, United Daily News, Tomorrow
Times, and China Daily News, through the Internet. There
are in total 17,877 documents (near 13 MB) recorded from
January 1, 2001 to January 5, 2001. The total amount of
MUs in this test collection is 189,774. After clustering, there
are 3,146 events. Because of assessor cost, only 12 events
were selected randomly in the first stage. A total of 60
questionnaires (five questions of each event) are made man-

FIG. 2. Example of QA task.

JOURNAL OF THE AMERICAN SOCIETY FOR INFORMATION SCIENCE AND TECHNOLOGY—November 2003 1229



ually with answers to their related documents. They are all
factual questions and some sample questions are shown
below. Here Qi,j denotes the jth question in event i:

(Q10,1) ?
Who is the general manager of the Far East Airline
Company?

(Q2,2)
How much did it spend to build the Xin-Sheng
primary school?

Moreover, 12 members of our laboratory who are all
graduate students majoring in computer science are selected
to conduct the following experiments: (1) full text (FULL),
(2) the base line system (BASIC) (3) term frequency only
with vote strategy (TFWV, i.e., � � 1), (4) informative
words with vote strategy (PSWV, i.e., � � 1/2) (5) term
frequency without vote strategy (TFNV, i.e., � � 1), and (6)
informative words only without vote strategy (PSNV, i.e., �
� 1/2). Each assessor evaluates a summarization method
twice, using different question sets (i.e., answer only once
per event).

To evaluate objectively, each assessor does not know the
text types what he (she) assesses. The experimental results
are shown in Table 2. R&A time means the summation of
reading time and answering time. On the one hand, Reduc-
tion Rate-S and Reduction Rate-T mean the relative reduc-
tion rate of size and R&A time, respectively. The definition
of Relative Reduction Rate of size is (Size of a specified
system)/(Size of FULL). The average precision and its
relative variance of each text type are also given to show the
statistical information.

Discussion
Several observations from Table 2 are shown below.

1. The size of TFNV and PSNV is larger than that of
BASIC (near 15%), but the precision rate of TFNV and
PSNV is lower than that of BASIC.

2. The size of TFWV and PSWV is smaller than that of
BASIC, and their precision rate is also smaller than that
of BASIC.

3. The precision rates of both TFWV and PSWV are larger
than those of TFNV and PSNV.

The above observations are out of our expectation. From
observations (1) and (2), the informative words seem not to
be useful in MU selection. From observation (3), the vote
strategy seems to be useful to improve the precision. In
other words, neglecting the news story reported by only one
reporter seems to have no problems in Q&A. However, due
to limitations and drawbacks of human assessment, evalu-
ation shown below in the QA task may mislead.

1. Due to different backgrounds among human assessors,
the evaluation is unable to be objective. We have to
conduct several evaluations in order to obtain correct and
objective results. Nevertheless, this will be cost-effec-
tive.

2. Fatigue and limited time to work may effect the assessor
assessment. That is, the assessors may quit reading or
read too fast and miss the useful information to answer
the questions. This will effect the precision.

3. Due to the high cost of the assessors, the large-scale
evaluation is nearly impossible.

An Evaluation Model Using Question
Answering System

Model Using Question Answering System

To improve the QA task and verify the experimental
results, a Question Answering system is used to substitute
the human assessors in Figure 2. The flow of the revised
evaluation model is shown in Figure 3. Both full texts and
summaries are read by Question Answering systems, and
the systems find the answers from full texts and summaries,
although the efficiency of a Question Answering system
may affect the evaluation results, which is fair for all summa-
rization models under the same evaluation environment.

TABLE 2. Results using QA task.

FULL BASIC TFWV PSWV TFNV PSNV

Size (Byte) 59,637 12,974 12,002 12,348 15,192 15,267
Reduction Rate-S 1 0.22 0.20 0.21 0.25 0.26
Reading Time (s) 2,224 780 744 660 816 804
Answering Time (s) 1,752 1,236 1,200 1,128 1,356 1,260
R&A Time (s) 3,976 2,016 1,944 1,788 2,172 2,064
Reduction Rate-T 1 0.51 0.49 0.45 0.55 0.52
Precision 0.923 0.525 0.513 0.519 0.502 0.513
Variance 0.010 0.047 0.095 0.054 0.712 0.061

FIG. 3. Revised evaluation model.
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The Question Answering system we adopted was bor-
rowed from Lin and Chen (1999), whose main strategies are
keyword matching and question-focus identifying. This sys-
tem has been used in open domain question and answering
on heterogeneous data (Lin et al., 2001). It is composed of
three major modules shown as follows:

1. Preprocessing the Question Sentences: At first, the parts
of speech are assigned to the words in question sen-
tences. Then, stop words are removed. The remaining
words are transformed into the root forms and considered
as the keywords of question sentences. For each key-
word, we find all synonyms from the related thesaurus,
for example, Chinese–English WordNet (H.H. Chen,
Lin, & Lin, 2002). Those terms are the expansion set of
the keywords. Moreover, no matter whether the keyword
is a noun, a verb, an adjective or an adverb, all the
possible morphological forms of the word are also added
into this set.

2. Retrieving the Documents Containing Answers: A full
text retrieval system is implemented to decrease the
number of documents to be searched for the answering
sentences. Each keyword of an expanded question sen-
tence is assigned a weight. Especially, those words
tagged with proper-noun markers have been assigned
higher weights. This is because they may be the focus of
the answer. The score of a document D is calculated
according to formula (6).

score�D� � �
tinD

weight�t� (6)

where t is one of the keywords in the expanded question
sentence. Those documents, whose scores are larger than a
threshold, are selected as the answering documents. Thresh-
old is set to the sum of weights of the words in the original
question sentences. If no document scores are larger than
the threshold, no answer to the question is reported.

3. Retrieving the Sentences Containing Answers: Finally,
each sentence in the retrieved documents is examined.
Those sentences that contain most words in the expanded
question sentence are retrieved. The top five sentences
are regarded as the answers. The answers are sorted
according to the number of matching words and the
retrieving scores computed at step (2).

Evaluation

The experimental results using the same data shown in a
previous section are shown in Table 3. The precision from
Table 2 is reproduced here for comparison. After the Ques-
tion Answering system reads all documents of 12 events, it
will propose five plausible answers for each question. Mean
Reciprocal Rank (MRR) (Voorhees, 2000) used in TREC
QA task is adopted:

MRR � �
i�1

N

ri/N, (7)

where ri � 1/ranki if ranki � 0, or 0 if ranki � 0; ranki is
the rank of the first correct answer of the ith question, and
N is total number of questions. That is, if the first correct
answer is at rank 1, the score is 1/1 � 1; if it is at rank 2,
the score is 1/2 � 0.5, and so on. If no answer is found, the
score is 0. To compare with the precision of QA task in
Table 2, we also use five strategies (e.g., Best-1, Best-2, and
so on) to compute the precision of the Question Answering
system. Best-n means the answer must appear in the first n
results reported. Furthermore, to show the feasibility of the
proposed evaluation method, we also provide a large-scale
experiment that will be discussed in the next section, in
which case human assessment is impossible.

Discussion

Because the Question Answering system avoids the
above limitation and drawback of human assessments, the
precisions of some types of summarization text are different
from the results shown in Table 2. Observing Tables 2 and
3, there are some differences shown below:

1. QA_MRR values of TFNV and PSNV are larger than
those of the corresponding TFWV and PSWV. Thus, we
can conclude that the vote strategy will lose some useful
information.

2. QA_MRR values of PSWV and PSNV are larger than
those of the corresponding TFWV and TFNV. We can
draw the conclusion that using both term frequency and
document frequency of informative words will select

TABLE 3. Results with small-scale data using a question answering system.

FULL BASIC TFWV PSWV TFNV PSNV

Precision of QA Task 0.923 0.525 0.513 0.519 0.502 0.513
Precision of Best-1 0.881 0.441 0.407 0.457 0.475 0.475
Precision of Best-2 0.915 0.475 0.475 0.508 0.576 0.559
Precision of Best-3 0.949 0.491 0.475 0.508 0.576 0.559
Precision of Best-4 0.966 0.508 0.491 0.525 0.576 0.559
Precision of Best-5 0.966 0.541 0.517 0.525 0.576 0.559
QA_MRR 0.914 0.493 0.476 0.487 0.508 0.517
Relative MRR 1 0.576 0.521 0.533 0.556 0.566
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more important MUs than only using term frequency of
informative words.

3. Comparing the precisions of QA task with the corre-
sponding precisions of the best-5 strategy, we found that
there are some significant differences on the precisions
of TFNV and PSNV. The related precisions of the best-5
strategy are obviously higher than those of QA Task (i.e.,
0.576 � 0.502 and 0.559 � 0.513, respectively). It
shows that the Question Answering system can assess
the summarization system more effectively than human
assessors, who are easy to neglect or stop reading some
contents in summaries. Furthermore, we also found that
the values of QA_MRR can also truly reflect the similar
tendency to the best n strategy by comparing the related
values. Thus, we conclude that the Question Answering
system can be used to assess the automatic summariza-
tion system in place of human assessors in the large-scale
experiments.

Experiments Using Large Documents and Results

Data Set

From the above analysis, we can conclude that a high
performance Question Answering system can be used to
replace the role of human assessors. Besides the evaluation
time and scale, it can obtain more objective and precise
results. In the next experiment, the complete data set de-
scribed earlier is used. We divided all the 3,146 events of
that data set to 14 graduate students in our laboratory and
asked them to make 10 questionnaires per person by reading
the titles of news articles. A total of 140 new questionnaires
are made, and among them, 93 questions have answers.
Thus, using these practical questions we can further observe
the performance of QA system in text summarization eval-
uation. Some samples of questions are shown below.

(Q68)
What is the newest product of Intel Company?

(Q95)
When was Mr. Olajuwon wounded?

Experimental Results and Discussion

Table 4 shows the experimental results using a large set
of documents. Several points are concluded as follows.

1. Due to the increase of document size, the QA_MRR of
all models decreased.

2. Due to increasing noise of FULL, the QA_MRR of

FULL drops drastically. The relative MRRs of the other
models increased when comparing with Table 3.

3. The QA_MRR values of TFWV, PSWV, TFNV, and
PSNV are also larger than the value of BASIC. This is
consistent with the above results in small-scale evalua-
tion using the QA system. Thus, informative words in
MU’s selection presents good performance.

4. The QA_MRR values of PSWV and PSNV are also
larger than those of TFWV and TFNV, respectively. To
achieve better results, it is recommended to use a com-
bination of term frequency and document frequency in
MU’s selection.

5. Because the performance of each model has similar
results to those shown in Table 3, it is feasible to use the
QA system in evaluating the performance of large-scale
multiple document summarization.

Extension to Multilingual News Summarizer

The multidocument summarization architecture can be
extended to multilingual multiple news summarization sys-
tem. However, several more issues shown below have to be
addressed:

1. Translation among news stories in different languages:
The basic idea in multiple document summarizations is
to identify which parts of news articles present similar
reports. Because the news stories are in different lan-
guages, some kind of translation is required, for exam-
ple, term translation. Besides the problem of translation
ambiguity, different news sites often use different names
to refer the same entity. The translation of named enti-
ties, which are usually unknown words, is another prob-
lem.

2. Idiosyncrasy among languages: Different languages
have their own specific features. For example, a Chinese
sentence is composed of characters without word bound-
ary. Word segmentation is indispensable for Chinese.
Besides, Chinese writers often assign punctuation marks
at random, how to determine a meaningful unit for
similarity checking is a crucial issue. Thus some tasks
may be done for specific languages during summariza-
tion.

3. Implicit information in news reports: Some information
is implicit in news stories. For example, the name of a
country is usually not mentioned in a news article re-
porting an event that happened in that country. On the
contrary, the country name is important in foreign news.
Besides, time zone is used to specify date/time implicitly
in the news.

TABLE 4. Results with large-scale data.

FULL BASIC TFWV PSWV TFNV PSNV

Size (Kbyte) 13,137 1,786 1,771 1,773 2,226 2,218
QA_MRR 0.515 0.314 0.342 0.346 0.359 0.380
Relative MRR 1 0.610 0.664 0.672 0.697 0.738
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4. User preference: When users want to read documents in
their familiar languages, news fragments in some lan-
guages are preferred to those in other language. Machine
translation should be the most appropriate method to
translate news fragments. Besides, if a user prefers the
news from the view of his country or some news sites,
we should provide such an option.

Figure 4 shows the architecture of a multilingual sum-
marization system, which is used to summarize the news
from multiple sources in different languages. It is composed
of three major components: several monolingual news
clusterers, a multilingual news clusterer, and a news
summarizer.

The monolingual news clusterer receives a news stream
from multiple on-line newspapers in its respective language,
and directs them into several output news streams by using
events. The multilingual news clusterer then matches and
merges the news streams of the same event but in different
languages in a cluster. The news summarizer summarizes
the news stories for each event.

The possible tasks for each component depend on the
languages used. Some major tasks of a monolingual clus-
terer are listed below.

1. Identifying word boundaries for Chinese and Japanese
sentences

2. Extracting named entities like people, place, organiza-
tion, time, date, and monetary expressions

3. Clustering news streams based on predefined topic set
and named entities.

The task for the multilingual clusterer is to align the
news clusters in the same topic set, but in different lan-

guages. It is similar to document alignment in comparable
corpus. Named entities are also useful cues.

The major tasks for the news summarizer are shown as
follows.

1. Partitioning a news story into several meaningful units
(MUs)

2. Linking the meaningful units, denoting the same thing
from different news reports

3. Displaying the summarization results under the consid-
eration of language type users prefer, information decay,
and views of reporters.

H.H. Chen, Kuo, and Su (2003) proposed translation
methods, multilingual clustering models, and visualization
in multilingual summarization.

Concluding Remarks

This article presents a multiple Chinese news summari-
zation system. A two-level clusterer is employed to collect
news articles for the same event. A summarizer identifies
the similar MUs from news articles belonging to the same
event, and displays the summarization results based on two
strategies. The information decay strategy helps reducing
the redundancy, and the user can get all the information
provided by the news. But it may still read too much. Also,
the order of the sequence is not according to the importance.
The user may quit reading and miss the information that
follows. The voting strategy gives a shorter summarization,
but it also misses some unique information reported by
some news sites. Meanwhile, the limitation of the traditional
evaluation model is also addressed. Therefore, this article
further presents a multidocument summarization system
using informative words and introduces a QA system to
reduce the evaluation loads. Using the normalized term
frequency and document frequency, the informative words
can be extracted effectively. The informative words are
shown to be more useful to select sentences for generating
summaries than the heuristic rule. Moreover, the sentences
in the summaries can be ordered according to the total
number of informative words. In this way, the important
sentences are generated in the early part. Thus, the summa-
ries can be compressed easily by deleting sentences from
the end without losing much important information, and the
length of summary can be adjusted robustly. On the other
hand, the evaluation processes show that QA system can
play an important role in conducting large-scale evaluation
of multidocument summarization, and makes the results
more objective than the conventional ways. Furthermore, to
show the feasibility to develop the multilingual clustering
summarizer, the proposed architecture for multilingual clus-
tering is sketched and several issues are also discussed.
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Appendix. Summarization Results

There are two kinds of summarization results, i.e., fo-
cusing summarization and browsing summarization. The
former lists only those focused. The complete news articles
can refer to the browsing summarization part. In the latter,
the summarization is highlighted and the redundancy is
displayed in gray.

Focusing Summarization

1.

,

,
,

(Due to the effect of typhoon Babs route across the east,
the Central Weather Bureau declared a land typhoon
alarm at 9:00 p.m. last (26th) night. The whole Taiwan
area is under the typhoon detective area, the southern
area is forecasted to be in typhoon Babs storm circle. The
typhoon center is 150 km from the island and is along the
top north of the Taiwan straits, the storm circle will leave
the island only after tomorrow (28) morning.)

2.

(The Central Weather Bureau declared a light typhoon
alarm on sea and land for Taiwan, Penghu, Kinmen,
Mazu, and each sea area. As typhoon Babs outer circum-
fluence carries plentiful mist, striking towards Taiwan’s
southwest side. As there is no shield from central moun-
tain chain, the heavy rains that were supposed to show up
only in the east half and northern area will expand to the
whole providence. The central weather bureau especially
called upon the lower-laying lands at the southwest
along the coast to take strict precautions against the sea
water to flow backwards.)

3.

(The Central Weather Bureau indicated that after ty-
phoon Babs landed on the Canton land, its strength has
weakened to a light typhoon at 2:00 p.m. yesterday.
Typhoon Babs was on the sea at 260 km southwest of
Penghu last night, and is predicted to be moving towards
the northeast side at a speed of 13 km. The highest wind
speed near the center is 30 seconds per meter, which is
equal to a 11th degree wind (a violent gale), the highest
wind speed 40 seconds per meter, which is equal to a 13
degree wind (a moderate gale), force 7 wind with a storm
radius of 250 km, its center is predicted to be at 100 km
east of Kinmen at 8:00 pm tonight.)

4.

(Penghu and Kinmen the first to be affected have already
entered in the storm circle this morning and have a
maximum wind of 12 degrees. (hurricane))

5.

(According to the weather data, the wind and rain at the
south of Taichung and Hwalian have been stronger since
yesterday. Especially since there is no shield from the
mountain in the southwest area. The Central Weather
Bureau predicts the general wind power to be level 5 to
6 (strong breeze), gust wind up to level force nine to 10
wind (a strong gale to a whole gale), wind power by the
sea is about 6 to 7 (a strong breeze to a moderate gale),
gust wind higher the force 11 (a storm), the wind power
and rain are all very alarming everywhere.)
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Browsing Summarization

1236 JOURNAL OF THE AMERICAN SOCIETY FOR INFORMATION SCIENCE AND TECHNOLOGY—November 2003


