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1.1 Introduction

Cross-country comparisons and analysis of firm dynamics are inher-
ently interesting, but also inherently difficult. Such comparisons are impor-
tant because they provide insights into the efficiency with which resources
are allocated in the economy and its effects on output, productivity, and
employment. Empirical evidence for developed economies shows that
healthy market economies typically exhibit a high pace of churning of out-
puts and inputs across businesses.1 Moreover, the evidence shows that this
churning is productivity enhancing as outputs and inputs are being reallo-
cated from less productive to more productive businesses. These findings
raise the question as to whether differences in economic performance
across countries can be accounted for by differences in the efficiency of the
churning process across countries. A closely related question is whether
certain regulations and institutions in different markets affect the churning
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process in a manner that slows the reallocation of resources towards more
productive uses.

In this chapter, we adopt the working hypothesis that policy and institu-
tions affecting the business climate (broadly defined) may have important
implications for the magnitude but also the effectiveness of firm dynamics
and resource reallocation. While individual country studies can provide
important insights into this issue by looking at within-country variation in
performance of sectors or individual firms, another way to test the hy-
pothesis is to link firm performance across countries that differ in their reg-
ulatory and policy settings. This strategy, however, involves an ongoing
measurement and research agenda to develop comparable measures of
firm dynamics across countries that can be directly related to business cli-
mate conditions. The interest in this type of analyses is rapidly spreading
beyond the industrial countries and involves many developing and emerg-
ing economies that are struggling with regulatory reforms to stimulate
private investment and productivity growth.2

In principle, using firm-level data to assess cross-country differences in
economic performance is attractive. It avoids some of the problems typi-
cally affecting macro analyses. For example, interpreting the observed per-
sistent differences in income per capita across countries or even growth
rates of GDP and productivity has been a challenge for a long time. This is
not because of the lack of candidate explanations, but rather because of the
overwhelming number of possible factors. As such, the finding of a statis-
tically significant correlation between cross-country differences in eco-
nomic performance and any possible policy, institutional, or structural
variable is fraught with problems of interpretation given the (many) omit-
ted variables.3 It is misleading to argue that the firm dynamics approach
overcomes the omitted variable and associated unobserved heterogeneity
problems that afflict macro analyses. But the firm-level approach poten-
tially offers a tighter theoretical link between specific institutional mea-
sures and relevant outcomes. For example, indicators of firm dynamics al-
low testing whether regulatory distortions that impinge on entry costs
indeed affect the pace and nature of firm entry.

In practice, cross-country comparisons of measures of firm dynamics
suffer from significant definitional and measurement problems. Changes at
the firm level take different forms, and no single indicator is likely to cap-
ture this complexity in a way that can be related to all regulatory or insti-
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2. A number of works have recently explored the role of firm dynamics for productivity and
growth in developing and emerging economies. They include Eslava et al. (2004); Roberts and
Tybout (1997); Aw, Chung, and Roberts (2003); and Brown and Earle (2004).

3. This explains the difficulty in obtaining robust empirical results from macro growth re-
gressions (e.g., Barro and Sala-i-Martin [1995] and Doppelhofer, Miller, and Sala-i-Martin
[2004]). See Scarpetta (2004) for recent attempts at estimating macro growth regressions for
the OECD countries.



tutional issues in a meaningful way. This conceptual problem is often con-
founded by measurement problems induced by cross-country differences
in coverage, unit of observation, classification of activity, and data quality.

The combination of conceptual and measurement problems can be il-
lustrated by considering the most basic measures of firm dynamics—the
rates of firm entry and exit—and comparing them across countries with in-
dicators of economic performance. Figure 1.1 shows the rank ordering of
countries according to gross firm turnover (entry plus exit rates) and GDP
per capita levels and growth rates.4 We consider these rank orderings for a
set of countries for which we have harmonized statistics on firm turnover
rates. The rank ordering of GDP per capita levels and growth rates are
quite plausible. But while the rough order of magnitude reported in figure
1.1 for firm turnover is also reasonable, the rank ordering across countries
of the firm turnover rates is more difficult to interpret. Relatively high firm
turnover rates are observed both in countries with high income levels 
and/or high growth rates as well as in poorer and/or slow-growth countries
(and vice versa).5 We argue in the chapter that this is because it is not clear
whether there is an unequivocal relationship between firm turnover and
economic performance, but also because there could be measurement
problems that affect the cross-country comparisons of firm turnover.

In this chapter, we review the measurement and analytical challenges of
handling firm-level data so as to provide a user’s guide on how to construct
and how to compare measures of firm dynamics across countries. In broad
terms, we have three basic messages. First, it is very important to make
every attempt to harmonize the indicators of firm dynamics by imposing
the same metadata requirements and aggregation methods on the raw firm-
level data. Second, while harmonization is necessary, it is far from suffi-
cient. As illustrated in figure 1.1, some core cross-country comparisons will
not only be problematic because of remaining possible measurement prob-
lems, but also because some firm-level indicators cannot be unequivocally
linked to better or worse economic performance. However, the third mes-
sage is that there are ways to overcome at least some of the measurement
problems. While the details differ depending on the type of measure and
question of interest, we show that by using measurement or analytic meth-
ods that amount to some form of difference-in-difference approach, the
problems we identify can be significantly reduced.

The chapter proceeds as follows. In section 1.2, we describe our distrib-
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4. This chapter draws on firm-level indicators for a sample of countries that participated in
the distributed micro-data analysis. We made every attempt to harmonize the statistics by
providing detailed protocols and programs to researchers with access to the confidential
micro-level data sets in their countries. The indicators in our database are built up from these
(confidential) micro-level sources.

5. Note that the correlation between firm turnover and the GDP/capita measures is low (–
0.22 using GDP per capita levels; and 0.18 using GDP per capita growth).



uted micro-data analysis that we advocate and have used in our cross-
country comparison project. As we make clear, the problems illustrated in
figure 1.1 are much worse if there is not an attempt at harmonization. In
section 1.3, we describe the data collected in the World Bank and Organi-
zation for Economic Cooperation and Development (OECD) firm-level
projects. In section 1.4, we provide a canonical representation of the pos-
sible sources of measurement problems in using firm-level statistics for
comparative purposes. We use this representation to help us think through
what types of comparisons are likely to be robust and what types of com-
parisons will not be robust to measurement error of different types. Sec-
tions 1.5 and 1.6 explore cross-country comparisons that can be made us-
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Fig. 1.1 Comparisons of GDP per capita growth and firm turnover: A, GDP 
per capita and firm turnover, 1996; B, GDP per capita growth and firm turnover,
1990–2003
Note: For transition economies (Estonia, Latvia, Hungary, Romania, and Slovenia) 
1996–2003

A

B



ing our harmonized data. We present basic facts from these data, which are
of interest in their own right, but discuss them in light of the measurement
challenges we have described. In section 1.5, we first present the distribu-
tion of firms by size; we then document the magnitude and key features of
firm dynamics (entry and exit of firms) and, finally, we study post-entry
performance of different cohorts of new firms. In section 1.6 we analyze the
effectiveness of creative destruction for productivity growth. We distin-
guish between the productivity contribution coming from the process of
creative destruction (entry and exit of firms) to that stemming from within-
firm efficiency improvements and reallocation of resources across incum-
bents. In the last section, 1.7, we draw conclusions and discuss next steps
for this approach for cross-country comparisons of firm dynamics. In this
discussion, we present some ideas of the dos and don’ts of working with
firm-level data for purposes of constructing and analyzing cross-country
measures of firm dynamics.

1.2 Distributed Micro-Data Analysis

The indicators used for cross-country comparisons in this chapter have
been collected by a network of researchers with access to (confidential) mi-
cro data. The construction of the indicators in each country followed a
common methodology and led to a cross-country harmonized metadata.
This collection method is an attempt at the generation of comparable
cross-country statistics. It is part of a long tradition of statistical harmo-
nization that has resulted in a wide variety of cross-country sources of eco-
nomic data, ranging from national accounts information to internationally
harmonized surveys. Over the past decades, much institutional effort has
been devoted to harmonize national accounts data across countries in or-
der to allow meaningful cross-country comparisons. While the nominal
and real indicators of GDP available in each country’s national accounts
are generally comparable over time, divergence between exchange rates
and purchasing power have often clouded cross-country comparisons.
Several sources (including the OECD for its member countries and the
World Bank for a larger set of countries) now provide Purchasing Power
Parity indicators (PPPs) to convert various expenditure components of
GDP into internationally comparable units.

Significant efforts have also been made to produce comparable statistics
at the sectoral level (e.g., the OECD Structural Analysis database—STAN—
the United Nations Industrial Development Organization [UNIDO], and
more recently, the EUKLEM databases). While the main underlying
sources of these data are sectoral disaggregations from national accounts,
other sources such as labor accounts and production statistics are gener-
ally used to fill holes. Essentially, these data sets are top down, in that sec-
toral output and compensation add up to national accounts totals, up to
various adjustments (such as owner-occupied housing, etc.). These adjust-
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ments are often not well known, and applied researchers using these data
(Bernard and Jones 1996a; Griffith, Redding, and Van Reenen 2000; Nico-
letti and Scarpetta 2003) generally take these sectoral data as given.

Comparable micro-level data sets are even less frequent, and comparabil-
ity issues are generally more severe. However, several attempts have been
made to harmonize household panel surveys and labor force surveys to im-
prove cross-country comparability. The Luxembourg Income Study, the
European Community Household Panel (ECHP), or the Integrated Public
Use Microdata Series (IPUMS) data sets are all examples of this effort to
compile and use comparable micro data sets. Standardized Labor Force
Surveys, following International Labour Organization (ILO) definitions,
are also available for a large set of countries.

At the firm-level, no comprehensive survey exists with data for multiple
countries, nor are there international data sets that contain micro-level
data for comprehensive samples of firms.6 The EU Statistical Office
(EUROSTAT) has recently made a major effort in assembling a data set on
firm demographics for a number of EU member countries, using common
definitions and classifications.7 The data collection is based on existing
data sources and some idiosyncrasies in the data cannot be eliminated. At
the same time, the World Bank has been collecting data on relatively small
samples of firms in more than fifty developing and emerging economies
worldwide (World Bank 2004).8 These data are often limited to a few in-
dustries and do not allow tracking firm dynamics.

1.2.1 How to Collect and Compare Firm-Level Data

A data set consisting of stacked micro-level data sets from multiple coun-
tries will contain the necessary information lacking from either single-
country micro data sets or multiple-country sectoral data sets. Unfortu-
nately, owing to the legal requirement of maintaining confidentiality of
firms’ responses in many countries, micro data sets from individual coun-
tries cannot be stacked for analysis. Creating public use data from the
underlying sources is a possible workaround for disseminating otherwise
confidential data. For firm-level data, a public-use data set made through
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6. Commercially published data sets such as Compustat or Amadeus provide panel data on
financial information of publicly traded corporations.

7. See EUROSTAT (2004). The Eurostat data focus on eleven European countries over the
period 1997–2000, and considers all firms, including those with zero employees.

8. This data collection is based on Investment Climate Assessment (ICA) surveys, includ-
ing information on firm characteristics and performance as well as perceptions of managers
about the regulatory and political environment in which they operate. A discussion of the ad-
vantages and disadvantages of the alternative approaches as well as the relationship on key
findings from the ICA data set versus the type of firm-level data used here is provided in Halti-
wanger and Schweiger (2004). Recent works that have used the ICA data to study firm per-
formance include Bastos and Nasir (2004), Dollar, Hallward-Driemeier, and Mengistae
(2003), Hallward-Driemeier, Wallsten, and Xu (2003).



randomization or micro-aggregation is often not feasible without the loss of
necessary information.

Another possible work-around is to create a data set consisting of results
from single-country studies that become the input for a meta-analysis. For
example, a collection of results from single-country studies on the link be-
tween Information and Communication Technology (ICT) and growth at
the firm-level were presented in a recent volume of the OECD (2004). How-
ever, the combination of results of analyses from single-country studies will
not provide a solution if the focus of the analysis is not identical or if
methodologies differ significantly.

In the World Bank and OECD firm-level projects, a hybrid approach
was followed that mitigates many of the discussed problems. Given the im-
possibility of stacking together firm-level data for different countries, a
common protocol was used to extract from the raw country data set of de-
tailed indicators. The protocol was designed after face-to-face meetings
with country experts and collection of metadata describing each country’s
data sets.9 The protocol was then run on micro-level data sets in each coun-
try separately by experienced researchers. The decentralized output was
combined and provided the information necessary for the cross-country
analysis. This approach was first developed for the OECD firm-level
growth project and is known as distributed micro-data analysis (Bartels-
man 2004). It requires tighter coordination and less flexibility in research
design in each country than for meta-analysis, where the methodology and
output may vary across samples.10

The method of distributed micro-data analysis maintains the advantages
of multicountry studies with aggregated data because the output provided
by each country consists of indicators aggregated to a prespecified level of
detail that passes disclosure in all countries. The method also maintains in-
formation on behavior of agents residing in micro data because the com-
puted indicators on the ( joint) distribution of variable(s) are designed to
capture hypothesized behavior. While not allowing the full flexibility of re-
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9. In addition to the authors of this chapter, the researchers involved in the distributed
micro-data analysis network for the various projects are: John Baldwin (Canada); Tor Erick-
son (Denmark); Seppo Laaksonen, Mika Maliranta, and Satu Nurmi (Finland); Bruno
Crépon and Richard Duhautois (France); Thorsten Schank (Germany); Fabiano Schivardi
(Italy); Karin Bouwmeester, Ellen Hoogenboom, and Robert Sparrow (the Netherlands);
Pedro Portugal Dias (Portugal); Ylva Heden (Sweden); Jonathan Haskel, Matthew Barnes,
and Ralf Martin (United Kingdom); Ron Jarmin and Javier Miranda (United States); Gabriel
Sánchez (Argentina); Marc Muendler and Adriana Schor (Brazil); Andrea Repetto (Chile);
Maurice Kugler (Colombia and Venezuela); David Kaplan (Mexico); John Earle (Hungary
and Romania); Mihails Hazans (Latvia); Raul Eamets and Jaan Maaso (Estonia); Mark
Roberts (Korea, Indonesia, and Taiwan [China]); Milan Vodopivec (Slovenia).

10. The methodology for the International Wage Flexibility Project (Dickens and Groshen
2003), evolved over time from meta-analysis to a more coordinated system with centralized
research protocols, distributed computation, and centralized analysis, and now is very simi-
lar to distributed micro-data analysis.



search design available with multicountry stacked micro data, distributed
micro-data analysis provides a skilled researcher the ability to use cross-
country variation to identify behavioral relationships.

1.3 Description of the Data

The firm-level project organized by the World Bank involves fourteen
countries (Estonia, Hungary, Latvia, Romania, Slovenia, Argentina,
Brazil, Chile, Colombia, Mexico, Venezuela, Indonesia, South Korea, and
Taiwan [China]) This project complements a previous OECD study that
collected—along the same procedure—firm-level data for ten industrial
countries: Canada, Denmark, Germany, Finland, France, Italy, the Nether-
lands, Portugal, United Kingdom, and the United States. Both projects use
a common analytical framework that involves the harmonization, to the ex-
tent possible, of key concepts (e.g., entry, exit, or the definition of the unit
of measurement) and the definition of common methods to compute the in-
dicators.

The distributed micro-data analysis was conducted for two separate
themes. The first theme focused on firm demographics, and collected indi-
cators such as entry and exit, job flows, size distribution, and firm survival.
The second theme gathered indicators of productivity distributions and
correlates of productivity. In particular, information was collected on the
distribution of labor and/or total factor productivity by industry and year,
and on the decomposition of productivity growth into within-firm and re-
allocation components. Further, information was collected on the averages
of firm-level variables by productivity quartile, industry, and year. The key
features of the micro-data underlying the analysis are as follows:

Unit of observation: Data used tend to conform to the following definition
(EUROSTAT 1998): “an organizational unit producing goods or ser-
vices which benefits from a certain degree of autonomy in decision-
making, especially for the allocation of its current resources.” Generally,
this will be above the establishment level. However, firms that have op-
erating units in multiple countries will have at least one unit counted in
each country. Of course, it may well be that the national boundaries that
generate a statistical split-up of a firm in fact split a firm in a real sense
as well. Also related to the unit of analysis is the issue of mergers and ac-
quisitions. Only in some countries does the business register keep close
track of such organizational changes within and between firms. In addi-
tion, ownership structures themselves may vary across countries be-
cause of tax considerations or other factors that influence how business
activities are organized within the structure of defined legal entities.

Size threshold: While some registers include even single-person businesses
(firms without employees), others omit firms smaller than a certain size,
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usually in terms of the number of employees (businesses without em-
ployees), but sometimes in terms of other measures such as sales (as is
the case in the data for France). Data used in this study exclude single-
person businesses.11 However, because smaller firms tend to have more
volatile firm dynamics, remaining differences in the threshold across
different country data sets should be taken into account in the interna-
tional comparison.12

Period of analysis: Firm-level data are on an annual basis, with varying
time spans covered.

Sectoral coverage: Special efforts have been made to organize the data
along a common industry classification (ISIC Rev.3) that matches the
OECD-STAN database. In the panel data sets constructed to generate
the tabulations, firms were allocated to one STAN sector that most
closely fit their operations over the complete time span. In countries
where the data collection by the statistical agency varied across major
sectors (e.g., construction, industry, services), a firm that switched be-
tween major sectors could not be tracked as a continuing firm but ended
up creating an exit in one sector and an entry in another. For industrial
and transition economies, the data cover the entire nonagricultural busi-
ness sector, while for most of Latin America and East Asia data cover the
manufacturing sector only.

Unresolved data problems: An unresolved problem relates to the artificial-
ity of national boundaries to a business unit. As an example, say that the
optimal size of a local activity unit is reached when it serves an area with
ten million inhabitants. In smaller nations, one activity unit must be 
supported by the administrative activities of a business unit. If the EU
boundaries were to disappear, the business unit could potentially serve
twenty-seven activity units. This geographic consideration may contrib-
ute to explain why we observe a larger average firm size in a country like
the United States in our sample, although this is not the case in another
large country, Brazil. From a policy perspective, this difference may
point towards aligning regulations in a manner that would allow busi-
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11. The share of firms without employees is large in most countries for which data are avail-
able (see EUROSTAT 2004). Their inclusion in the analysis of firm demographics is prob-
lematic for a number of reasons, however. Zero employee firms may include part-time activi-
ties and formally self-employed people who work regular hours on a long-term basis for a sole
client, thus appearing more like dependent employees for most purposes. To the extent that
people involved in this false self-employment have little intention to expand their business or
innovate, they are of limited interest for studies investigating the role of the entrepreneurial
process for technological change, employment growth, and economic performance. In some
countries/sectors, the amount of false self-employment may be quite sizeable, and possibly
depends on different regulations affecting hiring and firing costs as well as taxes on labor use.

12. The productivity data are collected at different levels of aggregation in different coun-
tries and very few are able to work at more than one level. A sensitivity analysis of the pro-
ductivity decompositions suggests, however, that this issue does not significantly affect the re-
sults.



ness units to enjoy transnational scale economies in meeting adminis-
trative requirements. Also related to the unit of analysis is the issue of
mergers and acquisitions: only in some countries business registers have
been keeping track of such organizational changes within and between
firms in the most recent years.

1.3.1 The Source of the Data: Firm Demographics

The analysis of firm demographics is based on business registers
(Canada, Denmark, Finland, Netherlands, United Kingdom, United
States, Estonia, Latvia, Romania, and Slovenia), social security databases
(Argentina, Germany, Italy, and Mexico), or corporate tax roles (France,
Hungary) (table 1.1). Enterprise census data were used for Brazil, Korea,
and Taiwan (China), while annual industry surveys—albeit generally not
the best source for firm demographics, owing to sampling and reporting 
issues, were used for Chile, Colombia, and Venezuela. Data for Portugal
are drawn from an employment-based register containing information on
both establishments and firms, while data for the three East Asian coun-
tries are from census of manufacturing firms. All these databases allow
firms to be tracked through time because addition or removal of firms from
the registers (at least in principle) reflects the actual entry and exit of firms.
However, the three to five year frequency of manufacturing census in East
Asia precludes computing many of the demographics indicators.

1.3.2 The Source of the Data: Productivity Decompositions

The productivity analysis requires information on output, employment,
and possibly other productive inputs such as intermediate materials and
capital services. For this reason, enterprise surveys were used for most
countries. Using these source data, indicators are calculated on labor and/
or total factor productivity disaggregated by STAN industry and year, and
on the decomposition of productivity growth into within-firm and reallo-
cation components. The underlying source data and availability of the in-
dicators are provided in table 1.2.

Indicators Collected

Depending on the availability of output and input measures, we have
calculated different indicators of labor and total factor productivity. A
number of issues emerged in the calculation of labor and total factor pro-
ductivity, including:

• Labor input was generally based on the number of employees with no
correction for hours worked.

• Sales and gross output data do not include correction for inventory ac-
cumulation.

• Capital stock, in countries where available, is based on book values.
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T
ab

le
 1

.1
D

at
a 

so
ur

ce
s 

us
ed

 fo
r 

fir
m

 d
em

og
ra

ph
ic

s

A
va

ila
bi

lit
y

of
 s

ur
vi

va
l

C
ou

nt
ry

So
ur

ce
P

er
io

d
Se

ct
or

s
da

ta
T

hr
es

ho
ld

C
an

ad
a

B
us

in
es

s 
re

gi
st

er
19

84
–1

99
8

A
ll 

E
co

no
m

y
N

o
E

m
p 

≥
1

D
en

m
ar

k
B

us
in

es
s 

re
gi

st
er

19
81

–1
99

4
A

ll
N

o
E

m
p 

≥
1

F
in

la
nd

B
us

in
es

s 
re

gi
st

er
19

88
–1

99
8

A
ll

Y
es

E
m

p 
≥

1
F

ra
nc

e
F

is
ca

l d
at

ab
as

e
19

89
–1

99
7

A
ll

Y
es

T
ur

no
ve

r:
 

M
an

: E
ur

o 
0.

58
m

 
Se

rv
: E

ur
o 

0.
17

m
G

er
m

an
y 

(W
es

t)
So

ci
al

 s
ec

ur
it

y
19

77
–1

99
9

A
ll 

bu
t c

iv
il 

se
rv

ic
e,

 s
el

f-
em

pl
oy

ed
Y

es
E

m
p 

≥
1

It
al

y
So

ci
al

 s
ec

ur
it

y
19

86
–1

99
4

A
ll

Y
es

E
m

p 
≥

1
N

et
he

rl
an

ds
B

us
in

es
s 

re
gi

st
er

19
87

–1
99

7
A

ll
Y

es
N

on
e

Po
rt

ug
al

E
m

pl
oy

m
en

t-
ba

se
d 

re
gi

st
er

19
83

–1
99

8
A

ll 
bu

t p
ub

lic
 a

dm
in

is
tr

at
io

n
Y

es
E

m
p 

≥
1

U
.K

.
B

us
in

es
s 

re
gi

st
er

19
80

–1
99

8
M

an
uf

ac
tu

ri
ng

Y
es

E
m

p 
≥

1
U

.S
.

B
us

in
es

s 
re

gi
st

er
19

88
–1

99
7

P
ri

va
te

 b
us

in
es

se
s

Y
es

E
m

p 
≥

1
A

rg
en

ti
na

R
eg

is
te

r, 
ba

se
d 

on
 I

nt
eg

ra
te

d 
Sy

st
em

 o
f P

en
si

on
s

19
95

–2
00

2
A

ll
Y

es
E

m
p 

≥
1

B
ra

zi
l

C
en

su
s

19
96

–2
00

1
M

an
uf

ac
tu

ri
ng

Y
es

E
m

p 
≥

1
C

hi
le

A
nn

ua
l I

nd
us

tr
y 

Su
rv

ey
 (E

N
IA

)
19

79
–1

99
9

M
an

uf
ac

tu
ri

ng
Y

es
E

m
p 

≥
10

C
ol

om
bi

a
A

nn
ua

l M
an

uf
ac

tu
ri

ng
 s

ur
ve

y 
(E

A
M

)
19

82
–1

99
8

M
an

uf
ac

tu
ri

ng
Y

es
E

m
p 

≥
10

E
st

on
ia

B
us

in
es

s 
R

eg
is

te
r

19
95

–2
00

1
A

ll
Y

es
E

m
p 

≥
1

H
un

ga
ry

F
is

ca
l r

eg
is

te
r 

(A
P

E
H

)
19

92
–2

00
1

A
ll

Y
es

E
m

p 
≥

1
In

do
ne

si
a

M
an

uf
ac

tu
ri

ng
 s

ur
ve

y
19

90
–1

99
5

M
an

uf
ac

tu
ri

ng
N

o
E

m
p 

≥
10

K
or

ea
C

en
su

s
19

83
–1

99
3 

(3
 y

ea
rs

)
M

an
uf

ac
tu

ri
ng

N
o

E
m

p 
≥

5
L

at
vi

a
B

us
in

es
s 

re
gi

st
er

19
96

–2
00

2
A

ll
Y

es
E

m
p 

≥
1

M
ex

ic
o

So
ci

al
 s

ec
ur

it
y

19
85

–2
00

1
A

ll
Y

es
E

m
p 

≥
1

R
om

an
ia

B
us

in
es

s 
re

gi
st

er
19

92
–2

00
1

A
ll

Y
es

E
m

p 
≥

1
Sl

ov
en

ia
B

us
in

es
s 

re
gi

st
er

19
92

–2
00

1
A

ll
Y

es
E

m
p 

≥
1

T
ai

w
an

 (C
hi

na
)

C
en

su
s

19
86

–1
99

1 
(2

 y
ea

rs
)

M
an

uf
ac

tu
ri

ng
N

o
E

m
p 

≥
1

V
en

ez
ue

la
A

nn
ua

l I
nd

us
tr

ia
l S

ur
ve

y
19

95
–2

00
0

M
an

uf
ac

tu
ri

ng
N

o
E

m
p 

≥
1;

 s
am

pl
e 

fo
r 

1–
15



T
ab

le
 1

.2
S

um
m

ar
y 

of
 th

e 
da

ta
 u

se
d 

fo
r 

pr
od

uc
tiv

it
y 

de
co

m
po

si
ti

on
s

P
er

io
ds

C
ov

er
ag

e
P

ro
du

ct
iv

it
y

C
ou

nt
ry

So
ur

ce
F

ir
st

L
as

t
M

fg
Se

rv
L

P
V

, L
P

Q
T

F
P

M
F

P
U

ni
t

T
hr

es
ho

ld

F
in

la
nd

C
en

su
s

19
75

–1
98

0
19

89
–1

99
4

✓
✓

✓
✓

F
ir

m
E

m
p 

>
 5

F
ra

nc
e

F
is

ca
l d

at
ab

as
e 

w
it

h 
ad

di
ti

on
al

 
in

fo
rm

at
io

n 
fr

om
 e

nt
er

pr
is

e 
su

rv
ey

s
19

85
–1

99
0

19
90

–1
99

5
✓

✓
✓

✓
F

ir
m

T
ur

no
ve

r 
€
0.

58
m

G
er

m
an

y 
(W

)
Su

rv
ey

19
92

–1
99

7
19

93
–1

99
8

✓
✓

✓
✗

P
la

nt
E

m
p 

�
1

It
al

y
Su

rv
ey

19
82

–1
98

7
19

93
–1

99
8

✓
✓

✓
✓

F
ir

m
T

ur
no

ve
r 

€
5m

N
et

he
rl

an
ds

Su
rv

ey
19

83
–1

98
8

19
92

–1
99

7
✓

So
m

e
✓

✓
✓

F
ir

m
E

m
p 

>
 2

0,
 

em
p 

<
 2

0 
→

Sa
m

pl
e

Po
rt

ug
al

E
m

pl
oy

m
en

t-
ba

se
d 

re
gi

st
er

19
86

–1
99

1
19

93
–1

99
8

✓
✓

✓
✗

F
ir

m
E

m
p 

�
1

U
.K

.
Su

rv
ey

19
80

–1
98

5
19

87
–1

99
2

✓
✓

✓
✓

E
st

ab
E

m
p 

�
10

0,
 

em
p 

�
10

0 
→

Sa
m

pl
e

U
.S

.
C

en
su

s
19

87
–1

99
2

19
92

–1
99

7
✓

✓
E

st
ab

E
m

p 
�

1
A

rg
en

ti
na

A
nn

ua
l I

nd
us

tr
ia

l S
ur

ve
y 

(I
N

D
E

C
)

19
90

–1
99

5
19

96
–2

00
1

✓
✓

E
st

ab
E

m
p 

≥
9 

an
d 

$2
m

 
th

re
sh

ol
d

B
ra

zi
l

A
nn

ua
l I

nd
us

tr
ia

l S
ur

ve
y

19
97

–2
00

1
✓

✓
✓

E
st

ab
E

m
p 

≥
30

 �
sa

m
pl

e
of

 1
0–

29
C

hi
le

A
nn

ua
l I

nd
us

tr
y 

Su
rv

ey
 (E

N
IA

)
19

80
–1

98
5

19
94

–1
99

9
✓

✓
✓

✓
P

la
nt

E
m

p 
≥

10
C

ol
om

bi
a

A
nn

ua
l M

an
uf

ac
tu

ri
ng

 s
ur

ve
y 

(E
A

M
)

19
82

–1
98

6
19

94
–1

99
8

✓
✓

✓
✓

E
st

ab
E

m
p 

≥
10

E
st

on
ia

B
us

in
es

s 
R

eg
is

te
r

19
95

–2
00

0
19

96
–2

00
1

✓
✓

✓
✓

✓
F

ir
m

E
m

p 
≥

1
H

un
ga

ry
F

is
ca

l r
eg

is
te

r 
(A

P
E

H
)

19
92

–1
99

6
19

97
–2

00
1

✓
✓

✓
✓

P
la

nt
E

m
p 

≥
1

In
do

ne
si

a
M

an
uf

ac
tu

ri
ng

 s
ur

ve
y

19
90

–1
99

5
✓

✓
F

ir
m

E
m

p 
≥

10
K

or
ea

 (R
ep

.)
C

en
su

s
19

88
–1

99
3

✓
✓

F
ir

m
E

m
p 

≥
5

L
at

vi
a

B
us

in
es

s 
re

gi
st

er
19

96
–2

00
1

19
97

–2
00

2
✓

✓
✓

F
ir

m
E

m
p 

≥
1

R
om

an
ia

B
us

in
es

s 
re

gi
st

er
19

95
–1

99
8

19
96

–1
99

9
✓

✓
✓

✓
✓

F
ir

m
E

m
p 

≥ 
1

Sl
ov

en
ia

B
us

in
es

s 
re

gi
st

er
19

92
–1

99
7

19
97

–2
00

1
✓

✓
✓

✓
F

ir
m

E
m

p 
≥

1
T

ai
w

an
 (C

hi
na

)
C

en
su

s
19

86
–1

99
1

19
91

–1
99

6
✓

✓
F

ir
m

E
m

p 
≥

1
V

en
ez

ue
la

A
nn

ua
l I

nd
us

tr
ia

l S
ur

ve
y

19
95

–1
99

9
19

96
–2

00
0

✓
✓

✓
F

ir
m

E
m

p 
≥

1;
 s

am
pl

e 
fo

r 
1–

15

N
o

te
:

M
fg

 �
m

an
uf

ac
tu

ri
ng

; 
Se

rv
 �

bu
si

ne
ss

 s
er

vi
ce

s;
 L

P
V

 �
la

bo
r 

pr
od

uc
ti

vi
ty

 b
as

ed
 o

n 
va

lu
e 

ad
de

d;
 L

P
Q

 �
la

bo
r 

pr
od

uc
ti

vi
ty

 b
as

ed
 o

n 
gr

os
s 

ou
tp

ut
; 

E
m

p 
�

em
pl

oy
m

en
t.



• Total Factor Productivity (TFP) at the firm level is the log of deflated
output (measured as value added) minus the weighted log of labor plus
capital, where the weights are industry-specific and the same for all
countries. The weights were calculated using the expenditure shares of
inputs for an industry using the cross-country average from the OECD-
STAN database. In the World Bank project, TFP was also computed
using country and industry-specific average expenditures shares of
firms.

• Multifactor Productivity (MFP) calculations use expenditure shares
for labor, capital, and materials.

• Labor productivity estimates are based either on deflated growth out-
put (LPQ) or on deflated value added (LPV). Similarly, MFP estimates
are based on deflated gross output and TFP estimates are based on de-
flated value added.

• Deflators for output, value added, and materials are at the two to three
digit industry level, usually based on National Accounts sources.

Using common factor shares across countries for a particular industry
allows, in principle, for cross-country comparisons of productivity levels.
However, different measurement units for the inputs, notably capital, make
cross-country comparisons of TFP or MFP levels problematic. To bench-
mark the levels of TFP and MFP, the measured units of capital are ad-
justed with a multiplicative factor, such that value added minus payroll (or
gross output minus payroll and materials expenditures) represents a return
to capital of eight percent.13

1.4 A Canonical Representation of the Measurement Problems

As discussed in the previous section, despite all efforts to harmonize the
data, measurement issues remain that can affect cross-country compar-
isons. In reviewing such measurement issues we use the following simple
notation: the indicator I is some aggregate of a (vector of) variables X, with
aggregation taking place across units (firms or establishments) f that are
element of the (sub)population �:

(1) I � A[Xf | f ∈ �].

For simplicity, we drop all subscripts (i.e., for countries as well as for dis-
aggregated groupings), such as industry or size-class. These disaggrega-
tions are dealt with by adding an appropriate subscript to I and X, and by
aggregating over individual firms in an appropriately defined subset of �.
With this notation framework, we assess measurement problems for a host
of indicators. In particular, we consider various aggregator functions, A[..],
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such as sums, means, variances, covariances, or statistical analyses yield-
ing reduced-form or structural coefficients (e.g., the aggregator function
could be the ordinary least squares (OLS) estimator from a multivariate re-
gression).14 The variable itself may be an aggregation of a function of one
or more micro-level variables, such as a ratio (e.g., output per unit of labor)
or a transformation using firm-level observations from multiple periods,
such as a first difference. Alternatively, the indicator may be a function of
aggregated variables (e.g., aggregate productivity as ratio of aggregate out-
put to labor). Finally, the indicators may vary by the (sub)set of firms over
which the aggregation takes place. For example, the typical productivity
decompositions (see following equations) focus on the contribution to ag-
gregate productivity growth of different sets of firms (e.g., continuing, ex-
iting, and entering firms).

Measurement errors can be analysed in a typical errors-in-variable

framework, such as:

(2) X � X∗ � ε

where the observed value, X, is equal to the actual value, X∗, plus an error
term.

For the computed indicators, a necessary extension to the framework is
that the observed and the actual set of firms, �∗, may differ as well:

(3) � � �∗ � �

where � is a general form of disturbance to the correct or actual set of firms
in �∗. The disturbance takes away—or adds—units to the actual set. A
simple example is when the focus of the analysis is on firms in a given in-
dustry, but some firms are erroneously classified in this industry even if
they largely operate in another industry. Similarly, the actual set of contin-
uing firms needed for decompositions of productivity growth is given by
the intersection of the actual sets of firms at time t and firms at time t – s.
Through errors applied to the actual sets at t or t – s the observed set of con-
tinuers may deviate from the actual, as will the complementary sets of ob-
served exiting firms and entrants.

As an added complication, it may be that the observed set differs from
the actual set, but that the actual set is a statistical sample drawn from the
actual universe. Or it may be that the observed set is a statistical sample
drawn from the observed universe, which itself is a noisy version of the ac-
tual universe. We abstract from this by taking the sampling scheme and the
errors in classification to both be represented by �, regardless of the order
in which the sampling process and the errors drive a wedge between the ac-
tual universe and the observed set of firms.
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Once a differentiation is made between the location of the errors, namely
in the measurement of the variable(s) at the micro level or in the sampling
or registration of the micro-units over which aggregation is made, the
effects of the various measurement problems can be traced and different
forms of errors may be compared. It should be stressed that while these two
types of errors affect the analysis of firm-level data in each individual coun-
try, differences in characteristics of these errors across countries influence
even more cross-country comparisons.

In the remainder of this subsection, we explore some examples of how
measurement error in both the measures of economic activity and mea-
surement error due to sample selection can impact the measures of the dis-
tribution of output, employment, productivity levels, and productivity dy-
namics drawn from firm-level data.

1.4.1 Mean or Sum

Both measurement errors discussed above affect aggregation indicators
such as the mean or sum of firm-level data. We first discuss the case when �
generates random errors in obtaining the observed set of firms from the ac-
tual set. When the indicator of interest is the mean employment per firm, we
get a consistent estimate by taking a normal average.15 Without measure-
ment error of the firm-level variable, the variance of this estimator of the
first moment is negligible, given the generally large size of available samples
(often 90 percent or more of total employment is in the sample). With clas-
sical measurement error in employment at the firm level, ε increases the
standard deviation of the (unbiased) estimate of the first moment. The esti-
mate of mean firm-size across industries is unbiased, as the extra firms allo-
cated to one industry represent a loss in another and, on average, the effect
will be zero. With measurement error ε proportional to size, for example be-
cause of weighted sampling by size strata, sample weights are needed to get
consistent estimate of first moment of the firm-size distribution.

When the indicator of interest is the difference between the mean (or the
sum) of two different level measures (e.g., labor productivity can be viewed
as the difference of the [log] of aggregate output and employment), the pre-
vious remarks apply. The differencing does not solve the problem, or even
creates further problems if the expected value of the measurement error of
both measures is zero. But the variance of the estimated mean is the sum of
the two classical measurement error variances, so, in this example, we have
a noisier estimate of mean productivity. We need to take this into account
when comparing productivity levels across countries. But having an esti-
mate of the variance of ε would help to assess whether differences in mean
productivity across country are significant.
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1.4.2 Mean or Sum; Endogenous (Sub)samples

The measures of mean firm-size and number of firms by size class fall
into this category, and will be noisy owing to misclassification. The size-
class criterion used to split the subsample is not independent of ε: firms
with positive noise are more likely to be above a threshold, firms with neg-
ative noise more likely below. This is a typical problem (e.g., the well known
result of nonclassical measurement errors of dichotomous 0–1 indicator
variables built from continuous variables with classical noise). A typical
solution for this type of problem is to base the classification of firm-size on
average employment in two periods. However, using only firms observed in
two periods may, depending on the indicator of interest, introduce a selec-
tion bias. This problem of interaction between ε and characteristic used 
to make the (sub)samples in aggregation shows up for means by quartiles,
for job flows, and for other such splits with endogenous classification. The
problem is exacerbated if sampling errors (�) vary systematically with the
same characteristics. In principle, weighted results can overcome this prob-
lem, but in many cases the at-risk population for the analysis is above a
minimum size threshold.

1.4.3 Mean or Sum; Longitudinal Linkages and Measures of Change

If aggregations are to be made over subsamples that are based on longi-
tudinal linkages over time, such as entry/exit/continuer status, the sam-
pling noise becomes quite important. For example, if we consider the em-
ployment of entering, exiting, and continuing firms, the measurement
error in firm-level employment is coupled with possible mismeasurement
of the status variables due to poor longitudinal IDs. In addition to mea-
surement in the firm-level indicator and status variables, sample selection
can play a large role here since under-sampled groups may exhibit very
different firm dynamics.16

1.4.4 Higher Moments (Variances)

In computing the variance of the distribution of our firm-level variables
(e.g., employment) we start by assuming no sampling errors. The estimated
variance of the variable will be true variance in the universe plus the vari-
ance of ε. Without knowing the distribution of micro-level measurement
errors, higher moments cannot be compared directly across countries. One
practical solution is to compute the variance of the distribution of em-
ployment averaged over two periods (e.g., the decomposition of produc-
tivity by Griliches and Regev [1995]). The difference between estimate of
the variance and (the average of) the variances estimated from the two an-

30 Eric Bartelsman, John Haltiwanger, and Stefano Scarpetta

16. Martin (2005) provides details on how sample weights should be used for computing
productivity contributions from exit and entry.



nual samples equals half the variance of ε. In other words, if the underlying
true variance of our variable does not change over the two periods, the re-
duction in variance moving from the standard to the two-period average
variance is a consistent estimate of 0.5 ∗ var(ε). However, this approach
only works for calculating the variance of the cross-sectional distribution
of the firm-level variable for continuing firms. We would also need to find
out how the exit or entrant subsamples affect the variance of the full an-
nual distribution of firm employment. No correction can be made for mea-
surement error of employment for these firms. A closely related alternative
is available if the distribution of the measurement error is common to all
firms in a country. In this case, disaggregating the data by, for example, in-
dustry and then using a difference-in-difference comparison of the relative
cross-industry variances for different countries can be made.

Next consider a divergence between the observed and actual sample. If
the sampling errors vary systematically by firm-size, we need to do appro-
priate weighting. If the sample varies, not because of sampling rules, but
owing to error, this only matters if the errors are correlated with employ-
ment. If they are correlated, no consistent estimate can be made of higher
level moments of the employment distribution.

1.4.5 Higher Moments (Covariances and Correlations)

All of the previously mentioned problems apply to covariances, correla-
tions, and, by association, estimates from regressions or other related mul-
tivariate statistical procedures. The problem with covariances is more com-
plex since we must now deal with the covariance between the measurement
error of two variables (either the same variable at different points in time or
different variables at the same unit of time). Classical measurement error
will bias any given correlation, but in many cases the measurement error
may be systematic in complex ways. While the general intuition is that the
classical measurement error implies lower covariances and correlations, in
this setting the measurement error may yield different results. For example,
one key question with firm-level data is whether more productive busi-
nesses have higher market shares. Classical measurement error in output
measures will yield spuriously high covariances between the output share
of a business and its measure of productivity, while classical measurement
error in labor input will result in spuriously low covariances between em-
ployment share of a business and its measure of productivity.

The previously mentioned issue needs to be addressed in particular for
the indicator of the gap between weighted and unweighted productivity.
The gap is proportional to the covariance between labor productivity and
firm employment. If output and labor input are both measured with (clas-
sical) error, the gap will be underestimated, with the underestimation de-
pendent on the variance of the measurement error in labor input. In this
case, an estimate of the variance of the measurement error of the firm level
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variable will be useful to know how to adjust cross-country differences in
the estimated gap. If instead, the statistical agency uses labor productivity
as an analytical ratio to edit the underlying micro data, then the measure-
ment error of productivity and labor may be uncorrelated, so that the gap
measure will be unbiased. In either case, computing the covariance be-
tween the cross-section of the time average of productivity and the cross-
section of the time average of employment will produce a gap estimate with
a lower bias, because the mean measurement error goes to zero as more pe-
riods are added.

Further, difference-in-differences approaches, for example looking at
relative movements between gaps in different industries, and comparing
this across countries or over time, will provide robust estimates if the mea-
surement error process of the firm-level variable does not change over time
or across industries.

1.5 Assessing the Process of Creative Destruction

We start our review by looking at the distribution of firms by size, for the
total business sector and the subsectors. We then turn to the analysis of firm
demographics—the entry and exit of firms and their impact on employ-
ment. Finally, we look at the evolution of cohorts of new firms over the ini-
tial years of their life. In all cases, our objectives are to present some of the
basic facts that emerge from the newly developed cross-country data and
also to evaluate the measurement and inference problems that emerge from
such comparisons.

In all our analysis we look at simple cross-country comparisons, but also
at within-country variations along different dimensions (size, industry).
We claim that the difference-in-difference approach is essential to extract
valuable information from our distributed micro-data analysis for at least
two reasons:

• First, despite our efforts to harmonize the data across countries, there
remain some differences in key dimensions: size or output thresholds
that exclude micro-units, differences in the sectoral coverage and in
some cases as well as differences in the definition of the unit of obser-
vation. These differences may all contribute to limit simple cross-
country comparisons using single indicators of the creative destruc-
tion process.

• Second, and probably more importantly, simple cross-country com-
parisons on specific dimensions of the process of creative destruction
may be misleading or inadequate. Differences in market structures
and in institutions may lead to differences in the nature of creative de-
struction rather than in its absolute magnitude. For example, high bar-
riers to entry may not reduce the overall magnitude of firm turnover
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but rather the composition of entrant and exiting firms. Facing high
entry costs, new firms may choose to either enter very small and avoid
the bite of regulations (especially in developing countries), or enter
with a large size and smooth the entry costs over a larger capital in-
vestment. This may lead to bimodal distributions of firm entry by size
but not a lower total entry rate. Likewise, in countries with high barri-
ers to entry (and in turn high implied survival probabilities of marginal
incumbents), the average productivity of entrants will rise while the
average productivity of incumbents and exiting businesses will fall.
Similar predictions apply to policies that subsidize incumbents and/or
restrict exit in some fashion. These institutional distortions might
yield a larger gap in productivity between entering and exiting busi-
nesses, but this gap is not by itself sufficient to gauge the contribution
or efficiency of the creative destruction process.

In the empirical analysis presented in the remainder of this section and
in the next section we focus on:

• The period from 1989 onward, and use period averages instead of data
for individual years to minimize business cycle effects and possible
measurement problems.17

• Twenty-three aggregate industries that cover the entire business sector
while maximizing country coverage from the forty-two three-digit
(ISIC Rev. 3) industries that are available in some databases.18

1.5.1 Indicators Collected

The use of annual data on firm dynamics implies a significant volatility
in the resulting indicators. In order to limit the possible impact of mea-
surement problems, it was decided to use definitions of continuing, enter-
ing, and exiting firms on the basis of three (rather than the usual two) time
periods. Thus, the tabulations of firm demographics is based on the fol-
lowing variables:

Entryi,s,t: The number of firms entering in industry i, in the size class s and
in year t. Also tabulated, if available, was the number of employees in en-
tering firms. Entrant firms (and their employees) were those observed as
(out, in, in) in the register at time (t – 1, t, t � 1).

Exiti,s,t: The number of firms—and related employees—that leave the reg-
ister. Exiting firms were those observed as (in, in, out) the register in time
(t – 1, t, t � 1).
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One-year firmsi,s,t: The number of firms and employees in those firms that
were present in the register for only one year. These firms were those ob-
served as (out, in, out) the register in time (t – 1, t, t � 1).

Continuing firmsi,s,t: The number of firms and employees that were in the
register in a given year, as well as in the previous and subsequent year.
These firms were observed as in the register in time (t – 1, t, t � 1).

In practice, a number of complications arise in constructing and inter-
preting data that conform to the definitions of continuing, entering, and
exiting firms described above. In particular, the one-year category, in prin-
ciple, represents short-lived firms that are observed in time t but not in ad-
jacent time periods and could therefore be treated as an additional piece of
information in evaluating firm demographics. However, in some databases
this category also includes measurement errors and possibly ill-defined
data. Thus, the total number of firms in our analysis excludes these one-
year firms.

Given the method of defining continuing, entering, and exiting firms, a
change in the stock of continuing firms (C ) relates to entry (E ) and exit (X )
in the following way:

(4) Ct � Ct�1 � Et�1 � Xt.

This has implications for the appropriate measure of firm turnover.
Given that continuing, entering, exiting and one-year firms (O) all exist in
time t then the total number of firms (T ) is:

(5) Tt � Ct � Et � Xt � Ot.

From this, the change in the total number of firms between two years,
taking into account equation 4, can be written as:

(6) Tt � Tt�1 � Et � Xt�1 � Ot � Ot�1.

Assuming that the one-year firms are measured with random noise, the
difference of these firms in year t and t – 1 is expected to be equal to zero.
Thus, a turnover measure that is consistent with the contribution of net en-
try to changes in the total number of firms should be based on the sum of
contemporaneous entry with lagged exit.

The above indicators were split into eight firm-size classes, including the
class of firms without employees.19 The data thus allow detailed compar-
isons of firm-size distributions between industries and countries.20 Further,
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19. The eight size classes are as follows: no-employees, 1–9 employees, 10–19, 20–49, 50–
99, 100–249, 250–499; 500�. For the OECD countries there are only six size groups, with the
two groups between one and twenty combined and the groups between 100 and 500 com-
bined.

20. Available data also allow the calculation of total job turnover and the fraction of it due
to the entry and exit of firms.



the collected data allow for survival analysis for a selection of countries
over varying time periods.

1.5.2 The Distribution of Firms by Size

Firm size is an important dimension in our analysis for several reasons.
The empirical literature suggests that small firms tend to be affected by
greater churning, but also have greater potential for expansion.21 Thus, a
distribution of firms skewed towards small units may imply higher entry
and exit, but also greater post-entry growth of successful firms. Alterna-
tively, it may point to a sectoral specialization of the given country towards
newer industries, where churning tends to be larger and more firms exper-
iment with different technologies. Another factor relevant here is that
small businesses may not be subject to the same regulations as large busi-
nesses, because they may be exempted to certain laws or regulations (e.g.,
labor regulations) or because they can more easily avoid them in countries
with weak enforcement. In addition, the distribution of firm by size is likely
to be influenced by the overall dimension of the internal market—espe-
cially for firms in nontradable sectors—as well as the business environ-
ment in which firms operate that can discourage firm expansion.

The analysis of firm size raises clear problems for cross-country compa-
rability related to sample selection problems. For most of the countries in
our sample, the data cover all firms with at least one employee, but the cu-
toff size is five employees in South Korea,22 ten employees in Chile, Colom-
bia, and Indonesia. And for France and Italy, the data exclude firms with
sales below a certain threshold. Second, even amongst the countries for
which data cover all firms with at least one employee, the unit of reference
is the plant instead of the firm in some countries, and the definition of both
may vary across countries. Finally, from a sectoral perspective, community
services and utilities are more difficult to compare, given the important role
of the public sector, whose coverage changes from country to country, and
of regulation in these sectors.

Table 1.3 presents the share of firms—and associated employment—in
the first two classes of our size distribution: firms with fewer than twenty
employees (panel A) and firms with twenty to forty-nine employees (panel
B). The table suggests that in all countries the population of firms is dom-
inated by micro and small units. Micro units (fewer than twenty employ-
ees) account for at least 80 percent of the total firm population. Their share
in total employment is much lower and ranges from less than 15 percent 
in some transition economies (e.g., Romania)—which still reflects the 
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21. See Sutton (1997) for a review of the literature.
22. The annual enterprise survey in Venezuela is representative of all firms with at least fif-

teen employees, and only includes a random sample of firms below this threshold. In our anal-
ysis, we have used the data for Venezuela with reference to firms with twenty or more em-
ployees, given the lack of coverage for the lower size classes.
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presence of large (formerly or still) state-owned firms inherited from the
central plan period—to less than 20 percent in the United States and
around 30 percent or more in some small European economies. To check
the robustness of these results, we also look at the incidence of small firms
(i.e., the population twenty to forty-nine over the total population of firms
with twenty or more employees). This allows for a larger country sample
and greater comparability as it is not affected by differences in the thresh-
old of micro units. Small firms account for about 50 percent of the total
population of firms with twenty or more employees, again with the excep-
tion of the transition economies (e.g., Romania and Slovenia) still domi-
nated by large firms. It is also important to notice that the rank ordering of
countries obtained by focusing on the share of micro units (fewer than
twenty) is only loosely correlated with the rank order of the same countries
based on the share of small firms (twenty to forty-nine).23

Cross-country differences in firm size may reflect specialization towards
industries with a small efficient scale. To assess the role of sectoral special-
ization versus within sector differences, we first look at the average firm size
across industries in table 1.4. The first column of the table presents the
cross-country average size for each industry and the other columns present
the country/industry average relative to the industry cross-country aver-
age. If technological factors were predominant in determining firm size
across countries, we should find that the values in the country columns to
be concentrated around one. If, on the contrary, the size differences were
explained mainly by country-specific factors inducing a consistent bias
within industries, then we would expect the countries with an overall value
above (below) the average (i.e., in the “Total” category) to be characterized
by values generally above (below) one in the subsectors.

Among industrial countries, the United States has a very high propor-
tion of industries with an above-average firm size, both in manufacturing
and in business services. The Western European countries tend to have
smaller firms in most industries, with several exceptions in heavy industries
(e.g., Germany and Portugal), high-tech industries (e.g., Finland and, to a
lesser extent, France and Italy), or some of the low-tech industries (e.g.,
United Kingdom) or in basic services (e.g., France and Portugal). Thus, it
is not possible to map differences in firm size across countries according to
either the overall size of the country (apart from the United States), the
underlying technological level of the industry, or its degree of maturity.

Another way to shed light on country-specific factors versus industry-
specific technological factors is to use a shift-and-share decomposition.
The decomposition identifies the component due to cross-country differ-
ences in firm size within each sector, the component due to differences in
the sectoral composition across countries, and a cross term that can be

38 Eric Bartelsman, John Haltiwanger, and Stefano Scarpetta

23. The country rank correlation is only 0.3.
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interpreted loosely as an indicator of covariance: if it is positive, size and
sectoral compositions deviate from the benchmark in the same direction.24

The decomposition (table 1.5) suggests that within-sector differences
generally play the most important role in explaining differences in overall
size across countries: this component is much larger (in absolute terms)
that the sectoral composition component in many countries.25 The within-
industry size component is particularly large in the United States, con-
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24. The decomposition is as follows:

s�j – s� � ∑
i

	ij sij – ∑
i

	�i s�i � ∑
i

(	ij – 	�i)s�i � ∑
i

(sij – s�i)	�i i � ∑
i

(sij – s�i)(	ij – 	�i) �

� 
	 � 
s � 
	s

where s�j is the average firm size in country j, sij is the average firm size in subsector i, and 	ij is
the share of firms in subsector i with respect to the total number of firms; s� is the overall mean
across countries and 	�i is the share of overall number of firms in subsector j.

25. In a sensitivity analysis, we have also replicated the decomposition for the sample of
OECD countries and the non-OECD countries (including also Hungary and Mexico) sepa-
rately. The results are broadly unchanged in the two subsamples. Moreover, we have repli-
cated the decomposition at a finer level of sectoral disaggregation and again the results are
broadly unchanged.

Table 1.5 Shift and share analysis of the determinants of firm size

Contribution coming from differences in:

Average Interaction
Sectoral size of between sectoral

Country composition firms comp. and size Total

Denmark 0.14 –0.03 –0.09 0.01
France 0.08 –0.05 –0.05 –0.02
Italy –0.02 –0.17 –0.01 –0.20
Netherlands 0.01 –0.13 –0.04 –0.16
Finland –0.02 –0.05 –0.02 –0.09
Portugal –0.05 –0.04 0.02 –0.07
U.K. –0.01 –0.02 –0.03 –0.06
U.S. 0.00 0.42 –0.07 0.34
Canada 0.01 0.03 –0.02 0.01
Brazil 0.00 –0.08 –0.01 –0.09
Mexico 0.06 –0.06 –0.02 –0.02
Argentina 0.04 –0.14 –0.02 –0.12
Slovenia 0.01 0.30 –0.07 0.24
Hungary 0.01 0.14 –0.02 0.12
Estonia –0.03 0.07 0.02 0.06
Latvia –0.03 –0.20 0.04 –0.20
Romania 0.08 0.97 –0.36 0.68
Korea 0.04 0.12 0.02 0.18
Taiwan (China) 0.03 –0.14 –0.03 –0.14

Note: The Total represents the percentage deviation of average size from the cross-country av-
erage; the other columns decompose the total into subcomponents.



firming the idea that a larger internal market tends to promote larger firms,
but also in some transition economies (e.g., Romania). However, the sec-
toral composition also plays an important role in some small European
countries such as Denmark and Portugal, but also in a relatively larger
country such as France and an emerging economy like Mexico.26

All in all, differences in average firm size seem to be largely driven by
within-sector differences, although in some countries sectoral specializa-
tion also plays a significant role. Smaller countries tend to have a size dis-
tribution skewed towards smaller firms, but the average size of firms does
not map precisely with the overall dimension of the domestic market.

1.5.3 Gross and Net Firm Flows

The second step in our analysis is to look at the magnitude and charac-
teristics of firm creation and destruction. We present entry and exit rates
for all firms with more than one employee, and for those firms with twenty
and more employees, to avoid comparability problems related to size cu-
toffs in some country data. As discussed in the previous section, we focus
on time averages (1989 onwards) rather than annual data to minimize pos-
sible measurement problems.

Figure 1.2 shows entry and exit rates for the business sector and for
manufacturing. The results point to a high degree of turbulence in all coun-
tries (and confirm one of the regularities pointed out by Geroski [1995] for
industrial economies). Many firms enter and exit most markets every year.
Limiting the tabulations to firms with at least twenty employees to maxi-
mize the country coverage, total firm turnover (entry plus exit rates)27 is be-
tween 3 and 8 percent in most industrial countries and more than 10 per-
cent in some of the transition economies. If we extend the analysis to
include micro units (one to nineteen employees), we observe total firm
turnover rates between one-fifth and one-fourth of all firms. These data
also confirm previous findings that in all countries net entry (entry minus
exit) is far less important than the gross flows of entry and exit that gener-
ate it. This suggests that the entry of new firms in the market is largely
driven by a search process rather than augmenting the number of com-
petitors in the market (a point also highlighted by Audretsch [1995]).

There are also interesting differences across countries. The Latin Amer-
ican region shows a wide variety of experiences; for example, while Mexico
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26. The decomposition also suggests that the two elements of the decomposition are not
highly correlated; the interaction term is negative in most cases, and the sign of the two ele-
ments of the decomposition also tend to differ in most cases. In other words, there is no clear
link between size structure and sectoral specialization tilted towards productions naturally
characterized by large firms (see Davis and Henrekson [1999] for a discussion).

27. The entry rate is defined as the number of new firms divided by the total number of in-
cumbent and entrants firms producing in a given year; the exit rate is defined as the number
of firms exiting the market in a given year divided by the population of origin (i.e., the in-
cumbents in the previous year).



Fig. 1.2 Firm turnover rates in broad sectors, 1990s: A, manufacturing, firms with
20 or more employees; B, manufacturing, firms with at least 1 employee; C, total
business sector, firms with 20 or more employees; D, total business sector, firms with
at least 1 employee

A

B

C



and the manufacturing sector of Brazil show vigorous firm turnover, Ar-
gentina shows less turbulence, closer to the values observed in some conti-
nental European countries. The transition economies of Central and East-
ern Europe provide other interesting features. In most of these countries,
firm entry largely outpaced firm exit, while more balanced patterns are
found in other countries. Obviously this is related to the process of transi-
tion to a market economy, and is not sustainable over the longer run. Still,
it points to the fact that new firms not only displaced obsolete incumbents
in the transition phase but also filled in new markets that were either non-
existent or poorly populated in the past.

As stressed in the previous section, differences in sample selection and
measurement error in longitudinal linkages can yield spurious differences
in measures of firm turnover. It is very difficult without detailed informa-
tion about the statistical processing in each of these countries—as well as
within country validation studies—to assess this problem. Instead, our ap-
proach is to consider related measures of firm dynamics that, in some fash-
ion, attempt to overcome these measurement concerns.

We begin our inquiry into the validity of the turnover data by first weight-
ing firm turnover by employment and then comparing the size of entrant
firms with that of the average incumbent. If we focus on the entire popula-
tion of firms with at least one employee, we see that less than 10 percent of
employment is, on average, involved in firm creation and destruction. The
difference between unweighted and employment-weighted firm turnover
rates arises from the fact that both entrants and exiting firms are generally
smaller than incumbents. For most countries, new firms are only 20 to 60
percent the average size of incumbents. But the small size of entrants rela-
tive to the average incumbents is driven by different factors across countries.
In particular, we observe that entrant firms are relatively smaller in the
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United States than in most of the other industrial countries. This is in part
due to the larger market of the United States that leads to larger average size
of incumbents.28 But the wider gap between entry size and the minimum
efficient size in the United States may also reflect economic and institutional
factors (e.g., the relatively low entry and exit costs may increase incentives
to start up relatively small businesses). In the transition economies, new
firms are substantially different from most of the existing firms that were
drawn from the centrally-planned period. Indeed, the net entry of firms (en-
try rate minus exit rate) is particularly large among micro units (twenty or
fewer employees); during the centrally planned system there were relatively
few of these micro firms, which exploded during the transition in most of
business service activities, however.

Unfortunately, the observed differences in the relative size of entrants
across countries may still reflect longitudinal linkages problems. If, in some
countries spurious entry is more prevalent and the continuing businesses
that are spuriously labeled entrants are larger than true entrants, then this
will increase the relative size of entrants in the country.

An alternative approach to overcoming measurement problems in firm
turnover measures is to disaggregate by some key business characteristic
and compare within-country variations in firm turnover. One interesting
characteristic in this context is obviously the business size. Figure 1.3 pres-
ents entry rates by different size classes in manufacturing. In most coun-
tries, entry rates tend to decline with firm size, consistent with the view that
firms tend to enter small, test the market, and, if successful, expand to
reach the minimum efficiency scale. But in some European countries, we
observe a flattening of the entry rate for firms greater than twenty employ-
ees, or even a U-shaped relation whereby entry rates tend to increase for
larger firms compared with small firms.29 It is interesting to notice that
those countries where we observe the flattening of the entry rates are those
generally characterized by relatively high administrative costs to set up a
business.30 The latter may stimulate firms to enter very small—and thus
partly avoid some of the entry costs that kick in at a given size—or enter at
a larger size and thus spread these fix entry costs over a larger investment
plan. This is only a working hypothesis, which is however corroborated by
more detailed econometric analysis (see Scarpetta et al. 2002). Of course,
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28. Geographical considerations are also likely to affect the average size of firms; firms with
plants spreading into different U.S. states are recorded as single units, while establishments
belonging to the same firm but located in different EU states are recorded as separate units.

29. Focusing on the total business sector suggests a more monotonic relationship between
entry rate and size classes; however, the steepness of the downward relations is less marked in
those countries where we observe a flattening or even a U-shaped relation in manufacturing.

30. For example, France (3.5), Italy (4.6), the Netherlands (1.6), and Finland (1.8) all have
indicators of the administrative costs of setting up a business (least regulated � 0, most reg-
ulated � 6) largely above the United States (0.7) or the United Kingdom (0.8). See Nicoletti,
Scarpetta, and Boylaud (1999) for details on these indicators.



the specific difference-in-difference approach works only if the measure-
ment error in firm turnover does not vary systematically by size class. Lon-
gitudinal linkage problems interacting with sample selection problems that
vary by size may be a problem in some countries.

Another dimension that can be used for this difference-in-difference ap-
proach is clearly the industry. Sectoral variation within and between coun-
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Fig. 1.3 Entry rates by firm size, manufacturing, 1990s
Note: Data for Finland are from 1992 to 1998.



tries may reflect a rich mix of the technological, cost, and demand factors
driving firm dynamics, as well as market structure and institutions in the
country. Table 1.6 presents sectoral gross firm turnover rates (entry plus
exit rates weighted by employment) normalized by the overall cross-
country industry average. As before, if technological and cost factors were
predominant in determining the heterogeneity of firm dynamics across
countries, we should find that the values in the country columns of table 1.6
are concentrated around one. The first element to report is that the vari-
ability of turnover rates for the same industry across countries is compa-
rable in magnitude to that across industry in each country. Turnover rates
(especially if weighted by employment) are somewhat higher in the service
sector (especially in trade) than in manufacturing.31 However, in most
countries, some high-tech industries with rapid technological changes and
market experimentation had relatively high entry rates in the 1990s (e.g.,
office; computing and equipments; and radio, TV, and communication).
Transition countries, as well as Mexico, tend to have greater firm churning
than industrial countries, on average.

The finding of important industry effects that hold across countries sug-
gests a possible future avenue for the difference-in-difference approach to
shed light on the role of institutions in shaping firm dynamics. Taking the
U.S. firm dynamics as a benchmark for the underlying churning that is
needed by technological and costs factors, it is possible to compare the
cross-industry variation in the United States with that of other countries
with stricter business regulations. If these regulations were indeed con-
straining firm dynamics, we should observe smaller variance in countries
with stricter regulations. Some recent studies have indeed found some pre-
liminary evidence that this is indeed the case.32

1.5.4 The Post-Entry Performance of Firms

Another useful metric to characterize firm dynamics is to examine post-
entry performance of firms. Understanding the post-entry performance
sheds light on the market selection process that separates successful en-
trant firms that survive and prosper from others that stagnate and eventu-
ally exit. In addition, post-entry performance is a measure that exploits
variation that may be less subject to measurement error. Conditional on

48 Eric Bartelsman, John Haltiwanger, and Stefano Scarpetta

31. In Italy, however, there appears to be only small differences in churning between man-
ufacturing and services. This is particularly evident for the employment-weighted turnover
and likely reflects the small differences in average size of firms between manufacturing and
services. The lower turnover rate in the French service sector compared with that in manu-
facturing is likely to depend on the existence of a size threshold in the French data, which
tends to be more binding in the service sector than in manufacturing. As an indication, the
French data also suggest a higher average size of firms in the service sector than in manufac-
turing, in contrast with all other countries.

32. See Micco and Pages (2006); Klapper, Laeven, and Rajan (2006).
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the sample or register capturing an entrant firm, there is a reasonable
chance that the sample or register will be able to follow the firm over time.

Figure 1.4 presents nonparametric (graphic) estimates of survivor rates.
The survivor rate specifies the proportion of firms from a cohort of en-
trants that still exist at a given age. In the figure, the survival rates are av-
eraged over different entry cohorts (those that entered the market in the
late 1980s and 1990s) to minimize possible business cycle effects and pos-
sible measurement problems.

Looking at cross-country differences in survivor rates, about 10 percent
(Slovenia) to more than 30 percent (in Mexico) of entering firms leave the
market within the first two years (fig. 1.4). Conditional on overcoming the
initial years, the prospect of firms improves in the subsequent period; firms
that remain in the business after the first two years have a 40 to 80 percent
chance of surviving for five more years. Nevertheless, only about 30 to 50
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Fig. 1.4 Firm survival at different lifetimes, 1990s: A, manufacturing; B, total 
business sector

B
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percent of total entering firms in a given year survive beyond the seventh
year in industrial and Latin American countries, while higher survival
rates are found in transition economies.33

For most countries, the rank ordering of survival is similar whether us-
ing a two-year, four-year, or seven-year horizon, suggesting that there is an
important country effect that impacts the survival function. However,
there are a few interesting exceptions. The United States has relatively low
survival rates at the two-year horizon but relatively higher survival rates at
the seven-year horizon. This pattern might reflect the relatively rapid
cleansing of poorly performing firms in the United States.

Table 1.7 provides details on the survival rates at four years of age across
industries and countries. The structure of the table is similar to those pre-
sented previously. Notably, the variation across countries is more system-
atic than that across industries. Across industries, between 60 and 80 per-
cent of firms survive after four years, while for example, the survival rate in
office and computing equipment deviates across countries from 40 percent
below to 40 percent above the cross-country average of 70 percent.

The total employment in each given cohort tends to increase in the ini-
tial years because failures are highly concentrated among its smallest units
and because of the significant growth of survivors. These facts are best pre-
sented by looking at gains in average firm size amongst surviving firms.

Given differences in data collection, the reference average size of en-
trants is that at duration one for industrial countries and duration zero for
other countries, but excluding firms with zero employment. The choice for
the industrial countries is dictated by the fact that entrant firms include
zero-employee firms. For example, in the United States, the time when the
firm is registered and when its employment is recorded differ, giving rise 
to the possibility that firms are recorded as having zero employees in the
entry year and positive employment in the second year.34 This, however,
may represent an overcorrection as it eliminates employment growth in
firms with positive employment at registration.

Figure 1.5 shows the evolution in average firm size of survivors as they
age, corrected for possible changes in entry size of the actual survivors by
age. In the figure, the average size of survivors at different duration is com-
pared with that at entry. The difference in post-entry behavior of firms in the
United States35 compared with the western European countries is partially

Measuring and Analyzing Cross-Country Differences in Firm Dynamics 53

33. Survivor rates for firms with twenty or more employees at age one are similar to those
observed in the newly compiled EUROSTAT firm-level database (EUROSTAT 2004).

34. However, recent work by the U.S. Census Bureau shows that even after correcting 
for the zero-employee problem, the size expansion of entrant firms in the United States ex-
ceeds that in other industrial countries by a wide margin. The growth in firm size in the ensu-
ing years shows that the United States continues to perform much better than other OECD
countries.

35. The results for the United States are consistent with the evidence in Audretsch (1995).
He found that the four-year employment growth among surviving firms was about 90 percent.
See also Dunne, Roberts, and Samuelson (1988, 1989).
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due to the larger gap between the size at entry and the average firm size of
incumbents (i.e., there is a greater scope for expansion among young ven-
tures in the U.S. markets than in Europe). In turn, the smaller relative size
of entrants can be taken to indicate a greater degree of experimentation,
with firms starting small and, if successful, expanding rapidly to approach
the minimum efficient scale.36

Latin American countries also offer a wide range of post-entry perfor-
mance of firms. Argentina has very limited post-entry expansion of suc-
cessful firms in manufacturing, while in Mexico selection of small firms is
stronger than in all other countries. However, post-entry growth of suc-
cessful firms is also very strong, pointing to vigorous market selection pro-
cess but also to sizeable rewards for successful new firms.
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36. This greater experimentation of small firms in the U.S. market may also contribute to
explain the evidence of a lower than average productivity at entry.

Fig. 1.5 Average firm size relative to entry, by age: A, manufacturing; B, total 
business sector

A

B



Transition economies also show a different behavior from most other
countries on firm survival. They tend to show higher survivor rates and
large post-entry growth of successful firms, which confirm the hypothesis
that new firms enjoyed a period of relatively low market contestability, es-
pecially in new low populated markets. Romania is obviously an outlier
among transition economies; not only are failure rates higher than in the
other countries, but even successful entrants have more limited opportuni-
ties of expanding.

1.6 The Effects of Creative Destruction on Productivity

1.6.1 Reallocation and Productivity: Growth versus Level Comparisons

In the previous two sections we have presented evidence of significant
cross-country differences in firm characteristics, their market dynamics,
and post-entry performance, which cannot be fully explained by differ-
ences in sectoral composition of the economy but rather points to salient
differences in market characteristics and in business environment. The
next obvious question is, do these differences matter for aggregate perfor-
mance? We address this question in a number of ways. First, we examine
the connection between productivity growth and the reallocation dynam-
ics that we have documented in the prior sections. We are particularly in-
terested in the contribution of entering and exiting businesses as well as the
contribution of the reallocation of activity among continuing businesses.
However, this analysis of dynamic efficiency, while inherently interesting,
is fraught with interpretational and measurement difficulties. We attempt
to overcome some aspects of these difficulties by exploiting sectoral varia-
tion within countries and then, in turn, comparing such sectoral differ-
ences across countries. In addition, we explore static efficiency by viewing
a cross-sectional decomposition of productivity. The latter turns out to be
simpler and more robust in terms of theoretical predictions and measure-
ment problems.

The approach taken in much of the empirical literature is to use ac-
counting decompositions that decompose aggregate growth into compo-
nents that reflect the contributions of productivity growth within continu-
ing firms, the firm turnover process, and the reallocation of resources
across continuing firms. The decompositions are correct in an accounting
sense but interpreting the results is, as noted, fraught with challenges. Part
of the problem here is to develop tight links between theoretical models of
productivity enhancing reallocation and these empirical decompositions.
One way to think about the empirical decompositions is that they provide
a set of moments that models should match. Lentz and Mortensen (2005)
take this approach by using a model of reallocation where the key frictions
are in the labor market (via search frictions). Levinsohn and Petrin (2005)

58 Eric Bartelsman, John Haltiwanger, and Stefano Scarpetta



provide a related useful benchmark by showing that in a model without
frictions and without entry and exit, aggregate productivity growth is given
by the weighted average of the productivity growth of continuing firms. In
other words, without frictions there is no contribution of reallocation to
aggregate productivity growth. These two studies remind us that the role of
reallocation in productivity growth is inherently related to underlying fric-
tions in the markets. For example, for net entry to be important it must be
the case that it is costly for firms to enter and exit. If it is costless in terms
of time and resources for firms to enter or exit, we would not observe any
difference in the productivity at the margin between entering and exiting
businesses. While frictions are at the core of this connection between pro-
ductivity and reallocation, precisely how these frictions interact with the
connection between productivity and reallocation is complicated both
conceptually and in the evidence that emerges from cross-country evi-
dence. We turn to these issues and findings now.

1.6.2 Reallocation and Productivity Growth

Let’s define the sector-wide productivity level in year t, Pt as:

(7) Pt � ∑
i

�itpit

where �i is the input share of firm i and Pt and pit are a productivity mea-
sure.37 In this chapter we focus on labor productivity based on gross output
data, although other measures are available for a subset of countries/sec-
tors. We also use a decomposition suggested by Baily, Hulten, and Camp-
bell (BHC henceforth, 1992) and in turn modified by Foster, Haltiwanger,
and Krizan (FHK henceforth, 2001). BHC and FHK decompose aggre-
gate (or industry-level) productivity growth into five components, com-
monly called the within effect, between effect, cross effect, entry effect, and
exit effect, as shown in order below:

(8) 
Pt � ∑
i∈C

�it�k
 pit � ∑
i∈C


�it ( pit�k � Pt�k) � ∑
i∈C


�it 
pit

� ∑
i∈N

�it ( pit � Pt�k) � ∑
i∈X

�it�k ( pit�k � Pt�k)

where 
 means changes over the k-years’ interval between the first year 
(t – k) and the last year (t); �it is as before; C, N, and X are sets of continu-
ing, entering, and exiting firms, respectively; and Pt–k is the aggregate (i.e.,
weighted average) productivity level of the sector as of the first year (t – k).38

The FHK method uses the first year’s values for a continuing firm’s share
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37. A variety of measures of productivity have been used in the literature including labor
productivity, measures of total factor productivity that vary from estimated residuals from
production functions to divisia index approaches to multilateral index number approaches.

38. The shares are usually based on employment in decompositions of labor productivity
and on output in decompositions of total factor productivity.



(�it–k), its productivity level (Pit–k), and the sector-wide average productiv-
ity level (Pt–k). One potential problem with this method is that, in the pres-
ence of measurement error in assessing market shares and relative produc-
tivity levels in the base year, the correlation between changes in
productivity and changes in market share could be spurious, affecting the
within- and between-firm effects.

To tackle these potential problems, we have also used the approach pro-
posed by Griliches and Regev (1995), which uses the time averages of the
first and last years for them (��i, p�i, and P�). As a result the cross-effect, or co-
variance term, disappears from the decomposition. The averaging of mar-
ket shares reduces the influence of possible measurement errors, but the in-
terpretation of the different terms of the decomposition is less clear-cut as
the time averaging makes the within-effect term affected by changes in the
firms’ shares over time, and the between-effect term affected by changes in
productivity over time. The results obtained using this method are qualita-
tively similar to those obtained using the FHK and are not presented in the
chapter.

As a final sensitivity analysis, we also use the method proposed by Bald-
win and Gu (BG henceforth, 2002) that uses, as a reference for the calcu-
lations of the relative productivity of the different groups, the average pro-
ductivity of exiting firms. With this method, the contribution from exiting
firms disappears and the entry component is positive if, on average, their
productivity is higher than those of firms they are supposed to replace (the
exiting firms).

In all of these decompositions, the baseline analysis is based on five-year
rolling windows for all periods and industries for which data are available.
We also present results for three-year rolling windows and test the hypoth-
esis that the contribution from entry changes with the time horizon con-
sidered. However, care has to be taken in interpreting the entry and exit
components as they do not always reflect a comparison between produc-
tivity levels at the same point in time. For example, in the version of the
FHK decomposition used here, the entry component comprises the differ-
ence between average productivity among entrants at the end of the three-
to five-year period with overall productivity at the beginning. Therefore, it
is obvious that a positive entry component does not necessarily mean that
productivity among entering firms is above average in relation to their con-
temporaries.

Before discussing the results of these decompositions, it is important to
notice that their interpretation is not always straightforward from a theo-
retical, as well as measurement, point of view. The working hypothesis that
poor market structure and institutions will distort the contribution of the
creative destruction process has complex implications when using these ba-
sic accounting decompositions. The reason is that distortions may affect the
reallocation dynamics on different margins in a variety of ways. For ex-
ample, artificially high barriers to entry will lead to reduced firm turnover
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and to a less efficient allocation of resources. But given the high barrier to
entry (and in turn the implied ability of marginal incumbents to increase
survival probabilities), the average productivity of entrants will rise while
the average productivity of incumbents and exiting businesses will fall. Sim-
ilar predictions apply to policies that subsidize incumbents and/or restrict
exit in some fashion. The point is that institutional distortions might yield
a larger gap in productivity between entering and exiting businesses, which
will contribute to larger net entry term in the previous decompositions.

Alternatively, some types of distortions in market structure and institu-
tions might make the entry and exit process less rational (i.e., less driven by
market fundamentals but more by random factors). Such randomness may
be associated with either a higher or lower pace of churning. Pure ran-
domness would, in principle, increase the pace of churning, but the ran-
dom factors might be correlated with other factors (e.g., firm size) and thus
the impact would be to distort the relationship between churning and such
factors with less clear predictions on the overall pace of churning. In any
event, such randomness would imply less systematic differences between
entering, exiting, and incumbent businesses—in the extreme when all en-
try and exit is random there should be no differences between entering, ex-
iting, and incumbent businesses.39

Another related problem is that a business climate that encourages more
market experimentation might have a larger long-run contribution but a
smaller short-run contribution from the creative destruction process. That
is, the greater market experimentation may be associated with more risk
and uncertainty in the short run so that it is only after the trial and error
process of the experimentation has worked its way out (through learning
and selection effects) that the productivity payoff is realized. Thus, a busi-
ness climate that encourages market experimentation might have a lower
short-run contribution from entry and exit but a higher long-run contri-
bution from entry and exit. Thus, in terms of these decompositions, the
horizon over which the decomposition is measured may have a major effect
on the contribution of net entry in a specific country in a manner that is
idiosyncratic to that country, and therefore impact any cross-country com-
parisons.40

In short, the gap between the productivity of entering and exiting busi-
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39. Oviedo (2005) models the randomness of institutional enforcement as a way of captur-
ing variations in institutional quality across countries. She shows that such randomness re-
duces the link between firm turnover and allocative efficiency.

40. Foster, Haltiwanger, and Krizan (2001) found large differences in the contribution of
entry and exit between five- and ten-year horizons in the United States. Their analysis sug-
gests that this is because entering cohorts in the United States are very heterogeneous. The se-
lection of the least productive entrants in the first several years as well as the relatively greater
increases in productivity for surviving entrants, relative to more mature incumbents over the
same period, imply that the impact of net entry is much larger at a ten-year horizon than a
five-year horizon. They show that this holds even taking into account the inherently higher
share of activity accounted for by entering and exiting businesses over a longer horizon.



nesses is not by itself sufficient to gauge the contribution or efficiency of 
the creative destruction process. In addition, different types of distortions
might be acting simultaneously in a country. It might be that different poli-
cies act to subsidize incumbents (preferential treatment for incumbents),
other policies artificially increase the barriers to entry (poorly functioning
financial markets and/or regulatory barriers), while other policies make
exit more random for some types of businesses (e.g., poorly functioning fi-
nancial markets for young and small businesses). As such, there might be
too little churning on some dimensions and too much on others, and the
gap between entering and exiting businesses might be too large on some
margins and too small on others.

With all of these caveats in mind, figure 1.6 presents the decomposition
of labor productivity growth in the total business sector and figure 1.7
presents the decomposition of labor productivity for the manufacturing
over the 1990s for a large sample of countries.

A number of elements emerge from these decompositions:

• Productivity growth is largely driven by within-firm performance. In
industrial and emerging economies (outside transition), productivity
within each firm accounts for the bulk of overall labor productivity
growth. This is particularly the case if one focuses on the three-year
horizon (not reported). Over the longer run (i.e., five-year horizon),
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Fig. 1.6 Firm-level labor productivity decomposition for Total Business Sector
Notes: Chile: 1985–1999; Estonia 2000–2001; West Germany 2000–2002; Latvia 2001–2002;
Portugal 1991–1994. Excluding Brazil and Venezuela. Within � within-firm productivity
growth. Between � productivity growth due to reallocation of labor across existing firms.
Entry � productivity growth due to entry of new firms. Exit � productivity growth due to exit
of firms. Firm turnover � Entry plus exit rates.
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reallocation (and, in particular, the entry component) plays a stronger
role in promoting productivity growth.

• The impact on productivity via the reallocation of output across exist-

ing enterprises (the between effect) varies significantly across coun-
tries. It is generally positive but small. This factor should be assessed
together with the covariance (or cross) term, which combines changes
in productivity with changes in employment shares. The covariance

term is negative in most countries, including the transition economies.
This implies that firms experiencing an increase in productivity were
also losing market shares (i.e., their productivity growth was associ-
ated with restructuring and downsizing rather than expansion). This
negative cross term, in a related way, is potentially associated with ad-
justment costs of labor. That is, in any given cross section there are
some businesses that have recently had a productivity shock, but due
to adjustment costs have not adjusted their labor inputs (at least fully).
For businesses with a recent positive shock, the higher productivity
will lead to a higher desired demand for labor and thus we will see such
businesses increase employment, but due to diminishing returns (in
the presence of any fixed factors at the micro level), a decrease in pro-
ductivity.

• Finally, the contribution of net entry to overall labor productivity
growth is generally positive in most countries, accounting for between
20 percent and 50 percent of total productivity growth. The exit effect
is always positive (i.e., the least productive firms exit the market con-
tributing to raise the productivity average of those that survive). Data
for European countries show that new firms typically make a positive
contribution to overall productivity growth, although the effect is gen-
erally of small magnitude. By contrast, entries make a negative contri-
bution in the United States for most industries. Interpreting these find-
ings without more information is difficult. The weak performance of
entrants in the United States might reflect greater experimentation, so
that for each entering cohort of entrants there is more selection and
potentially more learning by doing.41 In transition economies, in all
but one country (Hungary over the three-year horizon) the entry of
new firms makes a positive and often strong contribution to produc-
tivity. For most countries, while the contribution of net entry is posi-
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41. Some evidence in favor of this interpretation is provided in Haltiwanger, Jarmin, and
Schank (2003); Foster, Haltiwanger, and Krizan (2001, 2002); and Bartelsman and Scar-
petta (2004). The former work provides evidence of greater market experimentation in the
United States relative to Germany. The latter shows that as the horizon lengthens in the
United States, the contribution of net entry rises disproportionately. Moreover, Foster, Halti-
wanger, and Krizan (2001, 2002) show that the increased contribution of net entry is due to
both selection of the low productivity entrants and due to learning by doing to successful
entrants.



tive, it is less than proportionate relative to the share of employment
accounted for by firm turnover.

An open question is whether the observed differences across countries
are accounted for by differences in market institutions and policies or
whether they reflect different circumstances and/or problems of measure-
ment. As discussed above, drawing such inferences from cross-country ev-
idence is difficult given that the policy environment may impact in a vari-
ety of ways and given the measurement problems. Consider, for example,
the problem of measurement error in firm turnover that yields too high a
measure of turnover for a country because of longitudinal linkage prob-
lems. Other things equal, spuriously high firm turnover will increase the
share of activity associated with entering and exiting businesses and there-
fore increase the contribution of net entry to productivity growth. How-
ever, this same measurement error is likely to impact the differences in pro-
ductivity between continuing, entering, and exiting businesses. If the true
relationship is such that exiting businesses are less productive than contin-
uing businesses, spurious entry and exit will tend to reduce this difference
since some of the measured exiting businesses will in fact be continuing
businesses. For entry, the relationship is potentially more complicated and
also related to interpretation as well as differences across countries in the
nature of their dynamics. For a country where entrants are immediately
more productive than continuers, spurious measurement error will tend to
reduce the gap and therefore decrease the contribution of net entry. For a
country where entrants tend to be less productive than incumbents at en-
try perhaps due to market experimentation, as in the United States, spuri-
ous entry and exit will decrease the negative gap and therefore increase the
contribution of net entry (since it will reduce a negative effect).

One set of countries where these measurement and interpretation 
problems appear to be interacting in interesting ways is for the transition 
economies (Estonia, Hungary, Latvia, Romania, and Slovenia). In these
countries, there is a very high rate of firm turnover as a share of total em-
ployment and entry accounts for a large (but less than proportionate to the
share of turnover) share of productivity growth. The large contribution of
entry partly reflects the large rate of firm turnover, but it also reflects by
construction a positive gap between entrants and incumbents productivity.
In interpreting the latter finding, it is useful to put it in the context of the
high pace of turnover. In general, it is difficult to interpret differences
across countries in the magnitude of the gap between entering and exiting
businesses. For example, this gap might reflect fundamentals driving mar-
ket selection with new businesses adopting the latest business practices (or
in transition economies, new businesses adopting market business prac-
tices relative to incumbents), or it might reflect a very high entry barrier so
that only very productive new businesses enter. However, the latter expla-
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nation might suggest that firm turnover rates should be lower, which does
not appear to be the case for the transition economies. Still, for these econ-
omies the contribution of net entry is far from proportionate, suggesting
that there is substantial churning of businesses via entry and exit that is not
productivity-enhancing.

Our data also allow checking the sensitivity of the contribution of firm
entry to differences in the time horizon. Table 1.8 presents the difference in
the components of the decomposition as the horizon increases from three
to five years for selected countries. To make the three and five year com-
ponents comparable, the components have all been annualized. For the 
selected countries, lengthening the horizon increases the annual contribu-
tion of net entry, decreases the annual contribution of the between com-
ponent, and has a mixed impact on the within component. The increase in
the net entry component is largest for the transition economies, with a rel-
atively large increase of almost three percent for Estonia. For the transition
economies at least, these findings are consistent with the hypothesis that
learning and selection effects increase the contribution of net entry over a
longer horizon.

There is also an important sectoral dimension to the process of restruc-
turing, reallocation, and creative destruction. Figure 1.8 presents the pro-
ductivity decompositions for two groups of industries in manufacturing:
(a) the low technology industries, and (b) the medium-high-technology in-
dustries. The large negative cross-term discussed previously (i.e., the fact
that firms with strong productivity growth downsized is evident in low-
tech industries, while in medium-high-tech industries this effect, albeit still
present, seems to be smaller). Even more interesting, the contribution of
new firms to productivity growth is modest in low-tech industries, and even
largely negative in a few countries, including the United States. But the en-
try effect is strongly positive in medium-high-tech industries. This result
suggests an important role for new firms in an area characterized by
stronger technological changes. Given our focus on measurement issues in
this chapter, these findings provide another illustration why exploiting the
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Table 1.8 Time horizon differences

Difference in component from 5 to 3 years

Country Net entry Between Within

Argentina 0.001 –0.001 0.028
Chile 0.002 –0.005 –0.007
Colombia 0.001 –0.005 –0.004
Estonia 0.028 –0.006 –0.007
Latvia 0.019 –0.009 0.027
Slovenia 0.007 –0.001 0.001



F
ig

. 1
.8

P
ro

du
ct

iv
it

y 
de

co
m

po
si

ti
on

 b
y 

te
ch

no
lo

gy
 g

ro
up

s
N

o
te

s:
A

rg
en

ti
na

 1
99

5–
20

01
; C

hi
le

 1
98

5–
19

99
; C

ol
om

bi
a 

19
87

–1
99

8;
 E

st
on

ia
 2

00
0–

20
01

; F
in

la
nd

 2
00

0–
20

02
; F

ra
nc

e 
19

90
–1

99
5;

 W
es

t 
G

er
m

an
y 

20
00

–2
00

2;
 K

or
ea

19
88

 a
nd

 1
99

3;
 L

at
vi

a 
20

01
–2

00
2;

 N
et

he
rl

an
ds

 1
99

2–
20

01
; P

or
tu

ga
l 1

99
1–

19
94

; S
lo

ve
ni

a 
19

97
–2

00
1;

 T
ai

w
an

 1
98

6,
 1

99
1,

 a
nd

 1
99

6;
 U

.K
. 2

00
0–

20
01

; U
.S

. 1
99

2 
an

d 
19

97
.

E
xc

lu
di

ng
 B

ra
zi

l a
nd

 V
en

ez
ue

la
.

Lo
w

 T
ec

h 
In

du
st

ri
es



F
ig

. 1
.8

(c
on

t.
)

N
o

te
s:

A
rg

en
ti

na
 1

99
5–

20
01

; C
hi

le
 1

98
5–

19
99

; C
ol

om
bi

a 
19

87
–1

99
8;

 E
st

on
ia

 2
00

0–
20

01
; F

in
la

nd
 2

00
0–

20
02

; F
ra

nc
e 

19
90

–1
99

5;
 W

es
t 

G
er

m
an

y 
20

00
–

20
02

; K
or

ea
 1

98
8 

an
d 

19
93

; L
at

vi
a 

20
01

–2
00

2;
 N

et
he

rl
an

ds
 1

99
2–

20
01

; P
or

tu
ga

l 1
99

1–
19

94
; S

lo
ve

ni
a 

19
97

–2
00

1;
 T

ai
w

an
 1

98
6,

 1
99

1 
an

d 
19

96
; U

K
 2

00
0–

20
01

; U
.S

. 1
99

2 
an

d 
19

97
. E

xc
lu

di
ng

 B
ra

zi
l a

nd
 V

en
ez

ue
la

.

M
ed

iu
m

 a
nd

 H
ig

h 
Te

ch
 In

du
st

ri
es



cross-industry variation within countries is a useful approach in cross-
country analysis.

Table 1.9 presents the difference in the net entry component (annualized)
for the FHK and BG methodologies. Recall that a key difference is that
FHK use the initial average productivity of all plants as the benchmark
from which entering and exiting plants’ productivity are compared, while
BG use the exiters’ productivity. Foster, Haltiwanger, and Krizan (2001)
motivate their approach as having desirable accounting properties (i.e., en-
tering plants contribute positively to industry productivity growth over
time if they are above the initial average, while exiting plants contribute
positively to industry productivity growth if they are below the initial av-
erage). Baldwin and Gu (2003) motivate their approach as being more ap-
propriate to the extent that entrants are displacing exiting plants, so the
correct reference group for entrants are the exiting businesses they are dis-
placing.42 For most countries the difference is small.

It is intuitive that the effects should in general be small because for both
methods the net entry term depends critically on the difference between av-
erage productivity of entering and exiting businesses. In other words, both
the entry and the exit term subtract off whatever base is used, so at first
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42. One technical limitation of this alternative is that it implies, in turn, that the benchmark
for the between component is the productivity of the exiters, which is difficult to motivate.

Table 1.9 Accounting for the differences between FHK and BG decompositions

Net entry Exit/entry Incumbent/exit
difference share difference productivity difference

Argentina –0.01 –0.012 0.098
Chile –0.007 –0.022 0.432
Colombia 0.003 0.008 0.627
Estonia –0.001 –0.031 0.28
Finland –0.002 –0.013 0.251
France 0.003 0.034 0.107
Korea, Republic –0.042 –0.122 0.495
Latvia 0.000 –0.001 –0.037
Netherlands 0.001 0.028 0.025
Portugal –0.011 –0.039 0.394
Slovenia 0.010 0.059 0.252
Taiwan (China) –0.014 –0.077 0.264
U.K. 0.005 0.148 0.051
U.S. 0.002 0.012 0.299
West Germany 0.000 0.001 0.274

Notes: The reported figures are the time series averages. The first column is the product of the
second and third column. However, since the reported figures are averages over time, the iden-
tity may appear not to hold (the product of the averages is not the same as the average of the
product).



glance, it might appear that the base is irrelevant (the base term in each
component cancels out in the net). Consistent with this perspective, com-
puting the difference between the FHK and BG net entry terms yields:

(9) FHK � BG � (∑
i∈X

�it�k � ∑
i∈N

�it)(Pt�k � PX
t�k)

where Pt–k is the average productivity of incumbents and PX
t–k is the average

productivity of exiting businesses in the base year. Thus, if the share of ac-
tivity (in this case employment) accounted for by entering and exiting busi-
nesses is the same, then the difference is zero. As seen in section 1.5, for
most countries the share of activity accounted for by entry is about the
same as that for exit, typically with the latter slightly larger since exiting
businesses tend to be larger than entering businesses. Thus, this difference
in weights does not matter for most countries. However, for Korea—and
to a lesser extent Portugal and Taiwan (China)—the share of employment
accounted for by exit is substantially less than the share of employment ac-
counted for by entry, leading to larger differences between the two decom-
position methods. This difference yields an especially big effect in Korea
given that the gap between incumbents and exiting businesses is also large.

To conclude this discussion of dynamic decompositions, it is worth high-
lighting the range of problems in drawing inferences from cross-country
comparisons of the contribution of net entry across countries. For one,
these decompositions depend critically on accurately measuring the extent
of entry and exit. As we have noted, spurious entry and exit will have com-
plex implications for the contribution of net entry with effects working in
potentially opposite directions. For another, horizon may play a critical
role in these decompositions and such horizon differences are arguably
different across countries (and industries). The horizon problems are mit-
igated if very long differences are used (e.g., ten years), but this in turn
poses problems of data limitations and measurement (e.g., the measure-
ment problems may be worse over a longer horizon). We believe that these
dynamic decompositions highlight some interesting patterns that appear
to reflect rich actual differences in the firm dynamics.

1.6.3 The Cross-Sectional Efficiency of the Allocation of Activity

So far, the creative destruction process has been discussed mostly from
the point of view of productivity growth. This is natural in this context
since the creative destruction process is inherently dynamic. However, as
discussed previously at some length, measurement and interpretation
problems raise questions about the comparisons of dynamic decomposi-
tions across countries. An alternative approach that is simpler and more
robust is to ask the question, are resources allocated efficiently in a sector/
country in the cross section at a given point in time? Dynamics can also be
examined here to the extent that the nature of the efficiency of the cross-
sectional allocation of businesses can vary over time.
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This approach is based upon a simple cross-sectional decomposition of
productivity growth developed by Olley and Pakes (1996). They note that
in the cross section, the level of productivity for a sector at a point in time
can be decomposed as follows:

(10) Pt � (1/Nt)∑
i

Pit � ∑
i


�it
Pit

where N is the number of businesses in the sector and 
 is the operator that
represents the cross-sectional deviation of the firm-level measure from the
industry simple average. The simple interpretation of this decomposition
is that aggregate productivity can be decomposed into two terms involving
the unweighted average of firm-level productivity, plus a cross term that re-
flects the cross-sectional efficiency of the allocation of activity. The cross
term captures allocative efficiency since it reflects the extent to which firms
with greater efficiency have a greater market share.

This simple decomposition is very easy to implement and essentially in-
volves just measuring the unweighted average productivity versus the
weighted average productivity. Measurement problems make comparisons
of the levels of either of these measures across sectors or countries very
problematic, but taking the difference between these two measures reflects
a form of a difference-in-difference approach. Beyond measurement ad-
vantages, this approach also has the related virtue that theoretical predic-
tions are more straightforward as well. Distortions to market structure and
institutions unambiguously imply that the difference between weighted
and unweighted productivity (or equivalently the cross term) should be
smaller.

With these remarks in mind, figure 1.9 shows the measure of the gap be-
tween weighted and unweighted average productivity for a sample of coun-
tries. The results are obtained by applying the Olley Pakes (OP) decompo-
sition at the industry level and then taking the weighted average across
industries for the countries in the harmonized database. For virtually all
countries, the gap is positive, suggesting that resources are allocated to
more productive businesses. The South East Asian economies are on top,
followed by the United States, while the Latin American countries (except
Argentina) show higher productivity boosts through resource allocation
than the EU, but lower than in Asia. The transition economies are gener-
ally weaker in terms of this measure of allocative efficiency. For many
countries, the gap is not only positive but large. For the Asian economies
and the United States, the allocative efficiency term accounts for about 50
percent or more of labor productivity. In the EU, the productivity boost is
smaller, ranging from 15 to 38 percent.

The findings in figure 1.9 are striking and suggest that this measurement
approach has great potential in a cross-country context. Moreover, the 
allocative efficiency measures can be computed for different years or for
specific industries and/or other classifications of firms, suggesting that a
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pooled country, firm-type data set of allocative efficiency measures would
be valuable for further analysis. Note, however, that the allocative effi-
ciency measures are not without problems and limitations. A key problem
is that the measures by construction do not permit decomposing the con-
tribution of entering, exiting, and continuing businesses. As such, in an
analysis of the impact of institutions on reallocation and productivity dy-
namics, these allocative efficiency measures cannot be used to investigate
the impact of institutions on such measures of firm dynamics and in turn,
the contribution of those effects on productivity. Measurement error will
also cloud the interpretation of the allocative efficiency measures. Classi-
cal measurement error in productivity at the micro level that is uncorre-
lated with market share will tend to drive the allocative efficiency to zero.
Classical measurement error in productivity that is also correlated with
market share (put differently, classical measurement error in output mea-
sures at the micro level) will work in the opposite direction.

1.7 Concluding Remarks

In this chapter we assess the measurement and analytic challenges for
studying firm dynamics within and across countries. We use recently col-
lected indicators of firm dynamics for a sample of more than twenty coun-
tries. Our cross-country data set has been assembled, paying great care to
the harmonization of key concepts. Such harmonization is essential to con-
duct meaningful comparisons, but we acknowledge that our effort should
probably be extended, as there remain measurement problems. While
simple comparisons of firm dynamics across countries remain difficult 
to interpret, interesting inferences can be made by examining multiple in-
dicators and by carefully considering the nature of the measurement 
errors. Since much of these errors are country-specific, using some form of
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difference-in-difference approach that eliminates overall country-specific
effects helps enormously.

Bearing in mind these measurement problems, there is evidence in our
data of a significant heterogeneity of firms in each market and country.
This heterogeneity is manifested in large disparities in firm size, firm
growth, and productivity performance. More in detail, we found:

• The average size of incumbent firms varies widely across sectors and
countries. Differences in firm size are largely driven by within-sector
differences, although in some countries sectoral specialization also
plays a significant role. Smaller countries tend to have a size distribu-
tion skewed towards smaller firms, but the average size of firms does
not map precisely with the overall dimension of the domestic market.
An important message emerging from our analysis is that in the em-
pirical analysis of firm dynamics, differences in the size composition
across sectors and countries ought to be controlled for.

• Firm churning, taken at face value, is large; gross firm turnover is in the
range of 10 to 20 percent of all firms in industrial countries, and even
more in transition and other emerging economies. Entering, but also
exiting, firms tend to be small and thus firm flows affect only about 5
to 10 percent of total employment. This may suggest that the entry of
small firms is relatively easy while larger-scale entry is more difficult,
but survival among small firms is also more difficult—many small
newcomers fail before reaching the efficient scale of production. Given
the measurement and interpretation issues related to firm turnover
data, we suggest exploring the variation in firm turnover across sectors
and firms of different sizes to shed some light on the different nature
of creative destruction.

• Market selection is pretty harsh. About 20 to 40 percent of entering
firms fail within the first two years of life. Confirming previous results,
failure rates decline with duration; conditional on surviving the first
few years, the probability of survival becomes higher. But only about
40 to 50 percent of total entering firms in a given cohort survive be-
yond the seventh year.

• Successful entrants expand rapidly. Surviving firms are not only rela-
tively larger but also tend to grow rapidly. The combined effect of exits
being concentrated among the smallest units and the growth of sur-
vivors makes the average size of a given cohort increase rapidly towards
the efficient scale. Measuring the post-entry performance within coun-
tries appears to be somewhat more robust than the analysis of firm dy-
namics, since it implies following a cohort over time within a country.

• Creative destruction is important for promoting productivity growth.

While the continuous process of restructuring and upgrading by in-
cumbents is essential to boost aggregate productivity, the entry of new
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firms and the exit of obsolete units also play an important role. In vir-
tually all of our countries, the net entry process contributes positively
to productivity growth. While measurement and interpretation prob-
lems associated with firm turnover cloud rank orderings across coun-
tries, within-country variations in the contribution of firm turnover to
productivity growth may be an interesting avenue of research. For ex-
ample, we observe a stronger contribution of net entry to productivity
growth in high-technology industries compared with low-technology
ones, and the differences between these two groups vary significantly
across countries. This in turn may suggest a different role of creative
destruction in promoting technological adoption and experimenta-
tion. Moreover, this pattern helps highlight the usefulness of exploit-
ing the cross-industry variation within countries and in turn compar-
ing that cross-industry variation across countries within this context.

• Allocative efficiency is important in productivity levels, rank ordering of

countries, and in productivity growth. Allocative efficiency can be mea-
sured using cross-sectional data within a country or industry, or by us-
ing the covariance between market share and efficiency (i.e., measures
of productivity). In using this measure, we find that virtually all coun-
tries exhibit positive allocative efficiency. Further, the rank ordering of
countries on this basis appears more reasonable than other measures
of the contribution of the reallocation process to growth.
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