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Preface

Standard Reference Materials (SRMs) as defined by the National Institute of
Standards and Technology (NIST) are well-characterized materials, produced in
q[uantity and certified for one or more physical or chemical properties. They are
used to assure the accuracy and compatibility of measurements throughout the
Nation. SRMs are widely used as primary standards in many diverse fields in
science, industry, and technology, both within the United States and throughout
the world. They are also used extensively in the fields of environmental and
clinical analysis. In many applications, traceability of quality control and
measurement processes to the national measurement system is carried out through
the mechanism and use of SRMs. For many of the Nation's scientists and
technologists, it is therefore of more than passing interest to know the details
of the measurements made at NIST in arriving at the certified values of the SRMs
produced. The NIST Special Publication 260 Series is a series of papers reserved
for this purpose.

The 260 Series is dedicated to the dissemination of information on different
phases of the preparation, measurement, certification, and use of NIST SRMs. In
general, much more detail will be found in these papers than is generally
allowed, or desirable, in scientific journal articles. This enables the user to
assess the validity and accuracy of the measurement processes employed, to judge
the statistical analysis, and to learn details of techniques and methods utilized
for work entailing greatest care and accuracy. These papers also should provide
sufficient additional information so SRMs can be utilized in new applications in
diverse fields not foreseen at the time the SRM was originally issued.

Inquiries concerning the technical content of this paper should be directed to
the author(s). Other C[uestions concerned with the availability, delivery, price,
and so forth, will receive prompt attention from:

Standard Reference Materials Program
Bldg. 202, Rm. 204
National Institute of Standards and Technology
Gaithersburg, MD 20899
Telephone: (301) 975-6776
FAX: (301) 948-3730

Thomas E. Gills, Chief
Standard Reference Materials Program
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Statistical Aspects of the Certification of

Chemical Batch Standard Reference Materials
Susannah B. Schiller

Statistical Engineering Division

The accurate determination of chemical analytes in batches of material is the principal requirement

in chemical Standard Reference Material (SRM) certification. There are many issues dealing with

material sampUng, experiment design, and data analysis which must be addressed. Many
measurements made for chemical constituent batch SRMs are destructive, and batches are usually

large, so selecting a random but representative sample from the batch is vital to inference about the

material. The experiments need to be designed to use as few measurements as possible while

minimizing bias in the results. Homogeneity assessment must be done to verify the material's

suitability for sale, and to determine what type of statistical interval will make an appropriate

summary for the certificate. Finally, results from more than one independent chemical method
often must be combined in a statistically meaningful way to arrive at a realistic estimate of the

uncertainty of the results achieved. This paper provides guidelines for addressing these statistical

issues. The motivations behind those guidelines are also explained to facilitate understanding of

them.

1. Introduction

The accurate determination of chemical analytes in batches of material is the principal requirement

in chemical Standard Reference Material (SRM) certification. Natural matrix materials, such as

PCBs and pesticides in whale blubber (SRM 1945) or trace elements in estuarine sediment (SRM

1646a), and synthetic sample or "calibration solution" SRMs, such as PAHs in acetonitrile (SRM

1647c) are just a few examples of this class of SRM.

"Natural matrix" SRMs are prepared from material found in nature. After the material is collected,

it is blended, dried (for some materials), and bottled. (Note: ampules or vials may be the

appropriate type of container, depending on the material. However, the word "bottle" is used

throughout this text for convenience.) Natural matrix SRMs are sold for use primarily as control

samples, although they may also be used as calibrants for analytical methods which directly

analyze solid samples. When a natural matrix SRM is similar in chemical composition and

concentration to an unknown sample, it provides a good check for the accuracy of an analytical

method because interferences and dissolution problems that might cause biases in analysis of the

unknown sample will also occur for the SRM. Each analyte in a natural matrix SRM is certified
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using data from a single definitive method or data from at least two chemically independent

methods if no definitive method is available. Material homogeneity is an important issue for these

SRMs.

"Calibration solution" SRMs are often prepared gravimetrically by v^eighing quantities of pure

materials and dissolving each in an appropriate solvent. After the solution has been well blended,

it is bottled. Measurements from one analytical method are usually compared with the results of

the gravimetric preparation to verify the certified value for each analyte. Purity assessment of the

materials used to prepare the solution is an important factor in the final quality of the certification.

There are many issues dealing with material sampling, experiment design, and data analysis which

must be addressed for this type of SRM. Many measurements made for chemical constituent batch

SRMs are destructive (i.e., the sample is consumed), and batches are usually large, so selecting a

random but representative sample from the batch is vital to inference about the material.

Homogeneity assessment must be done to verify the material's suitability for sale, and to determine

what type of statistical interval will make an appropriate summary for the certificate. When

designing and analyzing the actual measurements, the goal is to use as few measurements as

possible while minimizing bias and detemiining a realistic estimate of the uncertainty of the results

achieved. Designs are also affected by the degree of uncertainty acceptable to the intended users of

the SRM.

The goal of any SRM certification is to tell the user the "right" answer (i.e., the true concentration)

and how well it is known. In the absence of systematic error, material heterogeneity, or sources of

uncertainty determined by nonstatistical means, this information is summarized by a confidence

interval for each mean concentration. If the material is heterogeneous, there is no single "right"

answer, but rather there is a statistical population of "right" answers (i.e., true concentrations)

corresponding to each unit (or sample) of the SRM. In this case a statistical prediction interval or a

tolerance interval (depending on the degree of conservatism that is desired) is an appropriate

summary of the population of "right" answers in the batch of material. Systematic error and

uncertainties based on experience rather than data introduce additional wrinkles into assessing the

final uncertainty.

This paper provides guidelines for addressing the many statistical issues in producing an SRM:

sampling from a batch of material, designing and evaluating a homogeneity study, designing

experiments to determine the certified value, analyzing the data, and combining the results from

multiple methods. The motivations behind those guidelines are also explained to facilitate
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understanding of them. When experiments are carefully designed, the resulting data are easy to

analyze and the resulting SRM is useful to the users it is intended to serve.

2. Expression of Uncertainty

When expressing the uncertainty of certified values on SRMs, it is important to follow a consistent

format whenever possible. This facilitates comparisons among NIST SRMs and between NIST

SRMs and similar reference materials sold by other producers around the world. Following the

NIST Uncertainty Policy [1] provides this standardization, since it is based upon the CIPM

approach to expressing uncertainty in measurements, given in the ISO "Guide to the Expression of

Uncertainty in Measurement" [2].

Each component of uncertainty is expressed as a standard-deviation-like quantity called a "standard

uncertainty" and categorized by the way in which it was estimated. Type A standard uncertainties

are those which were evaluated by statistical methods, and Type B standard uncertainties are those

which were evaluated by "other means." Each standard uncertainty also has degrees of freedom

associated with it. When Type B standard uncertainties are derived from a known range, they are

ascribed infinite degrees of freedom.

The standard uncertainties are combined by root sum of squares to form the "combined standard

uncertainty." In order to define an interval which should cover the true concentration of the SRM,

the combined standard uncertainty is multiplied times a "coverage factor," k, to form the "expanded

uncertainty." The coverage factor depends upon the degrees of freedom of the combined standard

uncertainty and the desired level of confidence to be associated with the interval, and typically

comes from the Student's t distribution.

3. Material Sampling

Batches of chemical SRMs typically consist of from 500 to 3000 units. In this paper, it is assumed

that the bottling is complete before the measurements begin, which is usually the case. This way,

the samples used for analysis are truly representative of the samples to be sold.

Stratified random sampling is used to select bottles for analysis. The sampling is done at random

to ensure validity of inference to the rest of the batch. It is stratified to ensure that bottles are

selected from the entire range of the population. Because material heterogeneity may be a problem

for each SRM, it is essential to include bottles from the entire preparation process and fill
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sequence, which strictly random sampling does not guarantee. For example, if the blending is

done in sub-batches, these sub-batches must be represented in the group of bottles to be analyzed

so that the null hypothesis of no difference between sub-batches can be tested once the

measurements are made. Also, since bottle filling can introduce trends, either because a solvent

evaporates, a dry material absorbs moisture, or an analyte volatilizes, the chosen bottles must span

the fill sequence.

When multiple chemical methods are used, the bottles are assigned to each method so that each gets

a group spanning the entire fill sequence. This way, if there is a trend with fill sequence, this trend

will not be confounded with between-method differences.

To select a stratified random sample of n bottles, the population of bottles is divided into n equal-

sized groups corresponding to sequential intervals of the fill sequence. One bottle is selected at

random from each of the n groups, and this provides the group of bottles to be analyzed.

Sometimes, the chemists feel strongly that the first and last bottles filled should be analyzed. In

this case, after the first and last botdes are pulled, the remaining bottles are divided into n-2 equal-

sized groups and a stratified random sample of n-2 bottles is chosen.

4. The Homogeneity Study

One vital component of the certification process is homogeneity testing. The null hypothesis of no

differences between samples is tested; if this hypothesis is rejected, then the material variability

must be quantified and incorporated into the final uncertainty. The final uncertainty can be based

on a statistical tolerance interval, if a conservative interval is desired. Alternatively, the standard

uncertainty due to material variability can be included in the uncertainty according to the CIPM

approach. This is less conservative, and is the same as a statistical prediction interval in the

absence of Type B uncertainty. This paper will address prediction intervals. The way in which the

standard uncertainty for material variability is estimated depends on the nature of the heterogeneity.

The nature of heterogeneity, when it exists, varies from SRM to SRM. It might appear as a trend

with fill sequence, or as random variation within botdes, or as random variation between bottles

over and above any variation within bottles. Trends with fill sequence usually occur in materials

that are liquids which evaporate during filling, materials with components which volatilize during

filling, or dried materials which absorb moisture during filling. Random within- and between-

bottle variations are often caused by an element which is bound to some particles but not to others-

the concentradon in a sample will depend on how many bound particles it receives, and when those

4



p:irticles are rare, this can produce noticeable heterogeneity. It may occur for some analytes being

certified even when others are homogeneous. This type of heterogeneity occurs in solid natural

materials such as powdered coal, where one chemical form is fairiy rare and widely dispersed

throughout the material, and in viscous liquids such as fuel oil, which has suspended solids.

The way in which homogeneity studies are designed and evaluated depends on the anticipated

nature of the heterogeneity. If the expected heterogeneity is a trend with fill sequence, then the

experiment should be designed to get as much information as possible about the trend. However,

if random between- bottle variation is more likely, duplicate samples must be prepared from each of

several bottles, so that an analysis of variance can be used to test for a between-bottle effect in the

data. In all cases, a chemical method should be chosen which gives the best precision practical. In

some cases, it may be advisable to exclude steps and corrections which would improve accuracy

but degrade precision.

The samples used for homogeneity testing should be at the minimum weight recommended for use

on the certificate, since a material may appear homogeneous when large quantities (e.g., 1 g to 5 g)

of material are analyzed, but heterogeneity may be detectable in small samples (e.g., 50 mg).

4.1. Heterogeneity as a Trend

In the case of calibration solutions, the most likely heterogeneity to expect is a trend with fill

sequence. Thus, for a homogeneity study, the sampling plan consists of taking a stratified random

sample, so that samples are spread throughout the fill sequence for homogeneity measurements.

These samples are then analyzed by a precise chemical method. A linear trend in fill sequence is

most often the concern. However, there are a myriad of other possible material trends, such as a

step function at some unidentified point in the fill sequence.

For homogeneity studies designed to detect a trend, only one sample from each bottle is prepared

and analyzed. This way, if n measurements are to be made, they can be made on n unique bottles,

giving a more detailed view of a possible trend than duplicate samples from each of n/2 bottles

would.

It is vital to randomize the order in which the bottles are measured. That way, the measurement

order will not be confounded with a potential material problem, and if a trend is observed, it will be

possible to determine whether it was caused by the fill sequence or the measurement process.
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Linear regression (or analysis of covariance, if other factors are involved) is used to test the null

hypothesis that the slope of the response variable (usually measured concentration) as a function of

fill sequence is zero. If that hypothesis is rejected, then the slope is estimated and the standard

uncertainty due to the fill sequence trend is estimated.

To estimate the standcird uncertainty due to the fill sequence trend, each bottle is treated as having a

concentration which comes at random from a uniform distribution. The uniform distribution is

centered at the mean of the certification measurements and has a range given by the slope multiplied

by the number of bottles. Although a bottle's concentration is determined by its serial number in

the fill sequence, the customer receives a bottle at random, so the random variable representation

has a natural interpretation. Under this model, the standard uncertainty due to material is— (I)

where b is the estimated slope and N is the number of bottles in the population. For simplicity, the

uncertainty of the slope has not been included here; the material standard uncertainty is assigned

infinite degrees of freedom.

Example 4.1.1 Purity of Lithium Carbonate, SRM 924a

Using coulometric titration, duplicate samples from each of eight bottles (selected

according to a stratified random sample) were analyzed, since random between-

bottle differences, not a trend, were anticipated. The first sample from each bottle

was analyzed before the second sample from any botde was begun, but the

measurement sequence was randomized within each group. There was no trend in

the results with measurement order (see fig. 4.1.1), but there was a statistically

significant trend in the results with fill sequence (see fig. 4.1.2). If the samples

had been measured in bottling order, it would have been impossible to separate a fill

sequence trend from a measurement sequence trend. The measurement mean,

99.867 %, and the slope of the material trend, 0.000036587 %, were estimated for

this SRM. Since there were 666 bottles of the material, the material standard

uncertainty is 0.00703 %.

Other Type A sources of uncertainty and several Type B sources of

uncertainty were included as well. The combined standard uncertainty (including

all Type A and Type B sources) was 0.00838 %. Clearly, the material trend was

the dominant source of uncertainty.
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4.2. Between-Bottle Heterogeneity

Random between-bottle heterogeneity tends to occur in solid natural materials and in viscous

liquids which have suspended solids. In testing for between-botde heterogeneity, it is assumed

that the material is homogeneous within botdes, so that any observed variability between samples

within a botde is ascribed to the measurement process. When designing an experiment which will

measure n samples to test for between-bottle heterogeneity, n/2 botdes are selected according to a

stratified random sample from the batch. Duplicate samples are taken from each bottle.

If the homogeneity study will only be used to assess heterogeneity, but not to determine an

accurate concentration estimate, then as many factors as possible (such as calibration, day, etc.)

should be held constant. (Of course, if the homogeneity study will also be used to estimate

concentration, then these sources of variability should be designed to vary in the experiment, as

described in sec. 5). Whenever possible, it is important to avoid any extraneous measurement

variation to maximize the power of the test of hypothesis of no between-bottle variance. However,

unavoidable variation should be explicidy designed into the experiment so that variation due to the

measurement process is observed as within-botde variability, and is not confounded with between-

bottle variability. To this end, two completely sepiirate samples are prepared and analyzed from

each bottle. Often, one sample is analyzed from each bottle before the second sample from any

bottle is begun so that measurement trends won't be confounded with between-bottle variadon.

If the homogeneity study was designed to test for between-botde variability, an analysis of

variance is used to test the null hypothesis of no between-botde variability. If the null hypothesis

is rejected, then the variance component for bottle and its degrees of freedom are esdmated from

the homogeneity study. The square root of the between-bottle variance component is the esdmate

of material standard uncertainty, and the material will be certified using a predicdon or tolerance

interval, at least for that analyte. If the homogeneity study is based on relative (as opposed to

absolute) measurements because it was only intended to assess homogeneity, then the reladve

material standard uncertainty is esdmated.

Example 4.2.1 Iron in Moderately Elevated Trace Element Soil, SRM 27 11

X-ray fluorescence spectrometry was used to check the homogeneity of several

elements in SRM 27 1 1 . Duplicate samples from each of 12 bottles were prepared

and analyzed. The graph for Iron in fig. 4.2.1 supports the results of the analysis

of variance, which shows a statistically significant bottle effect. The reladve
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material standard deviation (the square root of the between-bottle variance

component) is 0.18 %.

When a precise measurement method is used for the homogeneity study, it is possible to get a

statistically significant bottle effect whose size is of no practical significance. This does not affect

the treatment of the data, since the estimate of material variability will also be small relative to the

practical needs for the SRM, and a prediction or tolerance interval will still be useful.

When the entire certification process is designed, only one chemical method is chosen to assess

between-bottle homogeneity for each analyte. If two methods with differing precisions were used,

the lack of power of the test for the less precise method could easily produce contradictory results.

Therefore, the most precise method is selected for the homogeneity study. Another reason for

selecting only one method for the homogeneity study is so that other chemical methods can use one

sample per bottle instead of two. This way, the number of bottles measured by each additional

method is twice as large as if the method was being used to assess homogeneity (assuming the

same number of measurements would have been made either way). This reduces the uncertainty of

the mean concentration, if the material turns out to be heterogeneous, without increasing the

number of measurements required.

4.3. Within-Bottle Heterogeneity

Even though within-bottle variability is the most likely form in which to find material

heterogeneity, it is difficult or impossible to test for in this class of SRM. The problem is that,

when destructive analytical methods must be used, it is impossible to perform the complete

measurement process (including sample preparation or dissolution) on the same sample twice. As

a result, the between- sample variance of the measurements estimates the sum of the material

variance and the variance due to the sample preparation process.

Instrumental neutron activation analysis (INAA), a nondestructive method, is sometimes used to

detect within-bottle variation. Virtually no sample preparation is requii'ed for this method, and

since the concentration is determined by calibrating counts, the Poisson nature of the counts gives

an estimate of measurement variability. A Chi-squared test of the null hypothesis that the observed

between-sample variance is no larger than expected based on the within-sample (Poisson-based)

variance can be used to decide whether or not the material is homogeneous. However, this can

lead to an overestimate of material variability when other aspects of the analysis contribute to the

observed between-sample variability, which is often the case. Therefore, the within-sample
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standard deviation is often inflated to account for other suspected sources of variability before the

test of hypothesis is done.

The Paule-Mandel algorithm, described in Section 8, can be used to estimate between-sample

heterogeneity. The degrees of freedom are taken to be the number of samples minus one.

Example 4.3.1 Chlorine in Level III of Lubricating Base Oil, SRM 1818a

Six samples, one per botde from a stratified random sample, were measured by

INAA for chlorine in each of five levels of this material. For Level III (this

example), the within-sample standard deviation, as obtained from Poisson counting

statistics, was 0.31 mg/kg. The observed standard deviation of the data (which

contains contributions from counting statistics and material heterogeneity, if it is

present), was 0.74 mg/kg. To determine whether or not there were statistically

significant differences between samples, the null hypothesis that the variance

between the samples was equal to the known within sample variance, Oq, was

tested against the alternative that it was greater. Because the observed between-

sample variance, 0.55 (mg/kg)^, was larger than the appropriate cutoff,

^) %n?l 9p- = ().22(mg/kg)2,

the null hypothesis was rejected. The estimate of the between-sample standard

uncertainty, which is the difference, in quadrature, of the observed standard

deviation and that predicted by the counting statistics, was 0.68 mg/kg.

Isotope dilution mass spectrometry (IDMS) is also used occasionally to detect within-botde

variation. This method is quite precise, and the analysts frequently have a priori information about

the variability of the measurement process. The same approach is followed as for INAA, except

that the a priori information is used instead of the Poisson-based estimate of measurement process

variability.

5. Selecting Chemical Methods

The selection of chemical methods is based on chemical judgment about which methods give the

most accurate and precise data for an analyte, the cost of the analysis, and the availability of

analysts and equipment. The usual approach to certification of chemical SRM batches is either to

use a defininve chemical method or to use two or more independent methods for each analyte.
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According to Uriano and Gravatt [3], "Definitive methods of chemical analysis are those that have

a valid and well-described theoretical foundation, have been experimentally evaluated so that

reported results have negligible systematic errors, and have high levels of precision." They are not

just considered definitive by scientists at NIST, but by chemists nationwide. For some inorganic

elements, IDMS with thermal ionization is considered definitive [3]; a gas chromatographic mass

spectrometry (GC-MS) method for cholesterol is another example of a definitive method. Often, a

second method is used in conjunction with the definitive method as a blunder check.

However, for many analytes which are certified in SRMs, no definitive method is available; this

situation is the focus of this paper. In this case, the design usually involves at least two chemically

independent methods. Epstein [4] includes a table of references describing the development of the

independent method concept at NIST. Chemical independence is required so that the potential

sources of bias in each method are different. For example, incomplete dissolution might be a

problem for atomic absorption spectrometry (AA), but it would not be for INAA since no

dissolution is done. The use of at least two chemically independent methods is based on the

assumption that if methods with different potential bias sources agree well, then it is likely that

neither method is significantly biased. However, defining "chemical independence" is difficult,

since many factors such as the source of calibration standards, sample preparation, sample

analysis, and data evaluation are involved [4].

6. Experiment Design

When designing the measurement process for an analyte, the goal is to use as few measurements as

possible while minimizing bias and determining a realistic and useful uncertainty estimate for the

results. In order to do this in a cost effective manner, the measurements should be as independent

as possible. Two measurements are independent if they do not share the same level of any

significant factor. For example, if sample prepiiration introduces variability into the measurements

(which is often the case), aliquots must come from separately prepared samples for their

measurements to be independent.

The goal of most classical experiment designs discussed in statistics and engineering literature is to

determine which factors have a significant effect on the response of interest. Designs with few

(often two) levels per factor, carefully set up so that each main effect and many interactions can be

estimated, are popular in those situations. However, designs used for SRM analyses are different!
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For one thing, any chemical method being used to analyze an SRM for certification should already

be well-understood, even if it is not a definitive method. The chemists should already know which

factors introduce the largest sources of vimability, and they should have already optimized the

method so that the effect of these factors has been minimized. For another thing, the goal of the

SRM measurements is to learn about the material, not the analytical method.

To this end, measurements for SRM certification are designed to maximize independent

information about the concentration of the analyte in the material. The focus is not on determining

important sources of variability, but on ensuring that all unavoidable sources of variability are

replicated so that their effects will be reflected in the variability of the measurements, allowing their

contributions to the uncertainty of the method to be (empirically) estimated. It is very important

that the uncertainty of each measurement is not underestimated, because ultimately at least two

methods will be compared. When two methods don't agree according to a statistical test (which is

often the case), understanding the differences between them can be very difficult. Having realistic

estimates of the variances of the methods ensures that as little as possible of the observed method

differences are attributed to something poorly understood.

6.1. Underlying Assumptions

In order to understand SRM designs, one must first understand the underlying assumptions about

the measurement process, which are described in terms of a random effects model. Typically, one

assumes that each replicate of a factor (sample dissolution, instrument calibration, etc.) introduces

a random error into the measurement process, and that for each factor, the random error is

independent and identically distributed according to a normal distribution with mean 0 and some

variance. It is also assumed that these effects are independent across factors.

If only one replicate of a factor was observed (for example, only one sample of the material was

dissolved) and the variance due to that factor was unknown from previous experiments, there

would be no empirical basis on which to estimate it. As a result, instead of including a variance

component equal to the variance due to that factor in the uncertainty, a variance component of 0

would be included. If that factor was a large source of variability, this could result in a gross

underestimate of the uncertainty of the measurement.
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6.2. Replication of Factors

An ideal design (for ease of statistical analysis and amount of independent information) might be to

replicate each factor in each measurement. An example of such a design is: each day, dissolve a

sample from one bottle, calibrate the equipment, and measure one aliquot of the sample; repeat the

entire process, with different bottles and calibrations, for n days. This type of design is only

efficient if all factors are equally important. Certainly, if one of these factors, such as instrument

calibration, turns out to introduce little variability into the results, then lots of unnecessary effort

would have been expended. Although this ideal design is never seen in practice, it is a good place

to start when explaining replication requirements for more realistic designs.

Each factor must be replicated in the design enough times so that, if it is the largest source of

variability, enough degrees of freedom tire available to estimate it reasonably well. For example,

suppose only two samples were dissolved and eight aliquots from each dissolved sample were

measured. If sample dissolution was a significant source of variation, then effectively, the 16

aliquot measurements would have resulted in two independent observations (the mean of each

group of eight measurements). The correct standard deviation of the grand mean would be the

standard deviation of these two means divided by the square root of two, which has one degree of

freedom.

A useful rule of thumb is to be sure that each factor is replicated at least four times in a design

(more if possible), especially if the factor is known to be an important contributor to measurement

viiriability. If one factor introduces more variability into the measurement process than any other

factor, then the vai'iance of the mean concentration will depend primarily on that factor, and a

confidence interval for the method mean will use a multiplier based mostly on that factor's degrees

of freedom. Although the multiplier for a confidence interval continues to shrink with each

additional degree of freedom, the change is most dramatic for low degrees of freedom, as is shown

in the following table of multipliers for two-sided 95% confidence intervals:

n

2

3

4
5

6

4.303
3.182

2.776
2.571

30 2.045
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With four observations, the multiplier for a two-sided 95% confidence interval is 3.2 (which most

chemists find tolerable), and chemists can often be persuaded to make four replications.

If the chemical method is not being used in a homogeneity study, only one sample per bottle is

analyzed, not two. This helps to maximize the amount of independent information available from a

fixed number of measurements, since if between -bottle variation exists in the material, duplicate

samples from each bottle will not be independent.

6.3. Run Sequence and Blocking

The measurement run sequence must always be randomized. If all factors are replicated in each

measurement, randomization may be the only apparent design feature that statistical methodology

introduces. If multiple measurements are made within a single replicate of a factor (such as day),

then the randomization may be constrained. The achievable degree of randomization depends upon

the measurement process.

Example 6.3.1 A simple experiment design.

As a simple example, consider a measurement process in which n samples are

dissolved, and all n samples are measured on each of 4 days. This type of design is

often used for atomic absorption spectrometry. The n samples come from a

stratified random sample of n bottles, one sample per bottle. On each of the

measurement days, the instrument is calibrated and the samples are measured in a

random order which is different each day. This design permits checking for

between-day and between-sample variability, although since only one sample per

bottle is dissolved, there is no way to distinguish between material differences and

sample preparation effects, if between-sample variability is statistically significant.

If between-sample variability dominates, then there are n-1 degrees of freedom; if

between-day variability dominates, then there are 3 degrees of freedom. If neither

between-day nor between-sample variability is statistically significant, then there are

4n-l degrees of freedom.

When steps are done in batches (for example, if sample preparation is done over several days, with

a subset of the samples prepared each day), the batches should be balanced. When multiple steps

must be done in batches (e.g., the samples, which were prepared in batches, cannot all be

measured in the same day), balanced designs are sought to define all of the batches. Within a
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batch, randomization of the run sequence is always done. The order in which batches are analyzed

is also randomized, if possible.

Example 6.3.2 An experiment design involving batches for preparation and

measurement.

Another example design involves the measurement of 12 samples with duplicate

injections. Only three samples can be prepared per day, so four preparation days

are needed; the samples are assigned to preparation day at random. Each sample

will be injected twice; since four injection days are desired, six injections will be

made each day. The duplicate injections from a single sample take place on separate

days.

A variety of possibilities exist for regrouping the samples to do the

injections. The simplest is to inject the samples from preparation days 1 and 2 on

injection days 1 and 2, and the samples from preparation days 3 and 4 on injection

days 3 and 4 (the order of the injection days would, of course, be randomized).

However, since pairs of preparation days are associated with pairs of injection

days, a degree of freedom is lost for each of these effects (i.e., there will only be 2

degrees of freedom for preparation day and 2 degrees of freedom for injection day).

Alternatively, for each injection day, one sample from each of two preparation days

and two samples from each of the other two preparation days are injected. This

confounds portions of the effects, but preserves degrees of freedom (i.e., there will

still be 3 degrees of freedom for preparation day and 3 degrees of freedom for

injection day).

Unfortunately, given realistic constraints about chemical analyses, designs are seldom optimal in

any sense. However, eveiy effort is made to ensure that desired variance components are

estimable and that the design is as balanced as possible.

6.4. Calibration

Calibration is done for each chemical method. For some methods, a separate spike addition (of an

extremely pure material) is added to an aliquot from each sample. In this way, each sample is

calibrated individually and all uncertainty in the calibration process is automatically incorporated

into the observable measurement process uncertainty.
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For other methods, calibration is done for all samples at once. Several calibrants may be prepared

to span a range around the concentration of the analyte, two calibrants tightly bracketing the

concentration may be prepared, or a single calibration solution that is close in concentration to the

analyte may be used. In these cases, a single linear model is fit to the calibrants and the fitted curve

used to calibrate all the samples.

One source of uncertainty in the calibration is measurement of the calibrants. Each response for a

calibrant is measured with some imprecision, so no calibration equation, whether it is a straight line

or single-point calibration, can be fit without uncertainty. This variability is reflected in the

standard deviation of the response factor if a single-point calibration was done, or the standard

deviations of both parameters (slope and intercept) and their covariance if a straight line, not forced

through the origin, was used.

Another source of uncertainty in the calibration is preparation of the calibrants. Often, previously

certified SRMs which were designed for calibration use are used as calibrants; in this case, their

uncertainty is well characterized (and usually quite small relative to other sources of uncertainty in

the measurement process). However, calibrants often must be prepared gravimetrically, and

uncertainty in the true concentration may have a hirge effect. In the case of straight line

calibrations, it may be possible to see this effect when replicate measurements are made for each

calibrant, and the deviations of the observations from the fitted line display a pattern (i.e., all

measurements for one calibrant fall above the fitted line, while all measurements for another fall

below the line).

When calibrant preparation is likely to be a significant source of uncertainty, it should be

replicated, just like every other factor in the entire measurement process. If gravimetric preparation

of the calibrants is required, the pure materials should be weighed into each calibrant separately, if

possible-dilutions of a stock solution do not replicate errors in weighing the original material. For

a straight Hne calibration, at least four concentrations should be selected at which to prepare

calibrants. If replicate measurements are made and the residuals from a straight line show lack of

fit, then the average response for each calibrant is used to fit the calibration line; the degrees of

freedom for calibration are the number of calibrants minus two. When single-point calibration is to

be used, several (at least four) calibrants should be made up at approximately the same

concentration. If there is a statistically significant difference between the response factors for each

calibrant, then the average response factor for each calibrant is its summary, the grand average of

the response factors is used to compute the mean concentration, and the degrees of freedom for the

response factor uncertainty are equal to the number of calibrants minus one.
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Example 6.4.1 GC-ECD Calibration of PCB 52 in Marine Sediment, SRM

1941a

Four calibrants were prepiired at concentrations spanning the concentration of PCB

52 in the SRM. Each was measured twice, and a straight line through the origin

was fit to the data (a straight line through the origin was selected based on

knowledge of the measurement process). As shown in Figure 6.4.1, the observed

deviations from the line fit are not independent for each calibrant. Therefore, to

assess the uncertainty in the calibration, the duplicate measurements were averaged

and the fit was redone. Since the same number of measurements had been made for

each calibrant, this did not affect the slope of the line, but it did increase the

standard deviation of the slope from 0.072 to 0.104 and it decreased the degrees of

freedom from 7 to 3.

Often, a single calibration is done for the entire experiment, which means that its uncertainty is not

reflected in the variability of the calibrated responses. The calibration is effectively a constant, and

if that constant is uncertain, the final results of the experiment are just as uncertain. When a single

calibration is used for the whole experiment, the uncertainty in the fitting process, as described

above, must be explicitly incorporated into the total uncertainty of the calibrated measurements.

This can be done by propagation of errors. Of course, if the calibration were done several times,

(which is the case with spike additions done separately for each sample, or a different calibration

on each of several days) then the variability introduced by the calibration is already evident in the

data, and an analysis of variance can be used to check for its significance.

6.5 Sample Preparation Blanks

Particularly when measuring trace elements, sample preparation blanks are checked in each

experiment. A sample preparation blank is the background signal that is not due to analyte in the

material of interest. Samples containing no material lire processed in the same way and at the same

time as real samples through the entire measurement process. If the blanks are significantly greater

than zero (according to chemical significance, not necessarily statistical significance), then their

mean is subtracted from the total analyte found in each sample; the variance of the mean blank must

be included in the total uncertainty. Guidance about replication for blanks is the same as for other

factors, although blanks usually have a small impact on the final uncertainty unless the

measurements are near the detection limit of the method.
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6.6 Controls

Whenever an appropriate material is available, at least two control samples are included in the

measurement process. The selection of appropriate controls is determined by the chemists.

Controls are used in a go/no go capacity--if bias is detected for the control (i.e., the new

measurements on the control are "too far" from the certified value, where the definition of "too far"

depends upon the requirements of the analysis), the measurements on the unknown are questioned

because the measurement process itself was assumed to be biased. The uncertainty of the control

measurements is not included in the uncertainty of the new SRM material, however, since the

control is almost never used to correct analytical results for SRM certification.

6.7 Assessment of Purity

When calibration SRMs 'dre, prepared by dissolving "pure" materials in a solvent, the purity of each

material plays an important role in estimation of the concentration. Since the uncertainty of the

purity estimate must be included in the total uncertainty of the SRM, replicate assessments of the

purity must be designed into the study so that a reliable estimate of purity (with an appropriate

uncertainty) is available. If purity assessment methods are suspected of bias, then multiple,

independent purity assessment methods should be used, for the same reason that multiple

independent analytical methods are used to determine concentration in natural matrix SRMs.

7. Analysis of Individual Method Results

It is important that the variability of the mean for each method is estimated correctly, because more

than one method will be compared to determine the certified value. When two methods don't agree

according to a statistical test (which is often the case), understanding the difference between them

can be very difficult. Having realistic estimates of the variance of each method mean ensures that

as little of the observed method differences as possible are attributed to something poorly

understood and difficult to handle statistically.

The statistical outputs from analysis of an individual method's results are the mean, the standard

uncertainty of the mean, and its degrees of freedom. In order to estimate the standard uncertainty

of the mean, the data must be modeled correctly.

With the experimental data, analysis of variance is used to determine which design factors have a

statistically significant effect on the measurements. A parsimonious model is developed by
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eliminating effects which are not statistically significant. Many of the factors in the design are

factors which were not expected to be significant, but were included in the design as insurance in

case they were problematic. Therefore, eliminating them from the model is reasonable. Once an

appropriate model has been found, variance components are estimated and combined to determine

the variance of the mean.

The variance components are estimated as weighted sums of mean squares (the weights depend

upon the expected values of those mean squares), since this provides a simple mechanism for

estimating degrees of freedom, using Satterthwaite's approximation. Expected values of mean

squares are discussed in many introductory statistics texts which discuss analysis of variance, such

as Mendenhall and Sincich 15J. Satterthwaite's approximation gives an estimate of degrees of

freedom for a weighted sum of independent mean squares (when the weights are positive). If the

variance component is the weighted sum of 1 mean squares:

I

Variance = ^wi MSj (2)

1

where MS; is the i^^ mean square, then the effective degrees of freedom, according to Satterthwaite

[6], are:

I
9

(^wjMSi)-

df=-p (3)

Y w? MS?

r ~dfr~

Satterthwaite's approximation does not perfomi well when one or more of the weights is negative,

especially if the mean square associated with the negative weight is relatively large.

Therefore, eliminating nonsignificant effects from the model is important for getting useful

estimates of the variance of the mean and its degrees of freedom. For one thing, these variance

component estimates can be negative if the observed F statistic for testing the statistical significance

of that effect is less than 1. For another, when several effects are in the model, the variance of the

mean usually involves subtraction of at least one mean square, which means that Satterthwaite's

estimate of degrees of freedom can fail. Although these are problems with the methodology, not

the data, they can be minimized by reducing the model to a parsimonious, statistically significant

model in the first place.
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Example 7.1.1 Arsenic by FIA-HAAS in Estuarine Sediment, SRM 1646a

Eight samples were analyzed in each of three runs by FIA-HAAS (see fig. 7.1.1).

An analysis of variance showed that both sample preparation and run were

statistically significant:

Source DF Mean Square F Value p Value

Sample Prep 7 0.3472 11.59 0.0001

Run 2 0.2376 7.93 0.0050

Error 14 0.0299

The mean is 6.405 |ig/g and the variance of the mean is

2 2 2
^, ^sample *^run ^error
Var(y) =

g +-3- + -^4-•

Since the expectations for these three mean squares are:

E[MSsamplel = o^r^or + 3 a^aniple

E[MSrunl = Oer?or + « ^run

E[MSerrorl = 0^^'^^^.

the variance component estimates are:

^er?or = MSerror

A 2 _ MSrun - MSerror
^run ~ 8

A 2 _ MSsample - MSerror
^sample ~

3

and the estimate of Var(y) is

-,A MSsample + MSrun - MSerror nn-^onn
V(ir(y) = ^ = 0.023 119.

The Type A combined standard uncertainty is VVcir(y) = 0.152 Hg/g and its

degrees of freedom are 6.76, using the Satterthwaite approximation described

above.

Uncertainty due to "side experiments" must be propagated into the standard deviation of the mean.

If a global calibration was applied to the data, its uncertainty must be included; likewise,

uncertainty due to blanks must be included. This can be done by propagation of errors, as

described in references
f

1 ] and [2|.
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Example 7.1.2 Sulfur in Level III of Lubricating Base Oil, SRM 1819a

One sample from each of six bottles was analyzed by ID-TIMS for S in this

material. Two blanks were carried through the process, and their mean was used to

coiTect the total amount of sulfur in the samples. Since NIST has a 10-year history

of sulfur blanks (approximately 200 blanks in all), the long-term variance was used

to approximate the variance of a single blank; this variance was divided by 2 to

estimate the uncertainty due to the blank correction (since the average of two blanks

was used). This variance was normalized for the weight of the samples, since the

blank correction was applied to the total amount of sulfur in the sample but results

are reported as microgram per gram of sample. Twelve different mixes of the spike

solution with two salts were used to calibrate the spike solution. Because the

calibration enters the final concentration multiplicatively, the relative variance of the

mean spike solution concentration was added to the relative variance of the mean

measured concentration to incorporate its uncertainty. A breakdown of these Type

A sources is given on mg/kg scale:

Standard Degrees
Type A Source Uncertainty of

mg/kg Freedom
Sample Measurements 6.21 5

Spike CaHbration 2.20 11

Sample Blank 0.98 169

Combined (Type A) 6.66 6.57

Type B combined standiird uncertainties and Type B degrees of freedom must also be assessed for

each method. This should be done by the chemists, since Type B standard uncertainties are

estimated using chemical judgment. The approach to combining them has been described in the

ISO "Guide to the Expression of Uncertainty in Measurement" [2] and the NIST guide [1].

Example 7.1.2 (Continued) Sulfur in Level III of SRM 1819a

According to the analyst, additional, uncorrectable uncertainty could come from

uncertainty in the purity of the spike solution and from mass fractionation. The

analyst estimated the standard uncertainties due to these effects to be 0.0289 % and

0.0816 %, respectively. A complete table for Sulfur in this SRM, itemizing all

sources of uncertainty on mg/kg scale, is:
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Source
Standard

Uncertainty
Degrees

of
Freedom

Uncertainty
Type

Sample Measurements

Spike Calibration

Sample Blank

Purity of Spike Cal.

Mass Fractionation

mg/kg
6.21

2.20

0.98

1.16

3.28

5

11

169

oo

oo

A
A
A
B
B

Combined: 7.51 11

Mean Value of S 4022.00

Once the individual method results have been summarized, the results of multiple methods can be

combined to determine certified values and total uncertainties.

8. Combining the Results of Two or More Independent
Methods

8.1 The Need for Weighting

When no definitive method is available, the NIST Standard Reference Material Program typically

uses two or more chemically independent methods to detemiine a certified value and its uncertainty

[4]. The independent methods are intended to confirm each other's results; good agreement

suggests that neither method is biased. Even if there is a statistically significant difference between

the methods, the agreement between methods may still be adequate for the intended use of the

SRM, based on the subjective determination of the experts involved. In this case the data can still

be combined in a statistical framework, and the property can be certified.

To combine the results, a weighted average of the method means is computed; a mean and standard

uncertainty are never calculated from all of the observations from the different methods lumped

together. For one thing, if variance components were needed or if side experiments were

incorporated for an individual method, such a "lumped" standard deviation would not include

them. For another thing, even if the observations within each method are independent, if the error

variance is different for each method, then calculating a raw mean of all the observations from all

methods would not give the minimum variance estimate of the grand mean.
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8.2 Equal versus Unequal Weighting

When computing a weighted average of the method means, the weights can i3e equal, or they can

be estimated using an algorithm developed by Paule and Mandel [7]. Equal weighting is the

simplest choice. Equal weights are easy to compute, and since the weights are fixed, the variance

of the weighted mean can be estimated correctly. However, if the method precisions are very

different, equal weighting will not minimize the variance of the weighted mean. If the methods

agree well, it makes intuitive sense to give the most precise method the most weight.

The weighting algorithm of Paule and Mandel is often implemented for multi-method SRMs. The

weight for each method is inversely proportional to the sum of the variance of its mean and the

between-method variance. When the methods agree well (i.e., the between-method variance is 0),

the Paule-Mandel weighting scheme gives weights which are inversely proportional to the

observed variances of the method means, and the estimated variance of the mean is smaller than it

would have been with equal weights. However, when the methods agree poorly (i.e., the

between-method variance is large compared to the variances of the method means) the weights are

nearly equal. This makes sense when methods agree poorly because in that case within-method

viiriation is not an adequate summary of precision and accuracy. This heuristic is intuitively

satisfying. The disadvantage to this approach is that the weights are random, and since there is no

good way to incorporate their uncertainty into the total unceilainty of the certified value, it is

typically omitted. Also, the model and assumptions underlying this approach are most compelling

when data are available from many chemical analysis methods, which is seldom the case.

Assuming that all of the data being combined come from NIST, the combined standard uncertainty

(including both Type A and Type B sources) can be used instead of the standard uncertainty of the

mean (which only includes Type A sources of uncertainty) for determining weights. It is desirable

for Type B uncertainties to be included, since some methods have good precision but are known to

have additional uncertainty that doesn't show up in observed measurement variability.

Incorporating the Type B uncertainties into the weighting scheme prevents these methods from

getting too much weight when the methods agree well.

8.3 Paule-Mandel Weights

The Paule-Mandel weighting scheme involves use of an algorithm for estimating the between-

method variance, ag. To compute it assume that, for each of the M methods available, the mean
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— 2
Yj and the square of its combined standard uncertainty, S

j
, are available. Then the method

weights are defined implicitly as follows:

'
' ^ (4)

the weights are

'1 " M (5)

1

and Y is the weighted average of the Y'

s

M
Y = Swi Yi. (6)

1

The estimate, a^, of the between-method variance is defined as the nonnegative value that satisfies:

M

Xwi(Xi - Y)2

^-^l =1' (7)

if such a nonnegative value exists; otherwise the estimate is defined to be 0, and the left hand side

of (7) is less than 1. Paule and Mandel provide an iterative algorithm for solving this in [7].

8.4 Combining the Uncertainties

Once the weights have been determined, whether they are equal or unequal, and the weighted mean

of the method means is computed for the certified value, the problem of how to assess the

uncertainty of the certified value remains.

One possible estimate of the combined standard uncertainty of the weighted mean is the weighted

root sum of squares of the combined standard uncertainties for the methods. This works well if

the methods aren't too discrepant. The uncertainty reported on the certificate is the expanded

uncertainty, which is found using this combined standard uncertainty and a t-multiplier based on its

estimated degrees of freedom.

Let

Aj be the Type A combined standard uncertainty for method i

Bj be the Type B combined standard uncertainty for method i
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Then S^ is the root sum of squares of these two quantities:

Si = a/a? + B? (8)

Using the approach just described, the combined standard uncertainty, S, for the weighted mean,

s = 'y2.wtst. (9)

If the material is heterogeneous, then the combined standard uncertainty is

Sm^at + X SiS' = A / Snfat + 2. wt St (10)

where S^Tat square of the material standard uncertainty (see sec. 4 for a description of

determining the material standiird uncertainty).

The degrees of freedom are:

s"^
df (homogeneous) = (11)

wf Sfy ^

or

(S')4
df (heterogeneous) = ^ (12)

Ci^y ^i

dfmat 1
dfi

where df^ are the degrees of freedom for the combined standard uncertainty (Sj) for method i and

^^^mat degrees of freedom for the material standard uncertainty (Smat)-

Arsenic in Estuarine Sediment illustrates the application of this approach to computing the

uncertainty in a homogeneous material.
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Example 8.4.1 Arsenic in Estuarine Sediment, SRM 1646a

The summary statistics for As in SRM 1646a are:

Type A

Method Mean Std. Unc.

|ag/g lag/g

FIA-HAAS 6.410 0.15205

RNAA 6.095 0.03959

TypeB

DF Std. Unc. DF Weight

6.76 0.074 CO 0.42

9 0.10362 3 0.58

It was determined that the material was homogeneous for this element. Using

Paule-Mandel weights, the weighted mean is 6.2267 |ig/g, the weighted combined

standard uncertainty is 0.0957 [ig/g, the degrees of freedom are 12.25, and the

expanded uncertainty, which was reported on the certificate, is 0.2081 |ig/g. The

estimate of between-method standard deviation is:

a5 = 0.17 |ig/g.

Note that if the material was heterogeneous and the homogeneity study data were also used as one

of the methods for estimating the certified value, then the estimate of S^iat is dependent on the

Type A standard uncertainty for one of the methods. If this is the case, the combined standard

uncertainty (which includes material variability) must be written in terms of mean squares for the

homogeneity data so that degrees of freedom can be computed correctly. This is illustrated by the

following example:

Example 8.4.2 Heterogeneous material, homogeneity study data used to

estimate material variance concentration.

Method 1, the homogeneity study, consists of duplicate samples measured on each

of ni bottles, and shows a statistically significant bottle effect. The mean squares

between (MSB) and within (MSE) bottles were computed. The estimates of

material variability and var (yj) are:

„ 2 MSB-MSE ,.A -
, MSB

Snfat = 2 ~ Var (yi)
=

Method 2 consists of a single measurement on each of n2 bottles, so the estimate of

var (y2) is:

S^
V^(y2) = ~-
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Using weights w] and W2 (whether equal or unequal) the certified value is

Y = w] Yj + W2 Y2

and

,,A ~, 2 MSB 2^2
Var(Y) = w^^ + w^-

Including the estimate of material variability, the variance for prediction is:

2 2

^;^.T. ^^ .1 ^UMSB MSE 2^2
Var(Pred) = d + 1^)

— -— + —

Finally, this can be used with Satterthwaite's formula [6] to estimate degrees of

freedom.

8.5 Including Between-Method Uncertainty

One goal often set for the expanded uncertainty is that the interval it defines around the certified

value should cover all of the method means used to compute the certified value. When more than

one method is used, they have been carefully chosen to represent different possible sources of

bias. As a result, they are likely to represent extremes in measurement error and may disagree with

each other statistically, although it it is difficult, if not impossible, to determine which method is

"right" or "wrong" (or the "wrong" method wouldn't have been used). Therefore, the chemists

feel that the certified interval should define a range which includes the method mean of each of the

methods used.

The certified interval in Example 8.4.1 did cover both method means, but this is not always the

case. If the propagation of within-method Type A and Type B uncertainties is not sufficient to give

an expanded uncertainty that covers all method means, then an allowance for between-method

differences must be added explicitly. Three approaches to adding this allowance are described

below. Unfortunately, a good statistical approach for doing this is not known at this time.

A motivating example is magnesium in Estuarine Sediment, which was measured by Inductively

Coupled Plasma Spectrometry (ICP), Isotope Dilution Inductively Coupled Plasma Mass

Spectrometry (ICPMS-ID), and X-ray Fluorescence Spectrometry (XRF). The within-method

assessment of uncertainty (Type A plus Type B) is not sufficient when the Paule-Mandel weighting

scheme is used:
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Example 8.4.3 Magnesium in Estuarine Sediment, SRM 1646a

The summary statistics for Mg in SRM 1646a (in weight percent) are:

Type A TypeB

Method Mean Std. Unc. DF Std. Unc. DF Weight

ICP 0.3830 0.0015411 7 0.0044225 oo 0.102

ICPMS-ID 0.3882 0.0007467 9.97 0.0004490 oo 0.851

XRF 0.3950 0.0009000 25 0.0069900 26 0.047

The weighted mean is 0.3880 %, the weighted combined standard uncertainty is

0.0009 %, the degrees of freedom are 46, and the expanded uncertainty is

0.0019 %. This summary is illustrated in Figure 8.4.3. The estimate of between-

method standiird deviation is:

0^ = 0.0015 %.

In this case, the interval defined by the weighted mean and the expanded uncertainty

does not include either the ICP mean or the XRF mean.

One approach to including an allowance for between-method differences is to include the estimate

in the combined standard uncertainty of the weighted mean. This would give a combined

standard uncertainty of:

V~M (S? + 5g) (13)

where Sj is the combined standard uncertainty (Type A plus Type B) for the i^^ method.

However, the joint distribution of o^, the method means, and the method combined standard

uncertainties is very complex and does not lead to simple summarization in an overall uncertainty

statement. In particular, it is not known how to define degrees of freedom for a^. If these issues

are disregarded, 2 might be considered as the multiplier for the expanded uncertainty for the

weighted mean. Even so, this still will not always solve the problem if Paule-Mandel weights are

used:
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Example 8.4.3 (continued) Magnesium in Estuarine Sediment, SRM 1646a

If the estimate of divided by the number of methods is included, the new

combined standard uncertainty from (13) is 0.00160 %. Thus, using a multiplier of

2, the new combined standard uncertainty is 0.(X)32 %, which still does not give a

certified interval which includes either the ICP mean or the XRF mean.

If equal weights are used to combine the M methods, but was estimated without constraining

the weights to be equal, the expanded uncertainty computed as:

M
^^1^2 . 1^ (14)

will always cover all method means. In fact, if M=2, this uncertainty will always be exactly the

2
difference between the two means, unless the S- (the squared combined standard uncertainties for

the i^^ method, including both Type A and Type B) are so large that = 0, in which case the

uncertainty may be even larger.

Another approach to including an allowance for between-method differences is to reduce the data to

only the method means, and treat each as a single independent observation. Under this approach,

the certified value is the equally weighted mean of the method means. A confidence interval could

be used to determine an uncertainty, but since there are usually only two methods, the interval

would be too wide to be useful (with only two methods, the expanded uncertainty

U = 12.7 * lYj - Y21 12). Also, this approach makes the most sense if the methods had been

chosen at random from an infinite population of methods, which is scarcely the case. In fact, if a

definitive method is not involved, the methods have been carefully chosen to represent different

possible sources of bias, so they itre more likely to represent extremes in measurement error.

Finally, this ignores the wealth of information available from each method. However, if several

methods provide data for which little infomiation is available (such as when interlaboratory data is

being used for certification), this approach is quite sensible.

A third approach, described in Schiller and Eberhardt [8], has been used extensively in the past. It

does not conform to the format recommended by the ISO Guide [2], but it has produced useful

intervals. Using the weights found either with the Paule-Mandel algorithm or equal weighting, the

weighted combination of the Type A combined standard uncertainties from all the methods is

computed:
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M
. (15)

1

Only Type A sources are included at this stage, because the between-method difference which will

be included below is an alternative estimate for the Type B sources. If the material is

heterogeneous, then the material standard uncertainty is also included:VMSn?at + Z ^i ^i •

The degrees of freedom are:

or

^4

(16)

a4
df (homogeneous) = -v^ (17)

y ^i -^i

(A )
df (heterogeneous) =

^-i (18)

^mat y ^1 ^1

dfmat ^
1

dfai

where dfa^ are the degrees of freedom for the Type A combined standard uncertainty for method i

and dfmat degrees of freedom for the material standard uncertainty (S^aj). Using this, the

Type A expanded uncertainty is computed. This accounts for the within-method random variation

in the weighted mean. Then, to account for systematic between-method differences, the largest

absolute deviation between any method mean and the weighted mean is computed:

Bias allowance = IXi - XI (19)

and is added linearly or in quadrature (root sum of squares) to the expanded uncertainty of the

weighted mean. An interval computed this way always covers the mean of each method, but may

be larger than necessary if within-method variation explains between-method differences.

Example 8.4.3 (Continued) Magnesium in Estuarine Sediment, SRM 1646a

To follow the third approach to including between-method differences, the

weighted combined Type A standard uncertainty (().()()066 %), its degrees of

freedom (1 1.56), and the expanded Type A uncertainty (0.00143 %) are computed.

The maximum absolute difference between method means and the weighted mean is
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0.0071 %, so the total uncertainty is 0.0085 %. The interval defined by the mean

(0.388 %) and this uncertainty does include all three method means.

This section has described several approaches to including an allowance for between-method

differences in the overall uncertainty of an SRM. While none of these approaches is completely

satisfactory in all respects, it is hoped that this discussion will clarify issues and stimulate research

that will lead to a better approach.

9. Conclusion

In order to certify SRMs, measurements must be made which are accurate, precise, and

representative of the population of material which will be sold. Once the measurements are made,

the data must be combined in a way which gives a fair assessment of measurement uncertainty, and

includes material variability where relevant. Statistical design and analysis of material sampling

and measurement processes are needed in order to achieve these goals while minimizing the cost.

Guidelines have been given in this paper for sampling from a batch of material, designing and

evaluating a homogeneity study, designing and analyzing experiments to determine the certified

value, and combining the results from multiple methods. It is hoped that these guidelines will be

followed, or improved upon, to ensure the high quality of SRMs produced at NIST.
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Technical Publications

Periodical

Journal of Research of the National Institute of Standards and Technology—Reports NIST research

and development in those discipHnes of the physical and engineering sciences in which the Institute is

active. These include physics, chemistry, engineering, madiematics, and computer sciences. Papers cover a

broad range of subjects, widi major emphasis on measurement methodology and the basic technology

underlying standardization. Also included from time to time are survey articles on topics closely related to

the Institute's technical and scientific programs. Issued six times a year.

Nonperiodicals

Monographs—Major contributions to the technical literature on various subjects related to the

Institute's scientific and technical activities.

Handbooks—Recommended codes of engineering and industrial practice (including safety codes) devel-

oped in cooperation with interested industries, professional organizations, and regulatory bodies.

Special Publications—Include proceedings of conferences sponsored by NIST, NIST annual reports, and

other special publications appropriate to this grouping such as wall charts, pocket cards, and bibliographies.

National Standard Reference Data Series—Provides quantitative data on the physical and chemical

properties of materials, compiled from the world's literature and critically evaluated. Developed under a

worldwide program coordinated by NIST under the authority of the National Standard Data Act (Public

Law 90-396). NOTE: The Journal of Physical and Chemical Reference Data (JPCRD) is published

bimonthly for NIST by the American Chemical Society (ACS) and the American Institute of Physics (AIP).

Subscriptions, reprints, and supplements are available from ACS, 1155 Sixteenth St., NW, Washington, DC
20056.

Building Science Series—Disseminates technical information developed at the Institute on building

materials, components, systems, and whole structures. The series presents research results, test methods, and

performance criteria related to the structural and environmental functions and the durability and safety

characteristics of building elements and systems.

Technical Notes—Studies or reports which are complete in themselves but restrictive in their treatment of

a subject. Analogous to monographs but not so comprehensive in scope or definitive in treatment of the

subject area. Often serve as a vehicle for final reports of work performed at NIST under the sponsorship of

other government agencies.

Voluntary Product Standards—Developed under procedures published by the Department of Commerce
in Part 10, Title 15, of the Code of Federal Regulations. The standards establish nationally recognized

requirements for products, and provide all concerned interests with a basis for common understanding of

the characteristics of the products. NIST administers this program in support of the efforts of private-sector

standardizing organizations.

Order the following NIST publications—FIPS and NISTIRs—from the National Technical Information

Service, Springfield, VA 22161.

Federal Information Processing Standards Publications (FIPS PUB)—Publications in this series

collectively constitute the Federal Information Processing Standards Register. The Register serves as the

official source of information in the Federal Government regarding standards issued by NIST pursuant to

the Federal Property and Administrative Services Act of 1949 as amended. Public Law 89-306 (79 Stat.

1127), and as implemented by Executive Order 11717 (38 FR 12315, dated May 11, 1973) and Part 6 of

Title 15 CFR (Code of Federal Regulations).

NIST Interagency Reports (NISTIR)—A special series of interim or final reports on work performed by

NIST for outside sponsors (both government and nongovernment). In general, initial distribution is handled

by the sponsor; public distribution is by the National Technical Information Service, Springfield, VA 22161,

in paper copy or microfiche form.
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