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ABSTRACT 

The proposition that there is a female preponderance in depressive experience is 

examined in a cohort of young adults. A number of psychosocial variables ( e.g. age, 

career opportunities, marital status) were initially controlled, with the expectation that 

there would initially be no sex differences and that a female preponderance would 

emerge over the subsequent decade as social heterogeneity occurred, allowing the 

identification of psychosocial risk factors to depression. 

The classification of depression and the definition of caseness in non-clinical 

groups are reviewed, noting the application of structured case-finding instruments with 

particular reference to the Diagnostic Interview Schedule or DIS, which is used here. 

Literature concerning the epidemiology of sex differences in depression is considered in 

terms of real and artifactual explanations. 

The study cohort commenced with 113 females and 56 males in 1978, with data 

on three assessments over ten years from 108 females and 53 males. The author 

conducted DIS interviews at a five-year follow-up then a lay interviewer conducted at a 

ten-year follow-up. There was moderate reliability over the ten-year period but 

evidence of some sex differences in recall of depressive episodes. 

Three different definitions of caseness were used. Sex differences in rates of 

depression were not found at the five-year follow-up. Sex differences at ten years were 

found only for the caseness definition with the lowest symptom threshold. 

There were no sex differences for self-report measures of trait, state depression 



2 

or perceptions of parental or current intimate relationships. Females rated higher on 

measures of neuroticism, dependency and femininity. Sex differences in social support 

and coping styles when depressed are described. 

Using discriminant function analysis, the following risk factors relating to 

caseness were isolated: high trait depression, low self-esteem, high perceived maternal 

protection. Risk factors related to non-caseness included high paternal care and 

protection scores, and the presence of an intimate partner. A model linking perceived 

parental environment, the acquisition of self-esteem and consequent ability to sustain a 

good relationship with a partner and other social supports is considered. Gender did not 

constitute a significant risk factor, indicating the importance of social, rather than 

biological factors in determining onset of depressive disorders in young adults. 



CHAPTER ONE 

DEFINITION OF DEPRESSION AND ISSUES OF CASENESS 

CONTENTS 

The concept of depression 
Current theoretical classifications of depression 

Primary and secondary depression 
Unipolar and bipolar depression 
Endogenous and neurotic depression 

Depression categories in current diagnostic systems 
Diagnostic systems using operational criteria 

Historical development of concepts of caseness 
Use of self-report questionnaires 
Use of semi-structured instruments 

Discussion 
Summary of themes and relevance to the current research objectives 
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The focus of this thesis is the examination of depression rates in young adults in 

a non-clinical cohort, to determine whether there are sex differences in rates of 

depression over time, with a further aim of identifying risk factors to depression. This 

chapter will discuss the concept of depression, its classification and definitions of 

caseness, with particular reference to non-clinical or general population settings. 

The concept of depression 

The term 'depression' conveys many meanings. Most commonly, it is used to 

describe a normal human emotion but it may also be used to convey an affect (the 

external manifestation of mood), a predicament (a state or being or condition that is 

unpleasant, trying or dangerous), a symptom (a complaint reported by a patient), a 

syndrome or disease (a constellation of symptoms and signs implying an underlying 

pathological process), or an illness (the manifestation of disease in the social context). 

The Macquarie Dictionary (1982) defines depression as "dejection of spirits, and 

a state of despondency characterised by feelings of inadequacy, lowered activity, 
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sadness and pessimism", which embraces a variety of emotions, such as sadness, 

misery, loss of usual buoyancy and a lack of self-esteem. Such transient feelings of 

depression are common and frequent in non-clinical populations (Parker, 1979) and 

generally trnsient or ephemeral. Klerman (1974) has suggested that such 'normal' 

depression may have an adaptive function, as seen most clearly in the response of a 

child to separation. Here, 'depressive' behaviours such as crying will act as a signal, 

alerting the care-giver to the child's needs. In adults, depression may also be adaptive. 

Sadness that is a response to a loss (such as bereavement) has a restorative function for 

the subject and also communicates the subject's distress to others. Such awareness by 

others may then be accompanied by the accordance of certain privileges and offers of 

social support aimed at assisting with the grief work. 

The features common to normal and pathological depressions include feelings of 

depression, lowered self-esteem, feelings of helplessness, hopelessness and self­

criticism (Klerman, 1980). The determining factors for pathological mood states 

include longer duration of the episode, greater severity, the presence of certain features 

(e.g. change in psychomotor activity, anhedonia, preoccupation with morbid thoughts 

which may or may not be delusional) and inability to function in one's normal social 

roles. Help-seeking behaviour is also used as a criterion of pathological depression, but 

is problematic as there are subjects with pathological mood states who do not seek help. 

Current theoretical classifications of depression 

Primary and secondary depression 

Robins and Guze (1972) differentiated between primary depression, in which 

the subject had previously been well or had only had prior episodes of an affective 

disorder, and secondary depression, in which the depressive episode occurred in the 

setting of (i.e. secondary to) another physical or psychiatric disorder. Although Guze 
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(1971) had earlier hypothesised that primary and secondary depressions might differ in 

prognosis and treatment response, such differences have not been confirmed (Weissman 

et al, 1977; Giles et al, 1987). The classification, however, has been used for research 

studies, to exclude cases of depression associated with other disorders. 

Andreasen and Winokur (1979) suggested that primary depression could be 

further subdivided into 'familial pure depressive disease' (subjects with a first episode 

after the age of forty and with a family history of primary depression, but without 

alcoholism or sociopathy), 'sporadic depressive disease' (similarly subjects with no 

positive family history), and 'depressive spectrum disease' (subjects, mostly women, 

usually first episode under forty, and with a family history of alcoholism or sociopathy 

in a first degree relative). This is a concept that continues to be investigated, although 

largely by Winokur's group (Winokur, 1985) and raises further demarcation issues 

concerning the boundaries between depression, sociopathy and alcoholism. 

Unipolar and bipolar depression 

For primary affective disorder, Leonhard et al (1962) proposed a further 

distinction between bipolar disorder (subjects having a history of manic and depressive 

episodes) and monopolar disorder (where there is a history of only manic or depressive 

episodes) based on family history studies. They noted that patients with bipolar disease 

had higher rates of psychosis and their relatives had higher rates of suicide than those 

with monopolar depression. Mania is characterised by a subjective sense of well-being, 

with elated mood, poor judgement and impulse control, over-activity, decreased sleep 

and pressure of thought and speech. Psychotic phenomena (e.g. grandiose delusions, 

auditory hallucinations) may occur but are not necessary for the diagnosis. 

Subsequently, the concept of 'monopolar depression' has been retained as 'unipolar 

depression', while those subjects who have only manic episodes have been subsumed 
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Psychiatric Association, 1980; Boyd & Weissman, 1981; Perris, 1982). 

Endogenous and neurotic depression 
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Unipolar depression has been further subdivided into two dichotomous groups. 

One type is variably labelled as endogenous, autonomous or psychotic depression, and 

viewed as qualitatively different from the other type, variously named exogenous, 

reactive, neurotic, or characterological depression. K.iloh (Kiloh et al, 1972) has 

summarised the position: "Psychotic or endogenous depression is a condition ... with an 

imputed genetic or biochemical basis, whilst so-called neurotic depression is a diffuse 

entity encompassing some of the ways in which the patient utilizes his defence 

mechanisms to cope with his own neuroticism and concurrent environmental stress." 

The psychotic or endogenous type has also been labelled as 'melancholia' 

particularly in the last few years (American Psychiatric Association, 1980; Klerman, 

1980). Characteristic features of melancholia include motor retardation, lack of 

reactivity to environmental stimuli, anhedonia, excessive guilt, anorexia, severe weight 

loss, diurnal mood variation, terminal insomnia, and at times, hallucinations and 

delusions (when the term 'psychotic' is added). Unfortunately, the terms 'psychotic' and 

'endogenous' have, at times, been used interchangeably, with many British writers using 

the term 'psychotic' to denote severity of depression (Camey et al, 1965), rather than the 

presence of specific psychotic symptoms. Until the 1970s, American psychiatrists 

tended to contrast 'neurotic' and 'psychotic' depressions in terms of severity, and 

'reactive' and 'endogenous' depressions in terms of presumed aetiological factors 

(Gilbert, 1984 ), but since then have tended to use the term 'psychotic depression' to 

denote the presence of psychotic symptoms and have generally ceased using the terms 

'reactive' and 'endogenous' depression (American Psychiatric Association, 1980; 
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Klennan, 1980). 

The second type, neurotic or reactive depression is characterised partly by the 

lack of features characterising endogenous depression and is associated with reactivity 

of mood to environmental stimuli, initial insomnia, self-pity or doubt rather than guilt 

and anxiety symptoms (W.H.O, 1978; Klerman, 1980). The onset of such depressive 

episodes is thought to have a greater association with psychosocial stressors or conflicts 

than for endogenous depression. 

There has also been a continuing debate as to whether the two types of 

depression (i.e. endogenous/psychotic and neurotic/reactive) simply reflect different 

dimensions of severity in one disorder (unitary view) or are separate entities (binary 

view). The terms 'endogenous' and 'reactive', which may refer both to type and 

aetiology, have been judged as unsatisfactory because more recent evidence belies the 

assumption that life events are only associated with reactive depressions and 

constitutional factors only with endogenous depressions (Paykel, 1974; Bebbington et 

al, 1988). 

The Newcastle school attempted to distinguish between the neurotic and 

endogenous depressions by undertaking a discriminant function analysis of the scores of 

a heterogeneous group of depressed patients, and showing a bimodal distribution (Kiloh 

and Garside, 1963), later replicated by Camey et al ( 1965). Other groups have failed to 

replicate this finding (Kendell, 1969; Ni Bhrolchain et al, 1979). Kendell (1976) 

postulated a continuous spectrum of depressive disorders, or a psychotic-neurotic 

continuum, with a minority of patients at each end of the spectrum showing classical 

endogenous or neurotic disorders and the majority having a mixture of the two and 

lying along the continuum. 
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Akiskal et al (1978) noted that the term 'neurotic depression' is used in several 

different ways: denoting the absence of any psychotic phenomena, or a mild depression 

without vegetative symptoms, or the coexistence of neurotic symptoms such as anxiety, 

phobias and depersonalisation, or as a reaction to understandable life events, or as a 

characterological depression where subjects habitually react to normal or trivial stresses 

by developing depression because of underlying personality vulnerability. He argued 

that the lack of consensus over meanings of 'neurotic depression' indicated that the term 

should be dropped. 

Wolpe contended that Akiskal's alternative categories of 'secondary dysphoria' 

and 'characterological depression' are only new names for identifiable categories of 

neurotic depression and argued for the retention of a positive diagnosis of neurotic 

depression (Wolpe, 1986). He argued that learned maladaptive anxiety responses are 

the basis of neurosis, and that well-defined patterns of neurotic depression are 

secondary to such anxiety. However, neurotic depression may be maladaptive and 

associated with anxiety without necessarily being secondary to it. Torgersen (1988) 

acknowledged that the term 'neurotic depression' represents a heterogeneous group of 

disorders, but stated that the DSM-III diagnostic categories are equally heterogenous. 

He concluded that "perhaps the concept of minor depression used in RDC (i.e.Research 

Diagnostic Criteria, Spitzer et al, 1978) better represents the non-psychotic, non­

melancholic major depression". 

Depression categories in current diagnostic systems 

Current diagnostic systems in clinical and research use are the International 

Classification of Diseases, now in its ninth edition (ICD-9), originating in U.K. and 

Europe under the auspices of the W.H.O. (W.H.O., 1978) and the Diagnostic and 
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Statistical Manual, with both third (DSM-III) and revised third editions (DSM-III-R), 

originating in the USA (American Psychiatric Association, 1980; 1988). There is now a 

fundamental difference in these systems, in that the ICD-9 provides broad and relatively 

non-specific definitions for psychiatric disorders, some of which are compromises 

between various European interests (Stengel, 1959). DSM-I (1952) and DSM-II (1968) 

were similar in concept to ICD-9, both using the neurotic/endogenous depressive 

categories in the spirit of the definitions supplied by Kiloh et al (1972) earlier and given 

for ICD-9 below. By contrast, the third edition of the Diagnostic Statistical Manual, 

DSM-III made a radical departure in providing definitions of disorders based on 

operational criteria (symptoms and signs) with cut-offs for inclusion in a diagnostic 

category and minimal reference to presumed aetiology. It is a multiaxial classification 

with the diagnosis of psychiatric disorder (i.e. symptom diagnosis) located on the first 

axis and four further axes describing personality, any concurrent medical conditions, 

predisposing life events and optimal level of function in the preceding year. 

The latest version of the ICD system, ICD-9 endogenous depression (manic­

depressive psychosis, depressed type) is defined as "an affective psychosis in which 

there is a widespread mood of gloom and wretchedness with some degree of anxiety" 

while neurotic depression is defined as a "neurotic disorder characterised by 

disproportionate depression which has usually recognizably ensued on a distressing 

experience ..... there is often preoccupation with the psychic trauma which preceded the 

illness". A further category, 'adjustment reaction' covers "mild or transient disorders 

lasting longer than acute stress reactions ... often relatively circumscribed or situation­

specific, generally reversible"; these may be "brief', which includes grief reactions or 

"prolonged", lasting up to a few months. The term 'adjustment reaction' implies an 

understandable reaction to a specific stressor, while neurotic depression stipulates a 

level of depression disproportionate to the presumed stressor. There is also a category 



'depressive disorder, not elsewhere classified' for "states of depression, usually of 

moderate but occasionally of marked intensity, which have no specifically manic­

depressive or other psychotic features and which do not appear to be associated with 

stressful events or other features specified under neurotic depression". 

Diagnostic systems using operational criteria 
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In this section, diagnostic categories for depressive disorders in DSM-III, DSM­

III-R and Research Diagnostic Criteria or RDC will be described and compared. 

The Research Diagnostic Criteria or RDC (Spitzer et al, 1978) were developed 

from the earlier Feighner diagnostic system (Feighner et al, 1972), with both relying on 

strict operationalised criteria. The Feighner system allowed 14 diagnostic categories, 

the categories of relevance to depression being primary and secondary affective 

disorder, with mania being included with primary affective disorder. In RDC, primary 

depression was divided into major (unipolar) depression and bipolar depression 

(subjects had also experienced manic episodes) and two new categories, minor 

depression and intermittent depressive disorder were created. These cateogories were 

intended to afford a broad coverage of depressive experience and to encompass the 

endogenous and neurotic depression categories which had been discarded. 

As the RDC system was intended for use in clinical and non-clinical situations, 

allocation to RDC categories also requires the imposition of functional impairment 

criteria (seeking professional help, taking medication for the episode, or subjective 

judgement of a 'significant impact on life' because of the episode) which are not 

required for allocation to DSM-III categories. The DSM-III criteria were intended for 

clinical, rather than primarily for research use with the use of the term 'disorder' 

intended to imply that the episode is clinically significant. The reader is referred to a 
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(Williams & Spitzer, 1982). 
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The DSM-III system firstly defines 'disorder' (American Psychiatric 

Association, 1980) as "a clinically significant behavioral or psychological syndrome or 

pattern that occurs in an individual and that is typically associated with a painful 

symptom (distress) or impairment in one or more important areas of functioning 

(disability)" (p.6) implying a departure from a normal process or reaction. 

In DSM-III, depressive disorders are included in the category of "affective 

disorders", where the essential feature is a sustained mood disturbance accompanied by 

related symptoms. There are five categories for depressive disorders: (1) bipolar 

depression (where there is current or previous evidence of manic episodes), (2) major 

depression with or without melancholia, (3) dysthymic disorder, (4) adjustment disorder 

with depressed mood (see Table 1. 1 for comparison of these categories) and (5) atypical 

depression (depressive experience, unclassifiable elsewhere). The study to be reported 

uses both DSM-III and RDC depressive categories. Table 1. 1 summarises criteria for 

duration, symptom numbers and impairment criteria for the DSM-III categories that are 

being discussed and allows comparison with RDC categories, from which they are 

derived (Spitzer et al, 1978; Williams and Spitzer, 1982). 

DSM-III "major depressive episode" is defined as evidencing a "dysphoric mood 

or loss of interest or pleasure in all or almost all usual activities and pastimes", present 

for at least two weeks and accompanied by at least four of eight symptoms. These are 

effectively broad symptom groups, with all sleep disorders placed together, and with no 

distinction between initial and terminal insomnia, nor between appetite loss and appetite 



Table 1.1 Criteria for depressive disorders 

ICD-9 diagnoses 
Endogenous depression 
Neurotic depression 

RDC diagnoses 
Major depression 

- probable 
- definite 

Minor depression 
- probable 
- definite 

Intermittent depression 
"much 

DSM-III diagnosis 
Major depression 

- total 
- DIS/significant 
- with melancholia 
- with delusions 

Adjustment disorder 
Dysthymia 

Minimal 
duration 

NS 
NS 

1-2 weeks 
2 weeks 

1 week 
2 weeks 
2 years 
of the time" 

2 weeks 
2 weeks 
2 weeks 
2 weeks 

Number of 
symptoms 
required 

None 
None 

4/8 
5/8 

2/16 
2/16 

4/8 
4/8 
additional 
criteria 

NS NS 
2 years 3/13 

"relatively persistent" 

DSM-III-R diagnosis 
Major depression 

- total 
Dysthymia 

Zurich Study 

2 weeks 5/9 
2 years 2/6 

"more days than not" 

Extensive depressive episode 

Impaired 
functioning 
criteria 

No 
No 

Yes 
Yes 

Yes 
Yes 

No 
Yes* 

No 
No* 

No 
No* 

EDE (SYM) 2 weeks 

EDE (WORK) 2 weeks 

3/8 (males) Yes 
5/8 (females) Yes 
NS Yes 

General Health 
Questionnaire (GHQ) 

NS Not specified 

"over past 
few weeks" 

5-7/30 
(usually) No 

• RDC help-seeking/impairment criteria imposed with use of DIS 

12 

•• Specifies subject as a case rather than defining diagnostic category 
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gain. There are additional requirements for "melancholia" and the presence of mood­

congruent or mood-incongruent delusions (Table 1.1 ). 

DSM-III major depressive episode and RDC major depressive disorder 

(probable) use the same duration and symptom criteria, while the report of one extra 

symptom is required for RDC major depressive disorder (definite). In DSM-III-R, 

major depressive episode requires 5 out of 9 symptoms present for the same two-week 

period, but one symptom has to be either depressed mood or loss of interest or pleasure. 

Eight of the nine symptoms are identical with DSM-III and the ninth is the depression 

item that was mandatory in DSM-III. 

DSM-III dysthymic disorder requires the presence "most of the time" for two 

years of at least three of thirteen possible "symptoms characteristic of a depressive 

disorder but that are not of sufficient severity and duration to meet the criteria for major 

depressive episode" (APA, 1980). For DSM-III-R dysthymia, a depressed mood 

(present "more days than not") must be accompanied by 2 of a possible 6 symptoms. In 

DSM-III, it is possible to have a major depressive disorder superimposed on an episode 

of dysthymia, while DSM-III-R precludes this. RDC intermittent minor depression has 

the same minimum duration of two years as dysthmia but has subtle changes of wording 

in describing the minimum amount of time the subject should experience depression 

during the episode (Table 1.1 ), which is marginally less in RDC. 

RDC has a category of minor depression which requires a minimum duration of 

one week for 'probable' and two weeks for 'definite' and a minimum 2 out of 16 possible 

symptoms. This is not equivalent to DSM-III adjustment disorder, which is defined as 

"a maladaptive reaction occurring within three months of a psychosocial stressor" 

(American Psychiatric Association, 1980). The maladaptive nature is indicated by 
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"impairment of social or occupational functioning" or symptoms "in excess of normal or 

expectable reaction". There are no minimum thresholds for symptom numbers or 

duration of episodes and complete resolution is assumed. The definition is the same in 

DSM-III-R but a maximum duration of six months is given. The concept of adjustment 

disorder is very different in its definition and emphasis compared to other DSM-III and 

RDC categories, and places more weight on subjective and rater interpretation (Table 

1.1). 

From Table 1.1 it can be seen that the ICD-9 system relies on clinical judgement 

to establish entry to diagnostic categories, whereas RDC and DSM-III diagnostic 

categories have strict entry criteria based on a minimum number and duration of 

symptoms. The RDC allows for the imposition of impairment criteria to define 

significant depressive episodes and these criteria have been applied to DSM-III 

diagnoses in the Diagnostic Interview Schedule or DIS (Robins, 1982) the instrument 

that is used in this study. The imposition of impairment criteria has an advantage in 

community studies where depressed subjects may not see themselves as depressed or 

requiring treatment. 

Thus the category 'major depression' (using DSM-III or RDC systems) has strict 

entry criteria which may increase reliability, but it is a heterogeneous category 

including most of those episodes that would be called 'endogenous' and some that would 

have been labelled 'neurotic' in ICD-9 or DSM-II systems. The other 'neurotic' 

depressions now fall within the categories of dysthymia, adjustment disorder, 

cyclothymic personality or within the anxiety disorders. Winokur (1985a) was an early 

critic of the DSM-III classification. He stated that depression is a syndrome rather than 

an illness, which is "defined in DSM-III as a lowest common denominator. ... DSM-111 

essentially regards all depressions as equal and attempts to separate them with a 



separate axis, ie personality disorders". He advocated the retention of the term 

'neurotic-reactive' and presented criteria for the latter based on stormy lifestyle, 

personality assessment, family history and poor response to previous treatment. 

Evaluation of changes brought about by use of operational criteria 
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The introduction of operationalised criteria in both the RDC and DSM-III 

systems was prompted by concerns about reliability of psychiatric diagnosis largely 

generated by researchers. Two studies, the United States-United Kingdom Diagnostic 

Project (Cooper et al, 1972) and the International Pilot Study of Schizophrenia 

(W.H.O., 1973) had drawn attention to lack of reliability of diagnosis in areas of 

depression and schizophrenia, with ensuing difficulties in international, even inter­

regional, comparisons for clinical or research purposes. The impetus towards definition 

of reliable diagnostic and case-finding systems has been generated particularly by 

researchers interested in quantifying the rates of psychiatric disorder in a variety of 

populations, whether to look at changes in rates, risk factors determining rates or to 

assist health care utilisation practices. 

Carroll (1989) discussed concepts of reliability and validity in terms of defining 

categories of depression against which the Dexamethasone Suppression Test could be 

evaluated. He stated that "when patients are recruited solely on the basis of 

'operationally defined' clinical signs and symptoms, the acknowledged heterogeneity of 

the major depressive syndrome is left uncontrolled" and that "ICD-9 is generally 

regarded in the U.S. as inferior to DSM-III because ICD-9 diagnostic guide-lines are 

not operationalised". He considered that one test of diagnostic validity would be the 

demonstration of discrimination of different diagnostic categories by laboratory markers 

or differing treatment responses and pointed to "the disturbing fact that the current 

'operational' diagnostic criteria (i.e. DSM-III categories) can yield groups of "major 
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depressed" patients in whom it is impossible to demonstrate the therapeutic superiority 

of imipramine over placebo treatment!" while such discrimination is possible when 

ICD-9 and DSM-II categories are used. Thus, while the strictly operationalised 

diagnoses with less emphasis on aetiology and subjective distress (e.g. DSM-Ill 

diagnosis of major depressive disorder) have allowed for greater reliability in assigning 

diagnoses, the constructs may not have clinical validity. 

Torgersen (1988) acknowledged that the term 'neurotic depression' combines a 

heterogeneous group of disorders but stated that the DSM-III diagnostic categories are 

equally heterogeneous and concluded that "perhaps the concept of minor depression 

used in RDC better represents the non-psychotic, non-melancholic major depression". 

His comments reflect the question raised earlier in the chapter by Carroll and Winokur 

as to whether the DSM-III categories actually constitute an advance in the 

conceptualistion of depressive categories, particularly for categories other than major 

depression (with or without melancholia). 

Kendell ( 1989) commented that medicine has traditionally tied concepts of 

validity with a greater understanding of aetiology and underlying mechanisms (which 

could then be modified by treatment) and discussed what clinicians can do, by 

exercising their own clinical skills, to increase validity. He identified six validators of 

clinical syndromes: (i) identification and description of the syndrome, (ii) 

demonstration of boundaries between that and related syndromes, using statistical 

techniques such as discriminant function analysis and latent class analysis, (iii) follow­

up studies, (iv) therapeutic trials, (v) family studies and (vi) association with 

fundamental abnormalities, either biological or psychological. He pointed to the 

following research strategies as being potentially useful: prospective follow-up studies 

based on serial interviews, therapeutic trials and family studies, both involving a broad 



spectrum of diagnostic categories, and twin studies where alternative definitions of 

syndromes are used. 
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This study will use the first research strategy, a prospective follow-up with serial 

follow-up assessments, which is appropriate for a naturalistic study where no treatment 

intervention is considered but where there is an attempt to isolate predisposing social 

and psychological factors. The DIS was used to generate depressive categories using 

operationalised criteria for RDC and DSM-III systems and the instrument will be 

discussed in Chapter 2. While this review has implied criticism of the operationalised 

approaches of RDC and DSM-III systems, many of these short-comings have only 

become apparent in the past few years and this study commenced in 1978, when 

enthusiasm was high and short-comings less obvious. It is also important to use these 

'newer' diagnostic categories to ascertain whether the atheoretical approach to 

diagnostic classification has heuristic value. One of the aims of the study was to 

examine the long-term reliability of depressive categories, while another was to 

examine risk factors to depressive disorder longitudinally. If risk factors were isolated 

in such a design, a case for validity of such depressive categories would be supported. 

As the study to be reported involves a non-clinical cohort, the next section will 

consider definitions of caseness with particular reference to general population groups. 

Historical development of concepts of caseness 

From the 1940s to 1960s, psychiatric researchers used the clinician as the case­

finding 'instrument'. Most studies at that time were disease-orientated, involving 

inpatient or outpatient groups. As the subjects had generally already presented for 

treatment, the concept of 'caseness' was not fully appreciated and generally equated with 

treatment presentation. 
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The Lundby study in Sweden (Essen-Moller, 1956; Hagnell, 1966) commenced 

in 1947, used a clinical interview as the case-finding instrument, and with the aim of 

evaluating the incidence and prevalence of anxiety and depression in an entire 

community of 2,550 people over a 25-year period. Essen-Moller stated that the study 

sought "to attempt some sort of description of all inhabitants, beyond those exhibiting 

conspicuous mental disease and abnormality ... this type of an approach to the 'natural 

history' of personality was motivated by the conviction that mental differentiation is 

accomplished, not by the influence of human relations exclusively, but by an interaction 

of such influence with basic individual differences biologic in origin" (Hagnell, 1982). 

Essen-Moller and his team personally interviewed 98.8% of the inhabitants of Lundby 

using an interview of their own design. They supplemented their information with data 

from other informants and case histories, where appropriate. They also used team 

discussion to arrive at decisions concerning caseness. 

The first large scale American epidemiological investigations of psychological 

health were the Stirling County study (Leighton, 1959) commencing in 1948 and 

involving 1003 people, and the Midtown Manhattan study (Srole et al, 1978) 

commencing in 1952 with 1,660 people. Both studies used symptom checklists which 

were administered by trained lay interviewers, rather than by psychiatrists. These 

checklists generated a score on a single dimension from health to pathology rather than 

assigning patients to diagnostic categories for treatment. This approach reflected the 

prevailing view that mental illness differed in degree rather than in kind, and was 

radical at the time when psychiatric opinion held that epidemiological methods would 

violate the concept of individuality and that for psychiatry "the most, if not the only, 

important research in this field are intensive studies of the individual, or at most, very 

small groups of individuals" (Lemkau, 1955). At that time, psychiatric opinion also 



deemed much of the material used in psychiatric assessment to be out of conscious 

awareness and therefore not available simply by a process of direct questioning. 

Like the Lundby study, the Stirling County study set out to determine the 

prevalence of anxiety and depressive symptoms in the community, using the Health 

Opinion Survey (HOS) and the Typology of Need for Psychiatric Attention Scale 
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(PSY A TT) which also provided some assessment of impairment and role dysfunction. 

Murphy later joined the Stirling County study, and has subsequently developed a 

computer programme that could be applied to the original data set to identify episodes 

of anxiety and depression comparable with the Research Diagnostic Criteria (Murphy et 

al, 1985). 

The authors of the Midtown Manhattan survey postulated that "socio-cultural 

conditions, in both their normative and deviant forms, operating in intrafamily and 

extrafamily settings during childhood and adulthood have measurable consequences 

reflected in the mental health differences to be observed within a population". They did 

consider whether they should undertake an intensive psychiatric study of a few 

individuals or use a less intensive method for screening a larger population, finally 

deciding on the latter. They devised a questionnaire, the Home Interview Survey, to be 

administered by trained lay interviewers with data then reviewed by two psychiatrists 

who rated subjects on a continuum from 'well' to 'incapacitated', based on a combination 

of presence of symptoms and interference with life adjustment. 

These studies were among the first to demonstrate that there was a substantial 

group of people with psychiatric disorders who did not present for psychiatric treatment 

and researchers started to question the relationship between caseness and patienthood. 



Instruments used to define caseness 

Self-report questionnaires 
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Goldberg (1972) further examined the question of caseness in non-psychiatric 

patients by investigating levels of psychological distress in general practice attenders. 

He developed a self-report measure, the General Health Questionnaire (GHQ), to 

determine psychological caseness in a broad sense, with again no intention of defining 

specific psychiatric diagnoses. Although originally designed for use in general practice 

groups it has gained wider acceptance as a measure of current caseness with defined 

cut-off levels. 

Self-report scales for depressive states (e.g. Beck et al, 1961; Zung, 1965; 

Wilson, 1979) convey some estimate of caseness with cut-off points that may vary with 

the researchers' needs, but were not designed to generate diagnoses. These measures 

are designed to evaluate subjective experience and are generally used as measures of 

depression or as screening techniques to identify subjects worthy of further 

consideration. A later questionnaire, the Centre for Epidemiological Studies­

Depression Scale or CES-D (Radloff, 1977) was developed specifically as a screening 

measure in community surveys and, recently, Zimmerman (1987) developed a self­

report questionnaire (IDD) to diagnose DSM-III major depression. 

The Global Assessment Scale (GAS) is the broadest measure of impairment 

incorporating symptoms and role impairment. The scale provides examples of 

impairment in decile increments across a range of functions and is intended to measure 

cross-sectional function and to quantify change. However the reliability of such an 

approach is called into question as there may be greater changes in one area of 

functioning than another and raters may place emphasis on different areas when 

evaluating a subject. It has been included in the revised edition of DSM-III (DSM-III-
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R; 1988) as a method of quantifying level of function. 

Semi-structured instruments 

Angst and Dobler-Mikola (1984a) in Zurich, Switzerland, undertook a study of 

sex differences in a group of 591 young adults. They paid a great deal of attention to 

the problem of case definition from the outset. They noted that no valid definition of 

caseness existed and that 'cases' and 'non-cases' were on a continuum with an arbitrary 

line dividing the two. They considered that definitions of caseness should be flexible 

and suggested two definitions for use in their study. They had pre-tested the Present 

State Examination or PSE (Wing et al, 1974) but found it unsuitable for their purposes 

in that it only enquired about symptoms in the previous month and paid no attention to 

social problems and their consequences. They designed their own instrument, the 

Structured Psychopathological Interview or SPIKE, as part of a semi-structured 

interview. 

They based their definition of a depressive 'case' on the Research Diagnostic 

Criteria but suggested differential cutoffs for minimum number of symptoms for each 

sex: three for males, five for females (Angst and Dobler-Mikola, 1984c). 

For definition of a psychiatric 'case', they gave social consequences a higher 

priority than symptoms so that, as with the RDC, a 'case' still had to fulfil a minimum of 

two weeks' duration, with social impairment primarily at work, and which included 

unpaid work such as home duties. Impairment included reduction in performance, 

secondary conflicts and absence or loss of job. Loss of job was given last place on a 

rank order as some groups, such as housewives and unemployed people, cannot lose 

their jobs. 
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For episodes of depression, their definition of a psychiatric case is similar to 

RDC major depression (definite and probable) plus minor depression (definite), with 

less attention to the number of symptoms and with more attention being paid to the 

details subsumed by RDC's enquiry as to the significance or impact of the episode on 

the subject's life. The Swiss group's approach is particularly useful in general 

population studies as there will be a body of people who are on the border between 

'case' and 'non-case', and whose allocation to caseness is arbitrarily decided on the basis 

of their remembering or forgetting perhaps one symptom. Definitions of caseness used 

in the case-finding instruments have been previously tabulated (see Table 1.1). 

From 1968, the Social Research Unit at Bedford College has been examining the 

social causation of depression in women in the London borough of Camberwell (Brown 

and Harris, 1978). They defined 'disease' as "a departure from normality which may 

require medical intervention" and 'distress' as a "natural, if unpleasant process which 

can be expected to abate with time, without outside help". They contrasted 'cases' 

(subjects with a disease state, requiring intervention) with 'borderline cases' (where 

symptoms are atypical, less frequent or less intense, implying distress rather than 

disease). Both 'cases' and 'borderline cases' were based on PSE/ICD-9 categories using 

the Index of Definition (Wing 1970) to define entry to diagnostic categories, with 

accompanying operationalised case descriptions to illustrate typical examples of each 

category. Finlay-Jones et al (1980) have provided a checklist to demonstrate the 

clinical criteria that underlie their concepts and considered that the Bedford College 

definition of caseness (in terms of symptom patterns) was similar to DSM-III major 

depression or RDC 'probable' major depression, and that borderline caseness was 

similar to RDC minor depression (although with a minimum threshold of one symptom 

rather than two). 
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They also discriminated between vulnerability factors and provoking agents 

(Brown and Harris, 1978) and found that the presence of vulnerability factors increased 

the risk of subjects (who would have otherwise been regarded as 'borderline cases') 

becoming 'cases'in the face of a provoking agent. 

Like the Bedford College group, a research team in Edinburgh (Surtees et al, 

1983) has also concentrated their research efforts exclusively on women. They have 

used a Psychiatric Assessment Scale (PAS) which incorporates questions from the PSE 

and the SADS to generate diagnostic categories for PSE/lndex of Definition, Bedford 

College criteria and RDC, to allow comparison with the various diagnostic systems. 

They were able to demonstrate changes in prevalence rates depending on which 

diagnostic system was used, with the PSE/lndex of Definition and RDC systems giving 

similar prevalence rates and the Bedford College system tending to give the highest 

rates. 

Vaillant and Schnurr (1988) compared a variety of definitions of 'caseness' to 

examine the validity of the concept in relation to a 40-year study of a group of male 

college graduates. They used six models for cases and/or psychiatric impairment: two 

categorical definitions, (i) a retrospective judgement, combining evidence of suspected 

psychic distress with independent assessments of impairment (e.g. seeking professional 

help, college-based psychological assessment, measure of adult adjustment) and (ii) a 

post-hoe estimation of lifetime DSM-III disorders. The other models were dimensional, 

(iii) the same measure of adult adjustment treated as a continuous variable, (iv) the 

Global Assessment Scale (GAS) assessed by an independent rater, (v) the Health 

Sickness Rating Scale (HSRS), and (vi) a measure grouping defence mechanisms on a 

nine-point scale ranging from 'mature' to 'immature' (V aillant, 1977). 



24 

The choice of definitions of caseness and predictor variables were inevitably 

influenced by the available data from a longitudinal study of Harvard undergraduates 

(V aillant, 1977), chosen for their expected mental health. They found correlations of 

0.25 to 0.50 for a series of predictor variables compared with any of the six definitions 

of caseness, and reported that the six measures of impairment "were almost identical in 

their prediction of adult adjustment to late midlife". This result suggested that the six 

models had some common ground and that the concept of caseness can be arrived at 

through a variety of means. They raised the issue that most psychiatric disorders can be 

seen in dimensional as well as categorical terms and stated that "it is often desirable to 

use both categorical and dimensional approaches". They concluded that "an individual 

becomes, or ceases to be, a case through a complex interaction between impairment, 

host and environment", a remark which indicates some sharing of Brown and Harris' 

appreciation of the relationship between environmental effects and caseness. 

Discussion of caseness definitions in non-clinical wups 

The preceding section has reviewed some case-finding techniques used for non­

clinical groups, some of which are studies of the general population, others have 

concentrated on smaller, more socially homogeneous groups. 

The concept of 'caseness' in clinical groups is alligned with that of 'patienthood'; 

defined by Kraupl-Taylor (1972) as a person who is abnormal by the standards of the 

population in regard to at least one of the following (i) that the person feels therapeutic 

concern for himself, (ii) that this concern is also felt by his social environment, (iii) that 

there is medical concern for him. 

This definition of patienthood reflects the original disease-orientated approach 

dating from the 1950s and developed from the study of hospital patients. It overlooks 



concepts of help-seeking and illness behaviour and, in doing so, many of the special 

problems of case definition in general population studies. The latter studies involve 

subjects who are not presenting themselves for treatment and may not even see 

themselves as having a disorder. 
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One could argue that if people do not fit into this definition of 'patienthood' that 

there is no real reason to identify them. In the book "What is a Case?", which is 

devoted to this subject, Copeland (1981) makes the statement that "one of the sources of 

the problem is the misconception of a case as a unified entity" and challenges the 

assumption that the 'case' definition is based on a clinician's decision that such a subject 

would not be out of place in a treatment facility. 

In terms of psychiatric research, it is also relevant to determine the natural 

history and degree of impairment associated with more minor forms of disorder that 

have not presented for treatment at that stage and whether there is any difference in 

outcome in treated and untreated disorders. 

However, the epidemiologist or social psychiatrist who wishes to evaluate the 

range of depressive experience within a population must have some parameters by 

which to determine which subjects will be categorised as cases, either in terms of 

disturbances in social roles or functional incapacity. Copeland (1981) stated that 

caseness is "a concept created for a purpose is only useful in so far as it serves that 

purpose". 

Two definitions of 'caseness' are pertinent to the area of depressive disorders. 

The first would lead to a concept of patienthood and treatment, the sort of notions 

embodied in the diagnosis of depressive disorder, and in predicting treatment outcome, 
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degree of morbidity and economic cost to the community. 

The second would embody that concept of inability to function in normal social 

roles at the usual level of functioning and would be of value in identifying those who 

may be at risk for further impairment, assessing the value of the medical model, 

evaluating social factors contributing to depression and the social cost of such disorders 

to the individual and the community. 

There are particular problems in investigating depressive experience in non­

clinical samples, namely: (i) these subjects do not necessarily complain of distress or 

present for treatment, so that one has to make a decision of what is meaningful. (ii) 

Depression may be less 'severe' (in terms of numbers or types of symptoms, or degree of 

impairment) or it may present differently (e.g., be perceived as existential distress rather 

than symptom-based disease). (iii) Researchers may not wish to be restricted to 

diagnostic categories but to include flexible parameters of depressive experience. 

DSM-III has a category 'atypical depression' which is a catch-all category for all types 

of depression which do not fall into the rigid categories defined, but the group then 

becomes too heterogeneous to be meaningful. Otherwise, researchers can rate numbers 

of symptoms in existing categories as dimensions rather than categories or redefine the 

parameters, as Angst ( 1984c) has done. 

The DIS (the case-finding instrument used in this study) first generates the same 

RDC and DSM-III diagnostic categories whether or not the subject has been a patient. 

The DIS then imposes the RDC help-seeking criteria which combine help-seeking and 

treatment criteria with a question designed to assess social role impairment to consider 

those subjects who have not been patients. The next chapter will consider the properties 

of some semi-structured case-finding instruments in common use. 
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Summary of themes and relevance to research guestion 

Two themes have been developed. The first is to describe some of the 

difficulties in categorising depression and to highlight the definitions used in the two 

most commonly used current diagnostic systems (ICD-9 and DSM-III). The second is 

to examine the concept of caseness in depressive disorders. The definition of caseness 

used has been influenced by whether the subjects being investigated were from a 

clinical or non-clinical population, the availability of case-finding instruments and the 

research questions being asked. 

From the 1950s to mid 1970s, there were sociological studies of general 

population groups that looked at concepts of distress and mental health (that were often 

poorly defined), while psychiatric studies looked at clinical samples using clinical 

criteria (that were also often poorly defined in terms of operational diagnostic criteria). 

Prior to the 1970s, community-based studies used either clinical interviews or 

dimensional constructs (e.g. self-report symptom measures or measures based on a 

continuum from health to illness) to categorise depression. In the last fifteen years there 

has been interest in the rates of depressive diagnoses in the general population, 

coinciding with the development of more reliable diagnostic systems and related case­

finding instruments which are based on operational decisions for generation of RDC or 

DSM-III categories. 

The drive towards more reliable definitions of depressive categories has been 

noted, culminating in the operational RDC and DSM-III classification systems. The 

American Psychiatric Association proposed an atheoretical approach to classification 
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embodied in the DSM-III diagnostic classification. In relation to depression, this meant 

replacing categories of neurotic/reactive and endogenous/psychotic depression (still 

used in the ICD-9 classification) and with their implicit assumptions concerning 

causation, with categories of major depression and dysthymia where no such causal 

implications were drawn. The DSM-III system implies a unitary (dimensional) 

approach, with operationalised diagnostic categories, based on symptoms and signs, 

with little reference to presumed aetiology. However the category 'adjustment disorder' 

does call for the clinician to make some subjective judgements about the maladaptive 

nature of the reaction and whether the symptoms are in excess of a normal reaction to 

the stressor. 

The British and Europeans have been more conservative and retained the ICD-9 

system. This implies a binary approach based on diagnostic categories which are 

loosely defined in terms of symptoms, signs and presumed aetiology. The 

unitary/binary debate has continued in British and European circles. 

While the categorical approach has proved useful in improving reliability, 

validity is largely unexplored. These issues will be discussed in the next chapter in 

relation to case-finding instruments based on RDC, DSM-III and ICD-9 diagnostic 

systems. 

Any consideration of depressive disorder categories overlaps with the concept of 

caseness and the conclusion reached is that the categorical approach is useful and such 

an approach is used in this study. In general one should have flexible methods of 

determining caseness, determined by the research question that is being addressed. 
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The need to make reliable diagnostic decisions for psychiatric research purposes 

was recognised in the early 1970s. Robins (1989) later stated that the goal was "to 

construct standardised interviews that would function more like a psychiatrist does during a 

clinical assessment...that is, they would be tightly tied to official diagnostic criteria; they 

would endeavor to distinguish clinically significant symptoms from the trials and 

tribulations of everyday life ... not to write an interview equivalent to the behavior of 

particular psychiatrists; instead ... to come as close as possible to what the ideal psychiatrist 

would do if he properly interpreted and rigorously followed the criteria in the diagnostic 

systems being assessed". 

Structured Case-findin~ Instruments 

The Present State Examination or PSE (Wing et al, 1974) was the first instrument to 

be developed using a semi-structured interview, with operational criteria for symptoms and 

signs present over the previous month. There are 140 items, each of which is rated on a 3 

or 4 point scale. The interview is "basically ... a check list which systematically covers all 

the phenomena likely to be considered during a present state examination". It is intended 

for use by a clinician who uses his judgement as to the relevance of the material presented 

to him, but a training programme is recommended, during which the interviewer learns the 

definitions of each item from a manual which includes a glossary of symptoms and signs. 
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The PSE was originally intended for use with hospital patients, but a 40-item version was 

subsequently developed for non-patient groups. Diagnostic categories based on the ICD-9 

system can be made and the accompanying computer programme (CA TEGO) generates an 

Index of Definition or ID score (Wing, 1976) for caseness (an ID score of 5 or more) and 

borderline caseness (an ID score of 3 or 4), but the instrument was not intended to give a 

diagnosis, rather a measure of 'present state'. 

American psychiatrists also recognised the advantage of structured case-finding 

instruments. The Renard Diagnostic Interview or RDI was developed to elicit the 

symptoms required to generate the Feighner diagnostic criteria and was intended for the use 

by physicians and non-clinicians (Helzer et al, 1981). 

The Schedule for Affective Disorders and Schizophrenia, or SADS (Spitzer et al, 

1978), was designed as the primary diagnostic tool for the National Institute of Mental 

Health (NIMH) Collaborative Study of the Psychobiology of Depression (Katz et al, 1979). 

It is a structured interview schedule to be used by a clinician to generate the RDC 

categories (RDC depression categories were described in the previous chapter). The first 

section assesses symptom severity for the nadir of the current episode and for the preceding 

week. A second section deals with previous episodes of illness. The diagnostic decisions 

are then made by the interviewer referring to the Research Diagnostic Criteria. There are 

three versions, SADS, SADS-L (lifetime version) and SADS-C (where change in 

symptoms is being measured). All these instruments are intended for use only by clinician 

researchers and training is recommended. There is also a Family History-RDC (Andreasen 

et al, 1977) for use with members of the subject's family, if the subject is unavailable for 

direct evaluation. The SADS has been used in depression research because it identifies 10 

subtypes of major depressive disorder found in the RDC, covering a broad range of 

depressive experience. 
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The Diagnostic Interview Schedule or DIS (Robins et al, 1981) was designed 

specifically for use in an ambitious epidemiological survey, the Epidemiological 

Catchment Area (ECA) studies, performed by a number of independent research teams at 

five USA centres, also under the auspices of the NIMH (Regier et al, 1984 ). The authors 

state that the "broad aims of the ECA program are the historical goals of psychiatric 

epidemiology: to estimate the incidence and prevalence of mental disorders; to search for 

etiological clues; and to aid in the planning of health care services and programs". They 

stated that the study was innovative in a number of ways, (i) by integrating surveys from 

community .and institutional populations, (ii) by collecting prevalence .and incidence data; 

(iii) by the use of multiple research sites with collaborative collection of data and (iv) by 

"field validation" of the DIS (Eaton et al, 1981). The SADS was not considered 

appropriate for the ECA study because it required decisions by clinicians (the ECA study 

design called for a reliable case-finding instrument for use by a large group of lay 

interviewers) and as it generated RDC categories rather than the DSM-III categories 

intended for use in the ECA study. Furthermore, the ECA researchers wished to examine 

prevalence over short periods of time (i.e. two weeks and six months) in addition to life­

time and the SADS was not able to provide the short term prevalence data. 

The DIS is a highly structured interview schedule using a probe flow chart which 

allows lay interviewers (after a one to two-week training period) to assess the significance 

of symptoms. It is based on the Renard Diagnostic Interview and, like the RDI, uses a 

probe system to determine impairment and to distinguish psychiatric symptoms from 

consequences of medical illness and the effects of drugs and alcohol. There is a computer 

algorithm that can be applied to generate Feighner, RDC and DSM-III diagnostic 

categories for symptoms over the entire span of the subject's life; also period prevalence 

data over the previous two weeks, month, 6 months and 12 months, as well as for the nadir 

of the current episode. The DIS was designed for use with psychiatric inpatient, outpatient 

and general population groups, and is the only measure that was specifically designed for 

use by lay interviewers with non-clinical groups. The DIS has achieved a fair degree of 
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success in the hands of lay interviewers as the wording of every question in the structured 

interview is strictly predetermined and precoded, as are the decision rules (presented as a 

Probe Flow Chan) used during the interview. 

The DIS provides a broader coverage of psychiatric diagnoses than PSE or SADS 

and fewer subjects are relegated to residual categories. Its highly structured format has the 

advantages of brevity and the possible adaptation for use by telephone interview (Wells et 

al, 1988) or in a computer-assisted version (Blouin et al, 1988). There is also provision for 

collection of a total symptom count regardless of diagnostic category and allowance for 

multiple simultaneous diagnoses (e.g. the co-occurrence of anxiety and depressive 

disorders) if the hierarchical rankings of categories implicit in DSM-III are not imposed. 

There is now an instrument called the CIDI or Composite International Diagnostic 

Interview (Robins et al, 1988) combining the DIS and PSE, which generates diagnoses for 

Feighner, RDC, DSM-III and DSM-III-R criteria, as well as certain CATEGO classes 

derived from ICD-9. This instrument is currently undergoing an international multi-centre 

reliability trial, for which no results are yet to hand (Sanorius, 1989). 

The Structured Clinical Interview for DSM-III or SCID (Spitzer & Williams, 1983) 

was specifically designed by the authors of the SADS/RDC system to follow the decision 

rules used in making DSM-III diagnoses in much the same way as the SADS was designed 

to elicit RDC categories. Each section commences with the essential criteria for each 

diagnosis and then provides prompts and questions to determine whether the additional 

criteria are met. This measure is intended to be used for a current episode and to be 

administered by a clinician. It allows for incorporation of other relevant material, such as 

repons from clinical records and embodies the changes in DSM-III-R. It has broader 

coverage of diagnoses than the DIS and will generate data for other DSM-III axes. Rabkin 

and Klein (1987) noted the possibility of greater validity than the DIS due to the broader 

data base and more flexible system of enquiry. However the SCID is intended for use by 
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clinicians rather than lay interviewers, so that the DIS is likely to remain the instrument of 

choice in epidemiological surveys. 

Reliability and validity of structured case-finding instruments 

The Present State Examination 

The PSE is now in its ninth version. Several versions used much the same format 

for reliability studies for successive versions (Wing et al, 1974). Each reliability study 

consisted of interviews for 170 to 190 patients, approximately two-thirds of whom were 

interviewed simultaneously by two psychiatrists (to check inter-rater reliability), with the 

remainder interviewed on two separate occasions, usually one to two days apart (to check 

test-retest reliability). In an early reliability study, across all diagnoses, Kendell (1968) 

found a mean kappa value of 0.71 for inter-observer agreement and 0.41 for test-retest 

reliability. lntra-rater reliability was quoted in terms of product-moment reliability 

coefficients, which were in the range of 0.80 to 0.95 for depressive symptoms in both 

reliability studies (Wing et al, 1967; Kendell et al, 1968), with situational anxiety 

symptoms having the lowest values (0.58). Inter-rater reliability using the 40-item version 

with non-clinicians (Cooper et al, 1977) returned lower reliability coefficients for 

depressive symptoms, with a mean of 0.67. Wing's group (Wing et al, 1974) 

acknowledged the possibility of spuriously high reliability rates in their group as the the 

rating psychiatrists were all close colleagues who employed very similar clinical decision­

making practices. Another study by the same group (Wing et al, 197 4) examined 

differences between psychiatrists and inexperienced raters. The clinically experienced 

psychiatrists reached high inter-rater reliability within one week of training, while those 

with less experience firstly rated more, then fewer, positive items than the experienced 

raters. However, the conclusion was that the PSE training could provide an "acceptable 

degree of reliability and repeatablility at all stages of the diagnostic process" (p 68). 

In a study (Stun, 1981) examining whether the PSE is a valid measure of current 

severity of psychiatric disorder, a group of 800 subjects from the general population in 
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Camberwell, U.K., was compared with three groups comprising (i) all patients attending 

the casualty department following deliberate overdose of medication, (ii) patients between 

18 and 64 years (excluding schizophrenia and drug/alcohol abuse) attending a general 

psychiatric outpatient service, and (iii) a consecutive series of inpatients to a general 

hospital area-based service. Those subjects who were inpatients were noted to have 

different case rates using the Index of Definition (with higher total PSE scores), different 

symptoms and greater social impairment in inpatient groups (with some symptoms reported 

frequently for inpatients being rare in the outpatient groups). The authors viewed these 

data as demonstrating a relationship between patienthood, clinical severity and Index of 

Definition categories. This is despite the possibility (which was not addressed) that such 

psychosocial issues as employment, marital state and previous numbers of hospital 

admissions may also affect the decision to admit a patient to hospital. 

There are limitations to the use of the PSE. Firstly, the measure was only designed 

to give current prevalence data. Secondly, as the interview was largely based on material 

derived from patients referred for psychiatric treatment (usually after admission to 

hospital), its relevance to case-finding in general population groups may be limited for a 

number of reasons: (i) symptoms may be less well defined, or (ii) have different thresholds 

of severity, or (iii) some of the symptoms defined in the PSE for inpatients may be less 

common or of little relevance in non-clinical groups. The authors suggest that screening 

measures may compensate for this. However, the PSE has continued to be used as a case­

finding instrument, often preceded by the GHQ as a screening measure (Henderson et al, 

1979) and some studies using this methodology will be mentioned in Chapter 3. 

The RDC/SADS system 

In the development of RDC (Spitzer et al, 1978), there were two studies of inter­

rater reliability which involved 218 psychiatric clinic inpatients and one of test-retest 

reliability (with a sub-group of 60 from the same group), as part of a NIMH project, the 

Collaborative Program on the Psychobiology of Depression. The kappa values for RDC 
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primary major depression in the two studies of inter-rater reliability ranged from 0.48 to 

0.87 and for test-retest reliability, from 0.59 to 0.86. 

The Schedule for Affective Disorders and Schizophrenia or SADS (Endicott & 

Spitzer, 1978) was developed as a case-finding instrument to generate RDC diagnoses, and 

the initial reliability studies involved a group of 150 hospital in-patients that were used as 

part of the same NIMH multi-centre collaborative project, the Collaborative Program on 

the Psychobiology of Depression. Patients with a diagnosis of mania or depression were 

interviewed separately, with interviews within 48 hours of each other. The authors 

reported correlations of over 0.60 for 90% of the items (when taken item by item) for inter­

observer reliability, and for 82% of items for test-retest reliability. Correlations for test­

retest reliability (on a sub-group of 60 patients) ranged from 0.67 for the presence of 

anxiety to 0.83 for 'endogenous features'. The Symptom Check List or SCL-90 (Derogatis 

et al, 1973) was also completed by 144 of the 150 subjects involved in the reliability study 

with correlations ranging from 0.68 between depression on SCL-90 and 'depressive mood 

and ideation' generated from SADS, to 0.47 for SCL-90 depression and 'suicidal ideation 

and behaviour' from SADS. 

Mazure and Gershon (1979) examined test-retest reliability using SADS-L with a 

group of 49 patients, their first-degree relatives and medical controls, using two interviews 

about seven months apart. The test-retest reliability was "high" (kappa of 0.79) for a life­

time diagnosis of major depression. 

There were no attempts at validity studies at that time but Leckman (Leckman et al, 

1982) later used a 'best estimate' method utilising information from three different sources 

(two direct interviews with raters each being blind to the findings of the other, family 

history data, medical records) to study the reliability and validity of lifetime diagnosis. 

Most interviewers used SADS-L and all made RDC diagnoses. Reliability rates for 'best­

estimate' rates of the two clinicians returned kappa values between 0.46 (for minor 



36 

depression) to 0.87 for hospitalised unipolar depressives. There was a kappa value of 0.80 

for the category 'never mentally ill'. 

Andreasen's group (Andreasen et al, 1981) examined test-retest reliability for the 

SADS-L over varying periods of time. Their first "short-term reliability" study involved 

interviews of the same patients on two occasions in one day. Reliability between morning 

and afternoon raters for RDC depressive subtypes ranged from kappa values of 0.19 (for 

incapacitated) to 0.87 (for primary major depression). There was also high reliability for 

help-seeking behaviour (kappa=0.64), social role impairment (kappa=0.73), number of 

symptoms (r=0.84) and age of first episode (r=0.84). 

The second "longer term reliability" study called for a consensus diagnosis by guest 

raters using SADS-L generated, lifetime diagnosis data on subjects seen by the host 

research team in the previous six months. Kappa values for comparison of the two 

diagnoses, ranged from 0.20 (for RDC 'recurrent') to 0.75 for RDC primary major 

depression. The authors concluded that short-term reliability was high and longer-term 

reliability was "acceptable", allowing reliable long-term diagnosis in a nonpatient 

population. This is an optimistic conclusion to draw from these two studies, as the first 

measured test-retest reliability on the same day, which is not a rigorous test for an 

instrument (SADS-L) which was intended to measure lifetime disorder; and both these 

reliability studies were carried out on clinical groups and the results cannot necessarily be 

extrapolated to non-clinical subjects. 

Bromet et al (1986) investigated test-retest reliability over an eighteen-month 

period, using the SADS-L in a population of 391 women selected for observation of long­

term effects on mental health of experience of a nuclear power disaster. Reliability was 

found to be poor, with only 38% of the women reporting RDC episodes of major 

depression on both occasions. Reliability over the eighteen month period was influenced 

by a number of clinical status factors. Those who had suffered further episodes of 
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depression were more likely to recall earlier episodes and the women who were able to 

recall episodes of major depression also recalled help-seeking behaviour, medication use 

and age of first episode, but were not reliable at recalling length of longest episode or total 

number of symptoms. The authors stated that this non-clinical group returned lower rates 

for reliability than patient samples. They noted that their test-retest period is longer than 

other studies and question whether the SADS-L itself may have contributed to unreliability, 

and added "it is conceivable that a fully structured instrument, such as the DIS, might 

increase test-retest reliability". They alluded to the fact that a non-clinical group does not 

have as many prompts to recall (e.g. taking medication, visits to doctor) as a clinical group. 

However they did not mention the special characteristics of the group under review (after a 

nuclear power station disaster) in that the experience of the disaster may have been 

sufficient to override expected levels of recall of depressive experience. 

The DIS System 

There was only one attempt to evaluate the validity of the DIS prior to commencing 

the ECA study (Robins, 1981 ). A series of 216 patients was interviewed twice, once by a 

psychiatrist and once by a lay interviewer. All of the interviewers were inexperienced - the 

psychiatrists had all only recently completed their psychiatric training and other 

interviewers were college graduates with no previous interviewing experience. It is not 

made clear whether this was a specific decision not to use experienced clinicians (who 

would presumably bring more of their own clinical experience to bear on the decision 

making), or whether it was fuelled by expediency. The diagnosis made by the psychiatrist 

was used as the yardstick, with kappas ranging from 0.63 to 0.68 for agreement across the 

various depressive disorders. The authors argue that these interviews represent a study of 

criterion validity, "if one considers the DIS in the hands of a psychiatrist a criterion" (Eaton 

et al, 1981 ). However, their procedure actually assessed inter-rater reliability, not validity. 

Three (New Haven, St. Louis and Baltimore) of the five centres in the multi-centre 

study undertook further reliability studies (which they termed "field validity studies") 
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simultaneously with the data collection for the ECA study. Each centre used a different 

method for assessing the performance of the initial DIS interview in the hands of the lay 

interviewers. 

The Baltimore group (Anthony et al, 1985) had used the GHQ as an separate 

measure of current psychiatric distress. They recalled 392 subjects who were 'positive' in 

terms of DIS- generated diagnoses and GHQ caseness to be re-examined by one of four 

recently qualified psychiatrists. Three-quarters of the subjects were re-interviewed within 

three to four weeks of the original interview, and all within the next three months. The 

psychiatrists conducted a standardised clinical interview which included a checklist of 

DSM-III items and the full PSE. They were encouraged to ask about the subject's 

developmental history, health and personality issues; in essence, to cover material generally 

accessible to a clinician, but not available to lay interviewers using the DIS. The DSM-ID 

checklist was thought necessary as clinicians generally do not adhere rigidly to DSM-III 

diagnostic decisions, even when they claim to be 'going by the book' (Jampala et al, 1987). 

In the Baltimore study, the authors reported kappa values from -0.02 to 0.35, with a 

value of 0.25 for major depression, for which their claim of "moderate" agreement between 

the two raters is unsupported even for values at the higher end of the range of kappa values. 

The authors note some of the areas of possible discrepancy, which included inadequate 

information being given to one rater, difference in symptom pattern review on the two 

occasions of interview and incomplete coverage of disorders by the DIS (so that DIS­

derived information is insufficient to fully discriminate between episodes of major 

depression and other affective disorders). The authors also noted that the DIS places a high 

degree of reliance on the ability of subjects to fully discriminate between symptoms due to 

substance abuse, physical problems and those due simply to psychiatric problems. They 

recommended that information be gathered from alternative sources rather than full 

reliance be placed on one cross-sectional diagnostic interview to generate reliable data. 
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The St Louis group (Helzer et al, 1985) used nine psychiatrists with varying levels 

of experience to re-examine 394 subjects (within a few weeks of the original lay­

administered DIS interview) using the DIS and a DSM-III checklist while being blind to 

the original diagnoses and caseness of the subjects. This study reported overall agreement 

of 0.89, with sensitivity of 0.63 and specificity of 0.99 for subjects with major depression. 

They noted that diagnostic agreement is likely to be lower in general population samples -

where there are fewer symptoms, lesser severity and less likelihood of subjects presenting 

for treatment (in that a discussion with a clinician increases the likelihood of episodes 

being remembered and acts as a rehearsal for the DIS interview situation). 

A German form of the DIS and a German instrument deriving ICD-8 diagnoses 

were used with 171 former psychiatric patients and 158 subjects as part of a seven-year 

prospective general population study (Wittchen et al, 1985) at two interview occasions 

within three days of each other. Interviews were conducted by one a team of eight 

"experienced physicians" (which implied at least two years psychiatric training after 

gaining a medical degree) and 12 psychologists. For inter-rater reliability, they reported 

kappa values ranging from 0.90 for current episodes of major depression to 0.52 for simple 

phobia, and "considerably lower" rates for dysthymia and panic disorder. They questioned 

whether the low reliability of rates for dysthymia was a function of the low base rate for the 

disorder. The diagnostic categories were then compared (where possible) to ICD-8 

diagnoses, giving kappa values of 0.84 between ICD-8 unipolar affective psychosis and 

DSM-III major depression, and 0.81 with RDC major depression, and kappa values of 0.81 

between ICD-8 depressive neurosis and DSM-III dysthymia, and 0.74 for RDC intermittent 

minor depression. They concluded that the DIS had "sufficiently high overall specificity 

and sensitivity as a case-finding instrument in the general population and "surprisingly high 

concordance of most DIS diagnostic classes and comparable ICD diagnoses". 

Helzer et al ( 1987) questioned the most appropriate method of measuring validity of 

diagnoses generated by the lay DIS interview. They carried out a twelve-month follow-up 
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of the group of 370 subjects used in the comparison of clinician and lay DIS interviews 

previously noted (Helzer et al, 1985) and also examined family history results to compare 

the predictive power of lay interviewers' and psychiatrists' index diagnoses. The greatest 

difficulty was found with cases that were originally near the threshold level, so that 

subsequent reporting of one fewer symptom may have determined presence or absence of a 

disorder at the second interview. They found that the lay interview compared favourably 

with clinician checklist diagnoses in predicting diagnostic consistency and psychiatric 

diagnosis within the patient's family. Like Bromet, they found "a considerable fall-off in 

lifetime diagnoses from wave I to wave II". 

A later study of test-retest reliability (Wittchen et al, 1989) involving 60 psychiatric 

in-patients used the DIS (version 3) on two occasions over a one to four-day period with 

two different raters (psychiatrist or psychologist). They found that subjects reported fewer 

symptoms at repeat interview for recent episodes but that there was no significant change 

in lifetime diagnosis rates. They interpreted this as a tendency for patients to deny 

symptoms in the present which they were willing to admit to in the past. However, this 

explanation does not account for the finding that the symptoms had been acknowledged at 

the initial interview. There was higher concordance for age of onset data for more 'severe' 

(termed "psychotic") disorders (using ICD-8 categories of schizophrenia, schizoaffective, 

unipolar and bipolar affective psychoses), than for less severe (termed "non-psychotic") 

disorders (using ICD-8 categories anxiety neurosis and depressive neurosis), which the 

authors considered could affect reliability of rates for less severe disorders seen in general 

population samples. 

In a more recent study in Detroit, U.S.A. (McLeod et al, 1990), 353 (73%) of 484 

subjects who had been interviewed by lay interviewers using the DIS in a community 

sample were re-interviewed by a team of clinicians (who were all psychiatric social 

workers). The median lag time to second interview was 11 weeks. The DIS interviews 

generated RDC diagnoses for individual and combined depressive (RDC case) categories 
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for the six-month period prior to the initial interview. The authors reported kappas of 0.39 

for all RDC cases, 0.28 for major depression, 0.10 for intermittent minor and 0.08 for 

minor depression. They noted that longer, more severe episodes were more consistently 

recalled and that inconsistency in reporting was most often associated with the timing of 

the episode (i.e. whether or not the episode has occurred within the last six months). They 

considered such issues as differences in empathy between clinical and lay interviewers, 

slight differences in wording of the questions at each interview and cue effects from the 

original interview, but concluded with the opinion that the major cause of differences was 

inconsistent recall by the subjects. 

Klerman (1985a) has reviewed the use of the DIS in the Epidemiological 

Catchment Area (or ECA) study (Eaton et al, 1984). He noted that earlier surveys of 

psychiatric epidemiology had relied on measures of impairment rather than clinical 

diagnosis and commented on the increasing use of lay interviewers in epidemiological 

studies, clinical studies and therapeutic trials before the question of the reliability of lay 

interviewers versus psychiatrist interviewers had been resolved. He stated that "in 

retrospect, it would have been desirable if more extensive evidence as to the reliability and 

validity of the DIS and DSM-III criteria were available" prior to commencing use of the 

DIS and regretted the reliance on the one-stage method used in the ECA study. He 

suggested for future studies the use of a two-stage method, with a screening measure to 

identify subjects at risk, who would then undergo a more intensive diagnostic process. 

Such screening designs should have high false positive rates to ensure that most likely 

'cases' are included in the screening net. 

Parker (1987) has questioned the low lifetime prevalence estimates reported in the 

ECA study and, by implication, the reliability and validity of the DIS-derived data. He 

concluded that there is "reasonably high" inter-rater reliability for current DIS-derived 

diagnosis of depressive illness in patient samples, but less inter-rater reliability when highly 

trained psychiatrists were compared to lay interviewers. He drew attention to the 'best 
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estimate' method used by Leckman (Leckman et al, 1982) in testing the validity of SADS-L 

measure and noted that no similar procedure had been used with the DIS. 

Spitzer (1983) advocated use of a similar technique termed the Longitudinal, 

Expen, and All Data (or LEAD) standard which involved use of all available sources of 

data rather than total reliance on a cross-sectional interview from subject only. This 

approach was incorporated in the SCID interview which was cited earlier in the chapter. 

Robins (1989) concluded a review of structured case-finding instruments by stating 

that "we presently have no better method for assessing psychiatric illness than the 

standardised interview. It may well be most accurate in the hands of a clinician, but it is 

not economically feasible to have all epidemiological studies carried out by psychiatrists, 

so long as lay interviewers do reasonably well". 

Burke (1986) reviewed the performance of the DIS in categorising clinical and non­

clinical groups and concluded that the DIS performed "adequately as a case-finding 

instrument for ... alcohol disorders and depression; its performance in panic disorder seems 

questionable". He advocated further development of tests applying the Longitudinal, 

Expen and All Data (LEAD) standard (Spitzer et al, 1983) and considered that it was 

fruitful to look for areas of discrepancy between clinical interview and instruments like the 

DIS, which he listed as (i) the nature of the interview, (ii) allocation of marginal or 

borderline cases, (iii) subject variance over time (with consideration of how such variation 

could best be assessed), (iv) differing interpretation of items and exclusion rules over time, 

(v) misallocation into specific categories, (vi) determination of clustering of symptoms and 

timing of episodes, (vii) the inherent unreliability of assessments. He concluded that inter­

rater reliability for the DIS was "adequate", that agreement between the DIS and a clinical 

diagnostic interview was "fair to good", and that discrepancies between the two were not 

necessarily due to "errors" in either assessment procedure. 
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Qlnclusions concemin& propenies of structured case-findin& instruments 

The properties of the most commonly used structured case-finding instruments 

(PSE, SADS and DIS) have been considered. A range of studies using both clinical and 

non-clinical populations was reviewed. There are comparable levels of reliability for each 

measure for inter-rater reliability and test-retest reliability. There are variations for 

different diagnostic categories, with major depression generally having adequate inter-rater 

and test-retest reliability, and dysthymia and simple phobias being less reliable. Most of 

the psychiatric raters used in the reviewed studies have been trainees in psychiatry (rather 

than psychiatrists of many years'standing), and there is a trend for more experienced 

psychiatrists to achieve higher consistency. Only the British studies using the PSE have 

considered the impact of the experience of the clinician rater on the outcome in reliability 

studies. Other studies have used psychologists and one study involved psychiatric social 

workers as the clinician raters but these raters have been using structured interviews. 

The PSE and SADS were developed for clinical groups but have been used in non­

clinical populations. There has been little attempt to test validity, with Leckman's 'best 

estimate' method with the SADS being one acceptable example. The DIS was developed 

for use in general population samples, but the first reliability study was also done on a 

clinical group. Subsequent "field validity studies" were carried out but were, in reality, 

reliability studies devised in parallel with data collection. 

The consistency of rates in longer term reliability studies are affected by (i) the 

interval from initial interview to follow up, (ii) the severity of the fall-off in test-retest 

reliability over periods of days to index episode and whether help was sought, weeks after 

the initial interview, (iii) the time period under review (with higher reliability for lifetime 

diagnosis than shorter-term prevalence), (iv) the design of the study, whether using 

clinician versus lay interviewer or clinician versus clinician comparisons, and (v) whether 

comparing DIS to clinical interview or another structured instrument. Recent studies have 
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questioned whether the DIS alone can provide sufficient context for recall of depressive 

episodes. 

There is still no agreement as to whether lay interviewers perform the same task as 

psychiatrists when undertaking a diagnostic interview. The DIS is designed to keep 

interviewer decision making to a minimum to circumvent this difficulty. It is probably 

slightly more reliable in the hands of a clinican, but this is not sufficient to cause concern 

or outweigh the advantages of the instrument, including its use by lay interviewers. 

Selection of a case-finding instrument in the reported study 

The study to be described in Chapter 6 aims to investigate rates of depression over 

time in a non-clinical and socially homogeneous group of young adults, (i) to establish 

prevalence of depressive experience; (ii) to examine changes in prevalence over time, with 

particular attention to sex differences and (iii) to isolate possible psychosocial risk factors. 

The study design called for the use of a case-finding instrument to generate 

categories of depressive disorder but also allowed for other variables (e.g. trait depression 

scales or patterns of help-seeking behaviour) that could generate alternative definitions of 

caseness where appropriate. 

As estimates of lifetime prevalence were required, the PSE was inappropriate. 

The DIS was selected for a number of reasons. 

(i) It was designed for use in general population studies, and the data could be 

compared to other studies using the instrument for estimating prevalence and providing 

categories for risk factor research. 

(ii) It was easy to administer and readily comprehensible. 

(iii) It was the only instrument with the potential for use by a lay interviewer at a 

later date. 
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(iv) The highly structured nature of the instrument allowed for modification for use 

by mail. 

(v) Both DSM-III and RDC diagnoses could be generated. The DSM-III diagnoses 

of major depression and dysthymia are in line with categories used in general population 

studies reported in Chapter 3. RDC diagnostic categories (which include minor depression) 

allowed for a wider range of depression categories. While the RDC minor depression 

category was not originally included in the DIS-generated diagnoses, it is readily derived 

from questions in the DIS by using the two weeks' minimum duration and a symptom cut­

off of 2 from the possible 8 symptoms (Chapter 6). 

(vi) Training and access to other researchers with experience of the instrument was 

available in Sydney. 

(vii) Data on its reliability were supportive at that time (i.e. in 1983). 

While much of the material present is very critical of the DIS, it should be noted 

that many of the concerns illustrated in this chapter were published subsequent to its use in 

this study. Robins (1989) and Burke (1986) have reported the instrument to be adequate 

for its designated task, particularly when complemented with other data to increase reliable 

recall of depressive episodes. 
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This chapter will consider epidemiological aspects of sex differences in rates of 

depression. Epidemiology has been defined (Charney & Weissman, 1988) as "the study 

of distribution and determinants of disease in human populations". Such studies can 

generate information about rates (incidence and prevalence), variation in rates by 

person, time or place, and identification of risk factors. Relevant terms are defined by 

these authors. 

The 'rate' may be defined as the number of persons affected with a disease, 

disorder or characteristic, per unit of population, per unit of time. Definition of a 'case' 

was discussed in Chapter 1 with the conclusion that caseness be defined by the 

researcher in relation to the characteristic or disorder under investigation (Copeland, 

1981). 

'Incidence' refers to the number of new cases of a disorder with onset during a 

defined time period, generally a twelve-month period. 'Incidence rate' or 'new case rate' 
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refers to the number of new cases of a disorder over a period of time as a proportion of 

the population at risk for developing the disorder. 'Prevalence' refers to the number of 

cases, both old and new, found in a population in a defined time period. 'Point 

prevalence' defines the proportion of a population with the disorder under investigation 

at a given point in time; 'period prevalence' defines the proportion of a population with 

the disorder over a defined period (e.g. one month, one year) and 'lifetime prevalence' 

defines the proportion of the population alive at that time that has ever had the disorder 

under investigation. 'Prevalence rate' refers to the total number of cases of a disorder at 

a given time as a proportion of the total population. 

A 'risk factor' is a specific characteristic or condition that seemingly increases 

the probability of present or future occurrence of a specific disorder. Such factors may 

be defined in terms of time, place or person. Time factors include definition of the 

lifetime risk (the proportion of a population expected to develop a disorder or 

characteristic, in past, present and future, including those who are deceased). 'Morbid 

risk' is defined as an individual's lifetime risk of having a first episode of disorder. 

Definition by place may be used if an investigator isolates a particular population or 

region. Personal risk factors include socio-demographic variables, biological and 

physiological variables and personal habits. 

Review of sex differences in depressive experience 

From the historical overview in Chapter 1, it is evident that the concepts 

concerning categorisation of depression have undergone considerable change over time 

but at an accelerated pace since World War II. The two World Wars had an impact on 

psychiatric theory in several important ways (Weissman et al, 1986). Firstly, there was 

an opportunity to witness the emotional performance of large numbers of healthy, 

young people under conditions of great stress, demonstrating the variety of normal 
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responses. Secondly, the upheaval caused by the wars led to changes in the economic 

and educational opportunities available to women and a subsequent period of 

questioning of sex roles and sex differences. Thirdly, the movement of European 

psychiatrists to USA led to cross-fertilisation of concepts and increased awareness of 

differences, leading to the trans-Atlantic studies mentioned in Chapter 1. 

Weissman and Klerman (1977) discussed changes in womens' roles in their 

introduction to a comprehensive review which attempted a broad coverage of English 

language studies reporting rates of depression in both inpatient and outpatient facilities, 

community surveys, studies of attempted and successful suicides, and studies of grief 

and bereavement, with the particular aim of reviewing the epidemiology of sex 

differences. They noted the diversity of use of the term 'depression', the lack of clarity 

of boundaries between the different concepts and problems of case definition. During 

the 1960s and 1970s, rates of depression were determined either by diagnosis in the 

clinical setting, or by counting hospital in-patient numbers. Both these study designs 

have the limitation of ignoring those people who had not presented for psychiatric 

treatment. Further, the use of such self-report measures as the Self-Rating Depression 

Scale or SDS (Zung, 1965) for case-finding does not allow generation of diagnostic 

categories nor the determination of the number of depressive episodes of clinical 

severity. The British had developed the Present State Examination or PSE (Wing et al, 

1974) discussed in Chapter 1 as a standardised case-finding instrument, but the 

Americans were not using a structured case-finding instrument at this stage. 

After review of the available literature, Weissman and Klerman noted an overall 

female to male sex ratio of about 2: 1 in depressive experience, which they judged was 

consistent despite difficulties in case definition. However, the sex ratios were not 

consistent for all diagnostic categories, being almost equal ( 1.2: 1) for rates of manic-
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depression (bipolar disorder) and only in the order of 2: 1 for non-bipolar depression. 

As non-bipolar depression occurs far more frequently, the sex ratios in this category 

tend to dominate. They noted no differences in grief and bereavement, which they took 

to indicate that grief was "qualitatively different from clinical depression". 

Sex differences in rates of bipolar disorder 

By 1981, the category "primary depressive disorder" had been divided into 

bipolar disorder (which was seen as a discrete category), and other depressive disorders 

(which were combined into a heterogeneous category termed 'non-bipolar'). Boyd and 

Weissman (1981) reviewed the prevalence of depressive disorders in this context and 

found that the morbid risk (for industrialised countries) for bipolar disorder was of the 

order of 0.24% to 0.88%. These rates have been largely unaltered by data from 

subsequent studies (Robins et al, 1984; Bland et al, 1988) although the Epidemiological 

Catchment Area (ECA) study quotes rates as high as 1.2% (Weissman et al, 1988). In 

the same review, incidence rates ranged from 9.2 to 15.2 new cases per 100,000 per 

year for men and 7.4 to 32.5 new cases per 100,000 per year for women. When rates 

for first hospitalisation per 100,000 per year in three studies (in Denmark and U.K.) 

were compared, there were remarkably similar rates (3.9 to 10.7 for females, 3.0 to 8.3 

for males). 

Despite some suggestions that there are sex differences in both unipolar and 

bipolar disorder associated with genetic abnormalities linked to female chromosomes 

(Gershon and Bunney, 1976; Winokur and Tanna, 1969), the general consensus is that 

the female to male/sex ratio for rates of bipolar disorder is in the range 1: 1.2 to 1.3: 1 

with non-significant sex differences (Boyd and Weissman, 1981; Robins et al, 1984; 

Bland et al, 1988) and, since 1981, interest in sex differences has focused on unipolar 

depression. 
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Sex differences in rates of unipolar depression 

Boyd and Weissman ( 1981) also considered studies of non-bipolar or unipolar 

depression to that time. They considered 16 studies and found a point prevalence of 

1.8 - 3.2% for males and 2.0 - 9.3% for females in industrialised countries, and a higher 

rate (14.3% for males and 22.6% for females) in an African village (Orley & Wing, 

1979) but the significance of this finding is unclear as the study results were somewhat 

at variance with the others noted. One study had used SADS/RDC (Weissman and 

Myers, 1978), a further three had used PSE (Henderson et al, 1979; Wing, 1977; Orley 

& Wing, 1979), and the rest had relied on clinical interview. The rates for those studies 

using a case-finding instrument are reported in Tables 3.1 and 3.2. 

For life-time prevalence rates, there were only two studies using SADS/RDC 

criteria, the other four studies coming from Scandinavia. All included treated and 

untreated cases and the authors noted "remarkably consistent" rates ranging from 8%-

12% for men and 10%-26% for women in the studies using RDC and a much wider 

variation (2%-12% for men and 5%-26% for women) when clinical diagnosis alone was 

used. They cited annual incidence rates based on a review of nine studies examining 

case registries of people presenting for treatment of depression for the first time. Rates 

vary from 130-201/100,000 for men (with rates of 27-65/100,000 for psychotic 

depression) and 330-500/100,000 for women (37-123/100,000 for psychotic 

depression). However, these figures are likely to be an under-estimation of rates for 

men, as women are known to present for treatment more often than men. In a 

"representative national sample" of 2264 adults, 31 % of females and 23% of males 

reported seeking help from mental health agencies, but college educated males were 

more likely to seek help than less well educated males and at the same rate as females 

(Veroff, 1981). 



Table 3.1 One month prevalence rates per 100 subjects 
for depressive episodes using PSE 

Reference 

Camberwell, U.K. 
Wing et al, 1977 

Canberra, Australia 
S.Henderson et al, 1979 

Outer Hebrides, U.K. 
Brown et al, 1981 

Uganda, Africa 
Orley and Wing, 1979 

n 

800 

756 

169 

206 

Cantabria, Spain 1223 
Vazquez-Barquero et al, 1987 

Nijmegen, Holland 
Hodiamont et al, 1987 

3232 

Males 
% 

4.8 

2.6 

2.6 

14.3 

4.4 

Females 
% 

9.0 

6.7 

4.5 

22.6 

7.8 

Total 
% 

7.0 

4. 8 

4.5 

6 .1 

5.4* 

* Rate for all PSE cases was 7.2 for males, 7.5 for females, 
7.4 total 

{.Jl 

I--' 



Table 3.2 Prevalence rates/100 subjects for major depression based on 
community surveys using RDC and DSM-III diagnostic criteria 

Place and time 
of study, and 
investigator(s) 

Current prevalence 
Stirling County, Canada 
1952, Murphy (1980) 

North Carolina,USA, 1972 
Blazer & Williams (1980) 

New Haven,USA, 1975 
Weissman & Myers (1978) 

Edinburgh, 1983 
Dean et al (1983) 

Age Diagnosis 
range 

n (yrs) 

2125 18+ DSM-III* 

997 65+ DSM-III* 

511 26+ SADS/RDC 

576 18+ SADS/RDC 

Zurich, 1984 591 23-24 DSM-III* 
Angst & Dobler-Mikola (1984a) 

* DSM-III diagnoses derived from original data 

Males Females Total 
% % % 

4. 1 

3.2 4. 0 3.7 

3.2 5.2 4.3 

7.0 

0.4 3.1 1.8 

(.J1 

N 
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Verbrugge (1985) also reported that where psychosocial factors were allowed to 

operate (i.e. for chronic, less severe illnesses) that sex differences in help-seeking 

behaviour were greatest. There are sex differences in choice of agency in that that men 

are more likely to turn to specialist mental health services and women to general 

practitioners (Shapiro et al, 1984; Temkin-Greener and Clark, 1988). 

The evolution of case-finding instruments has led to improved reliability of 

case-finding rates, but there has been some difficulty in comparing prevalence rates as 

the various case-finding instruments have differing time frames for prevalence data. 

Review of ~eneral population studies usin~ the PSE 

Several general population studies have used the PSE (which reports one-month 

prevalence rates) and Table 3.1 shows the rates for depression in these studies. 

Following Henderson's example in Canberra (Henderson et al, 1981), other 

studies (Hodiamont et al, 1987; Vazquez-Barquero et al, 1987) have used a two-stage 

screening procedure, first giving the GHQ as a screening instrument and then the PSE 

for those subjects who score at or above threshold for caseness. As women are known 

to produce higher scores on self-report instruments, there are problems in using such a 

instrument as a screening device as one would expect a bias favouring female intake 

after the screening stage. Henderson's study in Canberra did not establish significant 

differences by age or sex, reporting GHQ scores that generated a "probability of 

caseness" of 8.2% for males and 8.8% for females and an overall point prevalence 

(using PSE) of 9.0% +/- 3.2% for threshold and definite cases with no significant sex 

differences. Rates for definite cases were 1.1 % for males and 1.8% for females, but a 

trend towards female preponderance was shown when 'threshold cases' are included 
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Table 3.3 Prevalence/100 subjects for major depression based on 
community surveys using RDC and DSM-III diagnostic criteria 

Age Diagnosis Place and time 
of study, and 
investigator(s) 

range Males Females Total 
n (yrs) % % % 

Six month prevalence/DIS 

E.C.A. Study, USA, 
Eaton et al (1984), 
New Haven 
Baltimore 

Weissman et al 
5034 18+ 
3481 18+ 

St. Louis 
Los Angeles, Hispanic 

White 

3004 18+ 
1243 18+ 
1309 18+ 

Edmonton, Canada, 
Bland et al (1988) 

Christchurch, N.Z. 
Wells et al (1989) 

Puerto Rico, 
Canino et al (1987) 

One Year prevalence 

3258 18+ 

1498 18+ 

1513 18+ 

National Survey of Drug 3161 18+ 
Use, Uhlenhuth et al (1983) 

Edinburgh, U. K., 
Surtees et al (1986) 

576 18+ 

(1988), 
DSM-III 
DSM-III 
DSM-III 
DSM-III 
DSM-III 

DSM-III 

DSM-III 

DSM-III 

DSM-III* 

SADS/RDC 

Zurich,Switzerland, 591 23-24 DSM-III** 
Angst & Dobler-Mikola (1984a) 

# Study of females only 

2.2 
1.3 
1. 7 
2.3 
2.9 

2.5 

3.4 

3.3 

2.8 

2.3 

4. 6 
2.4 
4.5 
3.3 
4.0 

3.9 

7.1 

5.5 

6.9 

9.8# 

11. 2 

3.5 
2.2 
3.2 
3.0 
3.7 

3.2 

5.3 

4. 6 

5.1 

7.0 

* 

** 
DSM-III diagnoses derived from symptom check-list 
DSM-III diagnoses derived from SPIKE (own instrument) 
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Table 3.4 Prevalence/100 subjects for major depression based on 
Community Surveys using RDC and DSM-III diagnostic criteria 

Place and time Age Diagnosis 
of study, and range Males Females Total 
investigator (s) n (yrs) % % % 

Lifetime erevalence 
New Haven, U.S.A., 511 26+ SADS/RDC 12.3 25.8 18.0 
Weissman & Myers (1978) 

National Survey, 1496 18-24 DSM-III 8.4 8.4 
Deviant Behaviour, 1983 /DIS 
Elliott et al (1985) 

Stirling County, 1952 1003 18+ DMS-III* 16.0 
Murphy (1980) 

E.C.A. Study, U.S.A., 
Robins et al (1984) 
New Haven 5034 18+ DSM-III 4.4 8.7 6.7 
Baltimore 3481 18+ DSM-III 2.3 4.9 3.7 
St. Louis 3004 18+ DSM-III 2.5 8.1 5.5 

Edmonton, Canada, 1988 3258 18+ DSM-III 5.9 11. 4 8.6 
Bland et al (1988) 

Christchurch, NZ 1498 18+ DSM-III 3.8 9.0 6.4 
Wells et al (1989) 

* Reanalysis of original data to meet DSM-III criteria 

Table 3.5 Prevalence/100 subjects for dysthyrnia based on 
Community Surveys using DSM-III diagnostic criteria 

Place and time Age 
of study, and range 
investigator(s) n (yrs) 

Lifetime prevalence 
E.C.A. study, USA 
Weissman et al, 1988 
New Haven 5011 18-44 
Baltimore 3333 18-44 
St. Louis 3970 18-44 
Piedmont 3825 18-44 
Los Angeles 3109 18-44 

Edmonton, Canada 3258 18+ 
Bland et al, 1988 

Christchurch, NZ 1498 18+ 
Wells et al, 1989 

* 
** 

Total rate for 25-44 age group 
Total rate for 25-44 age group 

Males 
% 

3.2 
1.0 
2. 6 
1. 3 
3.6 

5.2 

3.8 

3.8/100 
5.5/100 

Females 
% 

4. 3 
3.2 
5.2 
2.9 
4.8 

2.2* 

9.0** 
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giving rates of 5.9% for males and 9.2% for females (Henderson et al, 1979). Marital 

state was more indicative of caseness than age or sex, with higher rates noted in the 

widowed, single and separated subjects. 

A study of a Dutch urban area (Hodiamont et al, 1987) collected a random 

sample of 3,232 subjects who completed the GHQ, of whom 2,486 (with a GHQ score 

of 10/30 or above) were interviewed, using the PSE. There were no significant sex 

differences in rates of PSE caseness, being 7.2 +/- 2.0% for men and 7.5 +/- 2.0% for 

women which corresponded with Henderson's finding, but not with Wing's study in 

Camberwell (Bebbington et al, 1981) which found rates of 6.1 % for men and 14.9% for 

women, with a significant sex difference. Another study in a rural community in 

Cantabria, Spain (Vazquez-Barquero et al, 1987), found rates similar to Wing's study, 

with 8.1 % of men and 20.6% of women being cases. In this study, the men had slightly 

higher rates of endogenous depression (2.6% for males; 2.1 % for females) and the 

women had higher rates of neurotic depression (1.7% for males; 5.7% for females) and 

anxiety neurosis (2.4% for males; 6.1 % for females). The rates were inversely related 

to socioeconomic status for both sexes. There was no significant association between 

psychiatric caseness and marital state but presence of 3 children under 14 was 

correlated with psychiatric caseness in both sexes. Orley and Wing's (1979) study using 

the PSE in two Ugandan villages, also found high rates of caseness (20.4% of the 

population) with depressive disorders in 14.3% of men and 22.6% of women. All these 

studies other than the Canberra study report a two-fold excess of depressive experience 

m women. 

Data from the ECA study reporting one-month prevalence of depressive 

disorders (Regier et al, 1988) can be compared to the studies using the PSE. For 
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combined DIS disorders, women (16.6%) had higher rates than men (14.0%), which 

reached statistical significance in all age groups except the 18-24 year age group. For 

affective disorders, the rates for women rose from 5.3% in the 18-24 age range to the 

highest rate of 8.2% in the 25-44 year age range, while male rates in the 18-24 year age 

group were 4.5% and did not change significantly over the same time period. The 

authors described a bell-shaped curve, with a peak for depressive experience in the 25-

44 age range and a similar trend occurring with anxiety disorders in women. Much of 

the female excess was accounted for by the significantly higher rates for dysthymia in 

females, which decreased after the age of 64, when sex differences in affective disorder 

also diminished (Weissman et al, 1988a; 1988b). 

General population studies using the SADS/RDC system 

This measure was used in the Mental Health-Clinical Research Branch 

Collaborative Program on the Psychobiology of Depression Clinical Study (Katz et al, 

1979) in which 523 probands and 2,289 relatives were studied with aims of refining 

research nosology, investigating neurobiological functions operating in depression and 

defining areas for future research. It was not a general population study as such, 

although the extensive interviewing of relatives produced a non-clinical sample. Data 

from this group were reported in a birth cohort study in which younger cohorts (in the 

24-44 age group at the time of the study) reported higher lifetime rates of major 

depression than cohorts of older subjects (Klerman et al, 1985). 

An epidemiological study of 511 people in New Haven, USA (Weissman and 

Myers, 1978) was designed to derive point and lifetime prevalence of affective 

disorders using the RDC. Point prevalence rates for probable and definite major 

depression (4.3%) and minor depression (2.5%), with a female:male sex ratio of 1.6:1 

for major depression and 1.2: 1 for minor depression were reported. Lifetime rates 
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(probable and definite) were 20% for major depression and 9.2% for minor depression, 

with a lifetime rate of 26.7% for major or minor depression, reducing to 24.7% if only 

'definite' categories were included. They also reported grief reactions in 2. 7% of men 

and 16.2% of women. 

The New Haven figures should be viewed with suspicion as the threshold for 

RDC 'probable' minor depression (which requires a minimum of one week's duration 

plus at least two symptoms) is so low that it seems counter-intuitive that the lifetime 

rates for minor depression should be much less than those quoted for major depression. 

The likely explanation is that the depressive episodes with short duration and fewer 

symptoms are seen as part of a normal human experience and not necessarily 

remembered as pathological, or are without sufficient impact on the subject's experience 

to be reliably recalled. The large sex difference in rates for grieving also seems 

unusual, being contrary to trends in other studies reviewed by Nolen-Hoeksema (1987) 

where no sex differences in depression associated with grieving were noted. 

Weissman (Weissman, Leaf, et al, 1988) later stated that the SADS/RDC study 

was seen as a pilot to demonstrate the utility of a standardised case-finding instrument 

and several factors (need for clinician raters, lack of ability to derive DSM-III diagnoses 

and lack of computerised scoring for the instrument) determined that interest turned 

away from RDC/SADS system towards the implementation of the DIS, which overcame 

these problems. However, the multi-centre collaboration involved in the Clinical 

Studies Program laid the groundwork for the ECA study. 

General population studies usine; the DIS 

Several general population studies have used the DIS as a case-finding 

instrument. Tables 3.2 (current prevalence), 3.3 (six and twelve month prevalence), and 
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3.4 (lifetime prevalence) summarise rates for major depression in general population 

studies and Table 3.5 summarises data for lifetime prevalence of dysthymia from some 

of the same studies for males and females, with particular reference to young adults. 

The ECA study has already been noted. In a paper (Weissman et al, 1988) 

reporting multiple prevalence rates for affective disorders from the five ECA study 

sites, they noted that two-week prevalence rates for major depression ranged from 1.0% 

to 1.8% and lifetime prevalence rates ranged from 2.9% to 4.4%, all of which are lower 

than in previous studies reviewed. These rates require further investigation as 

approximately half the cases reported were still current or had occurred within the 

previous twelve months suggesting that earlier episodes may have been forgotten. This 

study did not find any significant sex differences in bipolar disorder at any of the five 

sites but found a higher female:male sex ratio for major depression at every site in every 

age group. The size of the sex difference varied with age, being highest in the 18 to 44 

year age group. Lifetime prevalence rates for dysthymia varied from 2.1 % to 4.2%, 

with a similar pattern of sex ratio findings as those for major depression (for dysthymia, 

the female:male ratios varied from 1.5: 1 to 3: 1 across centres and sex differences were 

greatest in the 45-64 age group). When all DIS diagnoses are combined (including 

antisocial personality and alcohol abuse/dependence), the lifetime prevalence rates for 

any disorder for males ranged from 30 .. 6% to 39.6% and for females, from 25.7% to 

36.7%, with a non-significant trend towards a male preponderance. 

A study (Bland, 1988) in Alberta, Canada, used the DIS in a sample of 3,258 

community residents. For major depression, they found lifetime rates of 5.9% for men 

and 11.4% for women and, for dysthymia, rates of 2.2% for men and 5.2% for women 

with significant sex differences in both categories. There was a female:male sex ratio 

of 1.9:1 for affective disorder and 1.7:1 for anxiety/somatoform disorder. They 
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reported lifetime prevalence rates for all DIS-generated diagnostic categories (which 

included drug and alcohol dependence) of 40.7% for males and 26.8% for females, with 

a significant male preponderance. When alcohoVsubstance abuse and simple phobia 

categories were removed, the rates for all remaining disorders were 19.1 % for males 

and 23.6% for females, now with a significant sex difference in the reverse direction. 

A further study of 1498 randomly selected adults in Christchurch, New Zealand, 

reported six-month prevalence rates (Oakley-Brown et al, 1989) for major depression of 

5.3% (3.4% for men and 7.1 % for women), and lifetime rates (Wells et al, 1989) for 

major depression of 12.6% (8.9% for men and 16.3% for women); and for dysthymia, 

6.4% (3.8% for men and 9.0% for women). Although there were significant sex 

differences for all affective disorders, after Bonferroni correction a significant sex 

difference was demonstrated only for dysthymia. No other study has commented on the 

use of this statistical technique. These authors also note that males show a statistically 

significant greater lifetime prevalence rate when all DIS categories are combined 

(39.6% for males, 33.7% for females). They demonstrate that sex differences can be 

found in either direction depending on which diagnostic categories are compared. If all 

categories other than drug and alcohol abuse are combined, the lifetime prevalence rates 

are 15.7% for males and 29.9% for females (p <.001). If all disorders other than 

phobias are combined, the rates are 38.7% for males and 27.3% for females (p <.001). 

Both the Canadian and New Zealand studies have reported that for categories of 

major depression, dysthymia, anxiety disorders and alcohol and substance abuse, the 

highest prevalence rates (both for the preceding six-month period and lifetime) occur in 

subjects aged 18 to 44 years and decrease for subjects over 65 years of age. 
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In another study, the DIS was administered to a random sample of 1551 

community residents in Puerto Rico (Canino et al, 1987a). Here lifetime prevalence 

rates for major depression were 3.9% for men and 5.8% for women and for dysthymia, 

1.9% for men and 7.5% for women, with statistically significant sex differences 

(Canino et al, 1987b ). 

Review of mental health studies usin~ a lon~tudinal desi~n 

The Lundby study that commenced in Sweden, in 1947 (Essen-Moller, 1956), 

has already been described in Chapter 1. Further field examinations of this group took 

place in 1957 and 1972 (Hagnell et al, 1982). Depression was described as mild, 

medium or severe, with mild depression being defined by the presence of depressive 

symptoms and a 50% reduction in normal activity such that it would entitle the subject 

to sickness benefit at the time of the episode. Over the 25-year time period this study 

indicated a statistically significant increase in the incidence of depression of medium 

and severe levels of impairment. Both incidence and morbid risk were calculated for 

subjects who were grouped in cohorts by age. They reported incidence for severe 

depression of 0.4/100,000/year (men) and 0.9/100,000 (women) in the 1947-1957 time 

period of 0.3/100,000/year (men) and 0.4/100,000/year (women) in the 1957-72 time 

period. Rates for probability of a first episode of any type of depression were 0.11 % 

(men) and 0.30% (women) in the 1947-1957 time period and 0.26% (men) and 0.49% 

(women) in the 1957-72 time period. For both sexes, there was a statistically significant 

increase in morbid risk of depressive experience over time, the risk being greatest for 

men in the 20 to 39 year age group having an episode of medium or severe depression, 

and a trend towards a more equal sex ratio, both for incidence and probability of first 

episode. They note that "the increase of depressive disorders ..... among men in their 

twenties and thirties is an alarming phenomenon." 
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A study of those presenting for psychiatric treatment in Finland (Helgason et al, 

1977) reported a total incidence rate (all disorders) of 506/100,000/year for males and 

607 /100,000/year for females. A higher percentage of males in the cohort was 

hospitalised (19.8%) than of females (16.8%) during the seven-year course of the study. 

Incidence rates were highest for males in the 20 to 54-year age group, with a peak at the 

ages of 45 to 49 years. Females experienced the highest incidence rate from 20 to 44 

years, with a peak at 30 to 34 years. Rates for non-bipolar depression were 

110/100,000/year (55/100,000/year for males and 152/100,000/year for females). 

Angst and his group in Switzerland conducted a four-year longitudinal study 

(Angst et al, 1984a) commencing in 1978, comprising 299 women and 292 men 

selected from a general population group (mentioned in Chapter 1). Angst's group used 

a structured interview, the SPIKE, to generate three- and twelve-month prevalence data 

in the first part of a longitudinal study. They quoted three-month prevalence data for 

DSM-III major depression (men 1.9%, women 3.4%), and for their own category, 

Extended Depressive Episode (EDE) (men 4.6%, women 4.3%) and twelve-month 

prevalence for major depression (men 2.3%, women 11.2%), and EDE (men 4.7%, 

women 10.7%). They concluded that the three-month figures were more likely to be 

reliable but show that sex differences in rates vary with the definition and time-frame 

used. To explain the differences in sex ratios between the 3-month and 12-month 

estimates, they postulated that men more readily forget episodes. 

The Swiss group was interested in incidence and prevalence rates of depression 

and anxiety, sex differences and case definition. They developed two approaches 

(Angst et al, 1984c) to define depression, one using role impairment and the other using 

the number of symptoms present, with females requiring more symptoms for the 

diagnosis of depressive disorder than males. 
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The Stirling County study (Leighton et al, 1959) was also discussed in Chapter 

1. Lifetime prevalence rates of anxiety and depression were measured in 1952 and 

1970. Murphy re-analyzed the original data to report episodes of anxiety and 

depression in terms that could be related to DSM-ID diagnostic categories (Murphy et 

al, 1985). While lifetime prevalence rates for depression remained essentially 

unchanged over the three decades of the study, rates for women had decreased from 

17% to 15%, while rates for men had increased from 8% to 10% with a trend towards 

more equal sex ratio. The sex differences were least in the 40 to 69 year age range, 

where rates for women were around 16% and for men, around 14%. 

The Midtown Study (Srole, 1962) similarly noted a trend for improvement in 

current prevalence of "mental morbidity" of men and women in the 40 to 44 year age 

group. From 1954 to 1974, the rates for males in cohorts remained stable at 9% while 

rates for females changed from 21 % in 1954 to 8% in 1974 leading to an equal sex ratio 

in the later cohort (Srole et al, 1978). 

Findings from longitudinal studies suggest that subjects born in the three most 

recent decades have a higher rate of depression and concur with research from other 

sources looking at the effects of recency of birth in different age cohorts. Klerman's 

group have noted similar findings when they reported the results of interviews of 2289 

relatives of 523 probands as part of a large NIMH study (Klerman et al, 1985) in the 

U.S.A. where the group was categorised by decade of birth. Here they found a 

predominance of female depressives in all birth cohorts, but an increase in depressive 

experience in men, so that the male-female differences had both fluctuated over time 

and lessened in the last three decades. 
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Hasin and Link ( 1988) have drawn attention to some of the methodological 

problems associated with cohort effects, such as selective mortality (those with major 

depression dying younger and hence not being present in older cohorts), memory effects 

(with older subjects being less able to recall episodes of depression which occurred 

when they were younger) and younger people being more likely to give a psychological 

explanation for episodes. These factors are coupled with the possibility that older 

people may be more likely to attribute depression to physical causes or to have physical 

illnesses complicating their depressive episodes. They tested these propositions by 

asking a series of 152 people, randomly selected from the telephone book, to imagine 

themselves in a hypothetical situation simulating a depressive episode and to consider 

their mood state in such a situation. They found that older people were much less likely 

to perceive a depressive episode as a psychological or emotional problem than younger 

residents of the same area and concluded that the recognition of depression as an 

emotional or psychological problem influences the amount of recall of such episodes. 

This study also has implications for research into sex differences, for if women are 

more attuned to emotional problems they are also more likely to recall episodes of 

depression. 

form ( 1987) focused on the specific question of age of onset. After commenting 

that most previous reviews had only compared total sex ratios with little reference to 

age-specific data, he employed a technique of "quantitative integration of research data" 

to compare those studies using both self-report questionnaires and interview schedules 

to define depression, in which age ranges were also reported. He found that at the 

extremes of the age range, in children (with a prevalence of 8%), and the elderly (with a 

rate of 17% in the over-70 age group), there were no sex differences. In the 20's age 

group, he reported rates of 17% for males, then a steady rate between 11 % and 12% 

from the age of 40; for females, this rate was highest (at 26%) in the 20's, falling to 22% 
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by 40 and 17% by the 70's. He concluded that the sex differences are age-specific, and 

most apparent for less severe forms of depression in women during the childbearing 

years. These findings have been reinforced by subsequent data from the DIS derived­

studies where subjects have been categorised by age group (Regier et al, 1984; Bland et 

al, 1988; Wells et al, 1989). 

Von Zerssen and Weyerer (1982) hypothesised that the age effect can be 

explained by the change in diagnostic labelling, so that disturbed behaviour, particularly 

in boys, is labelled depression in childhood (requiring psychiatric intervention) but 

labelled personality disorder or criminal behaviour (requiring legal intervention) from 

adolescence on and later. The implication is that differences in sex ratio are influenced 

not only by overall morbidity but also by definition of caseness. They also noted that 

the female preponderance in depression is not seen in developing countries or Japan, 

and has only been reported in Western countries since World War II. They found no 

answer to the question of whether this was due to changes in morbidity rates or case 

identification, but noted that earlier studies excluded minor disorders from case 

definition and that earlier investigators had relied on reported behaviour rather than 

subjective reports of distress, with the former approach favouring male preponderance. 

They studied 1536 subjects in Bavaria (688 males, 848 females) using a semi-structured 

interview (Goldberg et al, 1970) to generate ICD-8 diagnoses. They found significant 

sex differences for unipolar endogenous depression and bipolar depression (higher in 

females), and drug abuse (higher in males), which upheld their hypothesis that female 

psychopathology may be overestimated because of exclusion of aberrant social 

behaviour from case definition in adults. 
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Table 3.6 Point prevalence rates/100 subjects 
for depressive symptoms 

Reference 

Weissman & Myers, 1978 
New Haven, U.S.A. 

Weissman & Myers, 1978 
New Haven, U.S.A. 

Comstock & Helsing, 1976 
Missouri, U.S.A. 

Comstock & Helsing, 1976 
Maryland, U.S.A. 

Self-report 
assessment 

8-item Index 

8-item Index 

CES-D 

CES-D 

Blumenthal, 1975 Zung 
Pennsylvania,Indiana, 
Kentucky & Michigan, U.S.A. 

Eaton & Kessler, 1981 
Los Angeles, USA 

Warheit et al, 1973 
Florida, USA 

CES-D 

18-item Index 

Males Females Total 
% % % 

12 20 16 

16 20 18 

16 22 20 

12 21 17 

12 32 

11 21 16 

13 24 
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,Sex differences in rates of depressive symptoms 

Prior to use of structured case-finding interviews, most psychiatric, 

psychological and sociological studies used self-report questionnaires (such as the Beck 

Depression Inventory or BDI, (Beck et al, 1961) and the Self-rating Depression Scale 

or SOS, (Zung, 1965)) to derive dimensional data rather than diagnostic categories. 

Higher rates of moderate to severe symptoms of depression are found when self-report 

questionnaires are used (rather than structured interviews) but the female:male ratio of 

2: 1 persists in most groups. This phenomenon can be seen by comparing data 

summarised in Tables 3.1 and 3.2 (current and one month prevalence rates for 

diagnostic categories) with Table 3.6 (point prevalence rates for depressive symptoms). 

The symptom rates are roughly four times those for categorical diagnoses for both 

sexes. As there is not a strong relationship between scoring highly on a self-report 

depression scale and meeting criteria for RDC or DSM-III depressive categories 

(Charney & Weissman 1988), the data from self-report questionnaires will be 

considered separately. Table 3.6 summarises point prevalence data from seven studies, 

reporting rates from 10% to 19% for males and 20% to 31 % for females. 

Sex differences on self-report measures diminish with age, as Ensel (1982) 

found in a study using a self-report scale, the Center for Epidemiological Studies 

Depression Scale or CES-D (Radloff, 1977), in subjects over 50 years of age. Radloff 

(1985), using the same measure found that there were no sex differences in mean scores 

for the under-40 age group, with highest scores for both sexes in the 18-24 year groups. 

Males had higher mean scores than females in the over-65 age group (Radloff, 1980). 

Zung (1967) had earlier suggested use of a higher base-line level in self-report symptom 

scales in elderly subjects to allow for an overall decrease of subjective feelings of 

optimism and increase of psychosomatic complaints. In older subjects, the increased 

likelihood of physical illness (with such symptoms as tiredness, appetite disturbance 
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'and concentration difficulties) can also have a confounding effect on rates of depressive 

symptoms. 

pata from in Australian studies reportin~ rates of depression 

Berah (1983) reviewed Australian studies to determine whether the same sex 

differences for depression reported in the world literature were apparent locally. The 

data sets were derived from statistics of patients admitted to the state psychiatric system 

and general hospital psychiatric units until 1970 (which were compared with a three­

month period in 1981), two community surveys carried out in the rural town of Heyfield 

(Krupinski et al, 1970) and two Melbourne suburbs (Krupinski and Stoller, 1971; 

Krupinski and Mackenzie, 1979), and a nationwide general practice morbidity survey 

(NH & MRC, 1962-3). These data showed that, prior to 1978, there were more male in­

patients, although the male:female ratio rose 1.1: 1 in 1969 to 1.4: 1 in 1978. Over the 

same period, outpatients' figures showed a male:female ratio of 1: 1.2 in 1969 changing 

to a ratio of 1.6:1 in 1978. While the numbers were small (n=97 in 1969, n=137 in 

1978), this may indicate an increasing acceptance of psychiatric services by males or an 

increase in psychiatric disorder of mild to moderate severity in males. In general 

hospitals, there was a consistent female preponderance in admission rates (male:female 

ratio of 1:1.3 in 1962 and 1:1.8 in 1981). The General Practitioner Morbidity Survey 

revealed equality in sex ratio of general practice attenders (52% of all illness episodes 

reported by females) but a female preponderance (63%) in episodes of psychiatric 

illness. There were consistently higher rates of ICD-9 depressive neurosis across all 

treatment facilities. 

The combined data from all the surveys (using ICD-9 diagnostic categories) 

reflected the trends noted worldwide, with males being more frequently diagnosed as 

having alcoholism or personality disorder and females more frequently diagnosed with 



neurotic depression or another neurosis. There were no sex differences in rates of 

functional psychoses. 

Berah concluded that there were more women with both treated and untreated 

psychiatric morbidity, excluding alcoholism, and stated that the sex ratios vary 

depending "on how the boundaries of the category are drawn". This conclusion is in 

keeping with rates for psychiatric morbidity already discussed in relation to overseas 

studies. 
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Australian suicide rates for the periods 1969-73 and 197 6-80 were compared 

(Dorsch and Roder, 1983). Rates for males were generally at least twice those for 

females, with higher rates in the middle-aged and older groups. In considering the 20-

29 year age group, rates for females fluctuated over the two time periods but remained 

essentially constant while rates for males were 24% higher at the end of the study. The 

authors considered that rising unemployment rates may have been implicated in the 

increase in suicide rate in the young. 

The N.S.W. Health Commission (Reynolds et al, 1979) undertook a study to 

examine the prevalence of psychosocial problems and to consider implications for 

intervention, using 37,678 adults presenting to a health screening facility from 1976 to 

1977, in which a random sample of 512 were interviewed more extensively. All 

subjects were asked whether they had periods of sadness or depression, to which 5% of 

females and 2% of males stated they were depressed "often and for long periods" 

(yielding 54 males and 85 females) and 30% of females and 15% of males were 

depressed "often and for brief periods". The prevalence decreased with age but was 

consistently greater for females. Those who had "often and long" episodes were asked 

whether these were a problem, to which 11 % of both sexes stated the episodes were "a 
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great problem". When asked about causes of depression, the most frequent responses in 

men were lack of purpose (26% ), sense off ailure and lack of achievement (26% ), 

divorce and separation (26% ), loneliness ( 17% ), work ( 13% ), marriage/home situation 

(9%). Women rated marriage/home situation more highly (30%) then loneliness (24%), 

lacking purpose in life (15%) and bereavement (15% ). About 40% of both males and 

females had discussed their depression with a health professional, generally a family 

doctor. Seventeen per cent of males and 12% of females had seen a psychiatrist and of 

these, 83% of males and 88% of females had been prescribed anti-depressants and 

currently, 4% of males and 6% of females were taking them regularly. The study did 

not separate clinically relevant depression from understandable sadness but the levels of 

help-seeking and ingestion of anti-depressants would indicate that these subjects would 

generally be seen as 'depressive cases'. There is a further problem in that predictor and 

outcome variables were confounded (e.g. 'lacking purpose in life' is as likely to be a 

consequence of depression as a cause) but it does illustrate some reported sex 

differences in the Australian context. 

Groups in which there have been a consistent lack of sex differences in depression 

The Midtown Manhattan study (Srole, 1962) reported symptoms on a continuum 

from health to ill-health rather than diagnostic categories. They reported the 

distribution thus: 18.5% well; 36.3% mild symptom formation; 21.8% moderate 

symptom formation; 7.5% marked symptom formation; 13.2% severe symptom 

formation; 2. 7% incapacitated. This meant that just over half (54.8%) their population 

were well-functioning and 23.4% were judged as impaired and 21.8% as borderline, 

with moderate symptom formation. They reported no significant sex differences in 

these categories but noted an increase in symptomatology with age and, more 

significantly, with lower socio-economic class. 
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Studies of college and university students have failed to demonstrate sex 

differences in rates of depression. Hammen and Padesky (1977) and Parker (1979) 

reported no sex differences on administration of self-report questionnaires to groups of 

university undergraduates but these findings were downplayed as the groups were 

deemed to be too socially homogeneous (Weissman and Klerman, 1977; Nolen­

Hoeksema, 1987). However there have since been further studies (Bryson & Pilon, 

1984; King & Buckwald, 1982) that have confirmed those earlier reports. The mean 

age of the student groups tends to lie in the early 20's, prior to the 25 to 40 year range in 

which women are at their most vulnerable (Jorm, 1987). 

In a study using both self-report questionnaires and interview schedules for 

diagnosis of depression, a group of 298 volunteers ( 117 male, 181 female) selected by 

random telephone dialling used the Diagnostic Interview Schedule (DIS) and the Beck 

Depression Inventory (BDI) to measure rates of depression (Oliver and Simmons, 

1985). The point prevalence rates for DIS-generated DSM-III major depression were 

5.2% for males and 6.6% for females without significant sex difference, while for 

lifetime prevalence rates were 12.8% for males and 23.8% females, with a significant 

sex difference. As in other studies, the females tended to score more highly on the self­

report measure (BDI). The authors suggested that the difference in lifetime prevalence 

rates was explained by females having a greater tendency to have further episodes of 

depression, while men were more likely to have a single episode. However, these 

findings could also suggest that men fail to report episodes of depression; or fit Angst's 

hypothesis that men are more likely to forget episodes of depression over time. 

Jenkins ( 1985) tested the hypothesis that there were no sex differences in minor 

psychiatric morbidity, in symptom profile or outcome over twelve months in a 

"population of men and women who were as comparable as possible in every 
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demographic, social and occupational respect". She selected a group of 321 young civil 

servants (138 women, 183 men) and used the GHQ as a screening instrument (with a 

score of four or more as a cut-off for caseness), then the Clinical Interview Schedule or 

CIS (Goldberg et al, 1970) to interview the 184 identified as probable cases. Overall, 

there were no sex differences in rates for caseness, (with a prevalence of 34.3% in 

women and 36.3% in men) but men showed a better recovery rate at the twelve-month 

follow-up though this comparison failed to reach statistical significance. The 

male/female sex ratio was 0.93 using GHQ scores and 0.94 using CIS scale scores, 

indicating a slight, though non-significant trend for women to score more highly than 

men on each scale. There were significant sex differences in self-perception of illness 

and illness behaviour, with women reporting more depression, somatic symptoms, 

tiredness and irritability, and men more problems with concentration, retardation and 

anxiety. Only the differences in somatic symptoms and retardation reached statistical 

significance. Jenkins concluded that "constitutional factors do not play an important 

role in the excess of minor psychiatric morbidity reported in women, and that 

environmental strains are more likely to be of importance". She did question whether 

apparently healthy women may experience more fluctuations in mood and associated 

somatic symptoms than apparently healthy men. 

A Finnish study (Holmstrom et al, 1987) of 200 young men and women (47% 

female, 53% male) commenced at the beginning of their university studies (in 1965) 

and followed them through the start of their working life (from 1978 to 1979). They 

used the Minnesota Multi Personality Inventory (MMPI) to measure such variables as 

ego strength, anger and self-esteem, and a semi-structured interview to cover areas of 

work satisfaction, health, social interests and intimate relationships. The investigators 

had a particular interest in sex differences in social and personal adaptation. They 

found no sex differences in terms of "traditional psychiatric assessment" nor 
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"psychological quality of life" but the women reported more symptoms and tended to 

talk more easily about their problems, while the men reported fewer symptoms and 

were more likely to use alcohol as a coping device. While there were no sex differences 

in terms of academic performance, the women tended to have lower self-esteem levels 

during the transition phase from school to university and after starting their careers. 

The sex differences in terms of self-esteem in their post-graduate years seemed to be 

related to social status and power, and disappeared when the social status variables were 

controlled. 

Egeland and Hostetter (1983) selected an Amish group for a study of the 

genetics of bipolar disorder and used the SADS-L to generate RDC diagnostic 

categories. They reported a slight male preponderance for bipolar disorder and equal 

sex ratios for major depression, and noted an under-representation of personality 

disorder, anxiety and minor depression. They considered that the lack of alcoholism 

and sociopathy amongst the men might constitute an explanation for the equal sex ratio 

and considered - but rejected - the proposition that the most aberrant males had left the 

community, thus artificially lowering the rates of personality disorders. They also 

considered the explanation later favoured by Nolen-Hoeksema (1987), that there were 

undiagnosed "silent depressives", women who were still managing to function and 

thereby avoiding being categorised. They stated that this may indeed be the case for 

minor forms of psychiatric disorder but that the nature of the Amish way of life for men 

and women was such that serious psychiatric disorder would be recognised because of 

the demanding work expected and the closeness of the community. 
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S.ummai:y 

There is widespread but not universal reporting of sex differences for unipolar 

depression, generally with a male: female ratio of around 1 :2. Sex differences are not 

established for bipolar depression. 

There are consistently higher prevalence and incidence rates for females if only 

depression and anxiety disorders are measured. There are consistently higher rates for 

alcohol/drug abuse and anti-social personality disorders in males. If alcohol/drug abuse 

and anti-social personality disorder are included in the rates for psychiatric disorders, 

the sex differences disappear. If substance abuse and personality disorders are 

excluded, there is a female excess in rates of combined psychiatric disorders, with the 

most significant sex differences in depressive and anxiety disorders. These findings 

suggest that overall rates of psychiatric morbidity may be the same for both sexes, but 

with different modes of expression in each sex. 

The prevalence and incidence rates vary with the current age of the cohort. A 

number of researchers have suggested that there in an increase in rates of depression in 

younger age groups but there are some methodological problems that have been noted. 

Female preponderance is greatest for adults aged 20-40 years, although the magnitude 

of sex differences has been reported as diminishing in younger age cohorts. 

The magnitude of sex differences is partly determined by the case-finding 

instrument used. The use of self-report measures can generate greater differences than 

operationalised diagnostic systems (like DSM-IID using structured interview schedules 

(like the DIS). 
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The magnitude of sex differences depends to some extent on the homogeneity of 

the sample in terms of psychosocial variables. Researchers investigating groups 

selected for their demographic and social homogeneity repon an absence of sex 

differences in depressive symptom levels. This finding indicates that the cliff erences, 

when present, may well be determined by psychosocial risk factors - not only for 

symptom levels but for defined 'cases' - the focus of this study. 



CHAPTER FOUR 

REVIEW OF RISK FACTORS TO DEPRESSION WITH PARTICULAR 

REFERENCE TO SEX DIFFERENCES 

CONTENTS 

Examination of 'artifactual' factors 
Design of instruments and possible sex biases in use of 
diagnostic criteria 
Reporting of distress and depression 
Help-seeking patterns 

Examination of 'real' factors 
Genetic factors 
Biological factors 
Psychosocial factors 

Conclusions 

Introduction 

76 

Possible explanations for the female preponderance of depressive experience can be 

divided into artifactual factors and real factors. 

The artifact hypothesis proposes "that women perceive, acknowledge, report and seek 

help for stress and symptoms differently than men and that these factors account for the sex 

ratio findings" (Weissman & Klerman, 1977). 

Examination of 'artifactual' factors 

The sorts of artifactual factors that could account for sex differences in depression 

include sex biases in design of instruments and diagnostic criteria; differential patterns of 

help-seeking and reporting distress and depression that do not necessarily reflect the true 

prevalence in the general population. 

Design of instruments and possible sex biases in use of diagnostic criteria 

Weissman and Klerman raised the question of different stereotypes for normality in 

males and females but neglected to consider whether the authors of questionnaires had 

addressed sex role issues when designing their depression measures. This is important as it 
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was noted in the last chapter that sex differences are generally greatest when self-report 

measures are used and are obviously influenced by the wording of questions or by inclusion of 

sex-dimorphic items such as crying. 

There is also evidence of bias in the diagnosis of personality disorders, even with the 

use of operational criteria. This is most apparent in the case of histrionic (described more 

commonly in females) and sociopathic (more commonly in males) personality disorder 

diagnoses and is found even when clinicians are presented with identical case histories for 

each sex (Warner 1975; Ford and Widiger, 1989). It is not clear whether any similar sex bias 

operates in the diagnosis of depressive symptoms. 

The authors of DSM-III have tried to eliminate sex-biased references and included 

representatives with a feminist viewpoint on advisory committees. The feminist viewpoint of 

the time held that the arbitrary definitions of psychiatric disorder fitted with "masculine biased 

assumptions about what behaviour are healthy" and that any diagnosis occurring much more 

frequently in one sex should be viewed with great "suspicion and caution" (Kaplan, 1983). 

Spitzer replied that "we don't accept the basic principle that concentration in one sex equals 

bias" (Williams and Spitzer, 1983, Holden, 1986). Another study (Loring & Powell, 1989) 

found an interaction between race and gender in making diagnoses. Four psychiatrists (white 

male, black male, white female, black female) were given case summaries where the only 

details that changed were the sex and race of the patient. They found that patients given a 

diagnosis of dependent personality disorder tended to coincide with the sex and gender of the 

diagnosing psychiatrist, and that male psychiatrists were most likely to give a diagnosis of 

histrionic personality disorder to white females and paranoid personality disorder to black 

females. The male psychiatrists were more likely to assign females to depressive disorders 

and it was suggested that male clinicians may over-estimate the prevalence of depressive 

disorders in women. They also postulated that the literature on the special health problems of 

women may have led white female psychiatrists to over-emphasize the contribution of 

psychosocial issues to psychiatric disorders in white females. 
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Reporting of distress and depression 

Weissman and Klerman (1977) questioned whether females are under more stress, or 

perceive life events as being more stressful. They concluded, from their review, th~t- females 

do not experience more stressful life events nor judge life events as more stressful, but noted 

that life event scales focus on acute stressors and do not take chronic stressors into account. 

Since then, other authors (Briscoe, 1982; Gove & Hughes, 1979; Verbrugge, 1985) have also 

concluded that there is no evidence that women report a greater number of stressful events 

than men. However, Weissman and Klerman (1977) did find that females report more 

symptoms, particularly those of anxiety and depression. Briscoe (1982) concurred with this 

finding and noted that some women, particularly married women, reported higher levels of 

depressive symptoms than men, also that wives tended to worry more about their own and 

their family's health (including their own) than do their husbands (Briscoe, 1982). This 

finding may mean then that while females regard life events in the same fashion as men, they 

are concerned more by stressful life events in their immediate environment than their 

husbands. Briscoe also found that women, regardless of marital state, tend to see their 

symptoms as being more severe, and reported that women are more likely than men to express 

positive, as well as negative affect, and that some subjects who have higher levels of negative 

affect ~ report more positive affect. The possibility that expression of a wider range of 

affect may be a reflection of a sex-linked personality trait is rarely considered. 

Several studies have suggested that social desirability factors do not prevent men from 

disclosing depressive symptoms, with men being found to be equally as willing as women to 

confide feelings of depression both in public and in private (Clancy & Gove, 197 4; King & 

Buchwald, 1982; Bryson & Pilon, 1984). There is some difficulty in generalising from the 

latter two studies as they comprised university students, presumably a relatively socially 

homogeneous group with values that may promote self-expression. Tousignant et al (1987) 

found that married women did not confide more symptoms than married men but did report a 

higher frequency of minor rather than major symptoms. 
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Angst (1984c) has called attention to sex differences related to the time period under 

review. He noted an equal sex ratio for point prevalence of depressive episodes, but a female 

excess when examining 12-month prevalence in the same group. He attributed this _effect to 

male sex-role stereotyping, leading to males being more likely to forget episodes over time. 

He suggested that sex differences evident using RDC and DSM-III categories disappeared 

if different cut-off levels for the number of symptoms per depressive episode are applied to 

males and females. This device was an attempt to accommodate the fact that women tend to 

complain of more symptoms than men for an equivalent level for impairment. 

Help-seeking patterns 

There have been consistent reports of women being more likely to present themselves 

for help (both at general practitioner and outpatient facilities) and to receive psychotropic 

medication (Belle, 1980; Verbrugge, 1985). Help-seeking patterns were also influenced by 

other factors, such as marital state, social class and level of education (Ingham & Miller, 

1983), so that widowed, divorced and separated women, and those with less education of 

either sex were more likely to seek help from a general practitioner than from a specialist. 

Blacker & Clare ( 1987) reviewed studies of psychiatric disorders presenting in general 

practice and noted that females had up to five times the prevalence (per number of consulting 

patients) of depressive disorder. They reported that a diagnosis of a depressive disorder could 

be made for 8-10% of consecutive general practitioner consultations, with a preponderance of 

women. They also stated that general practitioners tend to under-diagnose depressive disorder 

in the very young, the very old, men in general and the better-educated, and that a general 

practitioners' notion of what constitutes a depressed 'case' "is dependent upon previous 

experience with large numbers of young depressed women". 

Thus, there may be a sizeable group of depressed subjects in community studies who 

have not presented for formal psychiatric treatment. Also, studies of depressive disorder in 

general practice groups run into the same problems of discriminating between real and 
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artifactual sex differences in help-seeking and diagnosis, in that women comprise the majority 

of subjects in most studies conducted in clinical settings, where caseness is naturally 

detennined by the act of help-seeking. 

Examination of 'real' factors 

The 'real' factors which could explain sex differences in depression include genetic, 

biological and psychosocial explanations. 

Genetic factors 

Sex differences for unipolar depression may be due to sex-linked transmission (Perris, 

1966; Winokur & Tanna, 1969). However, most family studies find more father-son 

transmission than would be expected if transmission was linked to the X chromosome (Fieve 

et al, 1984; Gershon & Bunney, 1976). Another study (Merikangas et al, 1985) reviewed 

family data from 133 unipolar depressive patients (diagnosed with SADS/RDC system) and 

found that the male and female relatives were equally likely to be depressed, from which they 

concluded that sex differences in depression were not due to genetic factors. They concluded 

that, while membership of some families carried a higher risk of developing unipolar 

depression, the reason could be attributed to environmental rather than genetic factors. 

Using the family data from the NIMH Collaborative Psychobiology of Depression 

Study (Rice et al, 1982), there was a female preponderance for primary unipolar depression in 

older age subjects which diminished in younger age subjects. The mean age of onset of 

depression also fell from 38 and 40 years for mothers and fathers of subjects to 20 and 19 

years for daughters and sons of subjects, demonstrating earlier age of onset in younger 

cohons, or diminished recall in older cohorts. The presence of depression in a mother was 

more predictive of depression in off spring of either sex than depression in a father. There 

were no sex differences for bipolar disorder or secondary depression. 
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Winokur's group (Winokur, 1985b) have also shown an increased risk of unipolar 

depression in families with a strong history of depression and alcoholism and claims to have 

found a genetic link between alcoholism and depression, with a proposed link between 

depression and the fem ale chromosome, and between alcoholism and the male chromosome. 

Biological factors 

The hypothesis that women are vulnerable to changing levels in hormones (both 

through the menstrual cycle and at menopause) has been considered extensively. Nolen­

Hoeksema ( 1987) has reviewed research considering premenstrual hormonal fluctuations on 

mood and found many methodological flaws, including use of retrospective questionnaires 

(which over-estimate and bias rates of depressive symptoms), lack of differentiation of 

depressive symptoms from more general feelings of discomfort and lack of comparability of 

populations in different studies. She concluded that the methodological difficulties were great 

and had not as yet been overcome, but "the evidence suggesting that biochemical fluctuations 

lead to mood changes is indirect, open to multiple interpretations, and contradicted by an 

equal amount of negative evidence". 

She also reviewed studies of post-partum and peri-menopausal depression. There is 

evidence that the first six months post-partum is a time of increased risk for psychotic illness 

(Kendell et al, 1987) and periods of mild dysphoria, the so-called 'post-partum blues' (Stein, 

1982), but there is little evidence that the birth itself leads to an increase in rates of non­

psychotic depression. Research into rates of depression in the post-partum period is 

complicated by the co-existence of such symptoms as tiredness, irritability and weepiness 

which will generate high levels of false positives if self-report scales are used with cut-off 

levels designed for the general population (O'Hara & Zekoski, 1988). While there is a discrete 

group of women for whom post-partum depression persists for three to six months (Cox et al, 

1982; Cox et al, 1984 ). Two other groups, O'Hara et al ( 1984) and Atkinson and Rickel 

(1984) found that many of the women who were depressed post-partum had already been 

depressed prior to the birth. O'Hara has called for more use of non-pregnant, age-matched 
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controls and for longitudinal designs in post-partum depression studies. His own study using 

this methodology has found no differences in rates of depression between women followed 

over a pregnancy and their matched controls. 

The high rates of depression in women aged 35 to 45 years has led to interest in the 

effects of menopause. Recent research, however suggests that depression during menopause 

is not a distinct entity and that the incidence is not increased in the peri-menopausal years 

(Weissman & Klerman, 1977). Hallstrom and Samuelsson (1985) found no link between 

depression and naturally occurring menopause, although there may be a link between 

depression and surgically-induced menopause (McKinlay et al, 1987). The latter study of 

2,500 post-menopausal women concluded that social factors played a much greater causal role 

in depressive disorders than endocrine factors. 

In a review of sex differences related to biological factors putatively linked to 

depression, Halbreich et al, (1984) reported that depressed females have higher levels of 5 

hydroxy-indole-acetic acid (or 5HIAA, the main metabolite of serotonin) and homovanillic 

acid (or HVA, the main metabolite of dopamine) in their cerebro-spinal fluid (CSF) when 

compared to depressed men. They also reported that higher plasma cortisol levels found in 

females are linked to age, with no sex differences after females reached menopause. Another 

group (Hunt et al, 1989) found that neither age nor gender had an effect on plasma cortisol 

levels but that plasma dexamethasone levels increased with age. A study of sex differences in 

cortisol, ACTII and prolactin responses to 5-hydroxy-tryptophan (5-HTP) in healthy controls 

and depressed patients (using ICD-9 diagnoses) found that healthy men have significantly 

higher levels of serum cortisol than healthy women, but that in melancholia the situation was 

reversed, so that women have significantly higher levels than men, with increased cortisol, 

Acrn and prolactin responses to 5-HTP. They concluded that "the central serotonergic 

regulation of ACTH and prolactin is significantly different between the sexes and between 

healthy controls, minor (i.e. neurotic) depressives and severely depressed patients". They 

found no differences for pre- and post-menopausal females and therefore considered all 
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females as one group. They stated that their findings only applied to melancholia, as 

responses for healthy controls and patients with an ICD-9 diagnosis of neurotic depression had 

similar hormonal responses that were quantitatively different to those of melancholics. 

The NIMH Collaborative Program on the Psychobiology of Depression noted the small 

sample size used in many of the studies investigating biogenic amine metabolism. The 

authors (Koslow and Gaist, 1988) used a group of 132 subjects, which they considered large 

enough to account for sex and age effects. They, too, found a complex relationship between 

age and sex. Pre-menopausal depressed women had lower CSF levels of HV A than both age­

matched depressed men and controls, while in the over-50 age group, depressed subjects of 

both sexes had lower levels. In the case of 5-HIAA, levels were higher in females across all 

age groups and 3-methoxy-4-hydroxyphenylglycol or MHPG levels increased with age in both 

sexes. These findings highlight the need to control for age and sex effects in this type of 

research. 

Nolen-Hoeksema (1987) stated that "it would be premature to conclude that hormonal 

fluctuations have no effects on mood in women, because many studies of hormones and 

moods have serious methodological flaws .... and the biological explanations of sex differences 

do not explain the absence of sex differences in certain subgroups. Psychosocial factors, such 

as the supportiveness of the Amish culture or the greater impact of a spouse's death on men 

than women, more convincingly explain the variations across groups in sex differences in 

depression". 

It may be that biological factors are more directly implicated in endogenous depressive 

subtypes in the older age group (i.e. both older men and post-menopausal women), while 

psychosocial factors are more relevant in the younger age group and neurotic/reactive or non­

melancholic depressive subtypes. 
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Gitlin and Pasnau (1989) listed five separate issues when examining psychiatric 

syndromes linked to female reproductive physiology "which interact to obscure research 

findings". (i) Consideration of psychodynamic aspects of sexuality and reproduction allow the 

potential for feminine sex-role and identity to be entwined with expressions of psyc_hiatric 

disorders. (ii) As no clear association has been demonstrated between biological-hormonal 

abnormalities and pre-menstrual syndrome or post-partum depression, the focus should change 

"to examining biological vulnerability factors or potentially abnormal responses to normal 

biological changes". (iii) The introduction of 'late luteal phase dysphoric disorder' in DSM­

III-R, which has introduced some reliability to the concept of timing of pre-menstrual 

syndromes, but this does not establish validity for the concept. (iv) The introduction of this 

disorder means that an event which is seen as a normal occurrence in many cultures is being 

medicalised in Western, industrialised culture. (v) The need to identify pre-existing 

psychiatric disorders, so that pre-menstrual and post-partum exacerbation of ongoing 

psychiatric disorder can be distinguished from discrete episodes that are clearly related to the 

reproductive cycle only. 

Psychosocial factors 

There is a complex interaction between sex, social class, level of education, life-style, 

and employment status when considering risk factors to the onset of unipolar depression and 

help-seeking patterns related to such disorders. These issues have more often been studied by 

sociologists, who are more likely to examine psychological distress or depressive symptoms 

than categorical depressive psychiatric disorders. This results in data not easily comparable 

across the two fields. Some of the reviewed studies report risk factors for depressive 

diagnostic categories and others report depressive experience in terms of self-report symptom 

measures. 

Charney and Weissman (1988) have reviewed risk factors for unipolar depression, 

which include: being female, particularly between the age of 24 and 45; having a family 

history of depression or alcoholism, poor quality .early parenting, recent negative life events, 
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particularly recent separation or divorce, lack of a confiding intimate relationship, marital 

discord, and having had a baby in the preceding six months. 

They also reviewed risk factors associated with depressive symptoms which_ include: 

being a young woman or an older man, being of lower socio-economic class, being of non­

white racial origin, recent divorce or separation. 

This section will give an overview of psychosocial risk factors to the onset or 

maintenance of depression. Potential risk factors to outcome are not considered here. 

i) ~ 

Jorm's (1987) review of studies detailing age of onset in depression indicated an 

increase in rates of depression in females aged 25 to 40 years, while the male rates remained 

stable. 

Age cohort studies have noted an earlier age of onset and higher rates of major 

depression for females in cohorts born since 1936, with one study finding no change in sex 

ratios (Weissman et al, 1984). Others (Hagnell et al, 1982; Rice et al, 1984; K.lerman et al, 

1985) have noted sex ratios for rates of depression approaching unity in more recent decades 

for younger cohorts (i.e. age less than 25 years). 

Amenson and Lewinsohn (1981) used a self-report measure (CES-D) and case-finding 

instrument (SADS) to diagnose depressive episodes in a general community sample of 998 

subjects. They concluded that there were no sex differences in numbers of new cases, age of 

onset or average duration of episodes, but that women, once they had experienced an episode 

of unipolar depression, were more likely to have further episodes than men. 
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ii) Dru& and alcohol use 

Weissman and Klerman (1977) had raised the possibility of the sexes using different 

coping styles when depressed, with women going for help and taking medication, and men 

using alcohol or being involved with law enforcement agencies. Since then, studies using the 

DIS have reported a lack of sex differences when categories of depression and drug and 

alcohol abuse are combined, supporting the concept of depression being masked or dealt with 

by differing coping strategies. For instance, a study using DIS/DSM-III diagnoses in 

Mexican-Americans and non-Hispanic white residents of two Los Angeles communities found 

that non-Hispanic whites had higher six-month (Burnam et al, 1987) and lifetime rates (Kamo 

et al, 1987) of drug abuse and major depressive episodes, particularly in young women. 

Alcohol abuse and dependence were common in both ethnic groups for men of all ages, while 

antisocial personality was predominantly a disorder of young men of both ethnic groups. A 

study of 260 males and 241 females with drug and alcohol problems in an addiction unit (Ross 

et al, 1988), interviewed using the DIS, found no difference in current prevalence of affective 

disorders, total number of psychiatric disorders (when DSM-III exclusion criteria were 

ignored) or scores using the Beck Depression Inventory (Beck et al, 1961) or General Health 

Questionnaire (Goldberg, 1972). They did find sex differences in some disorders, with 

females being more likely to attract a diagnosis of anxiety, psychosexual disorder or bulimia, 

and males more likely to have a diagnosis of antisocial personality or pathological gambling. 

There were sex differences in patterns of drug abuse, with females more likely to abuse 

prescribed drugs and males to abuse cannabis and tobacco. Married patients of both sexes had 

the lowest risk of major depression, as did the more highly educated. Unemployment 

increased the risk for both sexes. 

iii) Urban and rural dwellin& 

Rates of depression have been found to be higher in urban dwellers when compared to 

rural dwellers (Crowell et al, 1986). Blazer et al (1985) reported data from 3798 adult 

community residents in Piedmont, North Carolina, as part of the ECA study and found that 

rates of major depression were nearly three times higher in urban than in rural counties after 
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controlling for age, sex, race, marital status and residential mobility. These differences were 

greater in the 18 to 44 age group and most pronounced for young women, so that the 

likelihood of having an episode of major depression was influenced by sex, being a mother 

with small children, experience of recent stressful life events, socio-economic class_ (being 

greatest in upper middle class), absence of a confidant (giving nearly four times the risk), and 

urban dwelling (Crowell et al, 1986), while rates of alcohol and drug abuse were higher in 

rural and less well-educated subjects (Blazer et al, 1985). They concluded that rural dwelling 

was more of a buffer to depression for young women than for young men and raised the 

possibility that young women were more sensitive to their environment than young men. 

They did consider the possibility that alcohol and drug abuse may be alternative expressions 

of depression in young men but did not discuss another, possible explanation, that rural living 

may encourage drug and alcohol abuse in young men. 

iv) Marital state 

For unipolar depression, marital state influences rates of depression differently for 

each sex. Rates for single men are higher than for married men while the converse is true for 

women; with married women reporting higher rates than married men. Recently separated 

women have the highest rates of all (Radloff, 1975; Gove, 1983). However, when 

employment status is added to the risk factor equation, married men who are unemployed or 

employed in professional careers are found to be more depressed than married women in 

comparable situations (Radloff, 1985). Employment status has some differential sex effects, 

in that women with unemployed husbands experience high levels of depressive symptoms 

(Radloff, 1985), while in another study, wives' employment status did not have a reciprocal 

effect on levels of depression in men (Cochrane and Stopes-Roe, 1981 ). 

There is also a relationship between sex role, marital state and depression. Pearlin 

(1975) related that "role disenchantment" increases in women with the number of children at 

home and, the younger the child, the greater the disenchantment. Hafner ( 1986) concluded 

that marriage and parenthood protected men from depression but "the balance of evidence 
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suggests that it is the combination of marriage and lack of employment outside the home that 

is most potent in causing depression in married women". He noted that the presence in the 

home of children younger than 12 years was strongly associated with depression in married 

women "because it prevents married women from working outside the home". He l!lso 

concluded that both men and women who adhered to rigid sex role stereotypes were more 

vulnerable to marital difficulties, and the onset of depression; and that they tended to cope 

with such difficulties by becoming even more rigid, which in turn impacted on their marital 

relationships, so escalating the process. 

Briscoe's study of sex differences in psychological well-being in general practice 

attenders established the lowest levels of psychological well-being in full-time housewives 

and older single men (Briscoe, 1982). 

A further complicating factor is that not only does the quality of the marital 

relationship affect the onset of depression, but episodes of depression have a long-term 

detrimental effect on the quality of the relationship. Depressed women tend to ruminate more 

than depressed men in response to their depressed mood, and depressed husbands have a 

greater ability to cause depressed mood in their wives than the converse situation (Hinchcliffe 

et al, 1978). One study showed that marital dysfunction was still apparent up to 48 months 

after depressed women had lost their symptoms (Rounsaville, 1980) but no comparable group 

of men have been studied. Where possible, it is therefore desirable to differentiate between 

personality vulnerability, increased psychological load on those individuals (not necessarily 

women) who have assumed a nurturant role, and the effects of an unsupportive relationship. 

Bebbington's ( 1987) study of British national statistics for first admissions for affective 

disorders using ICD-9 diagnostic categories from 1982-1985 reported overall incidence rates 

of 36 for males and 59 for females per 100,000. The peak rates for depressive neurosis were 

in the 20 to 44 year age group, with affective psychosis being common at an older age (54 to 

74 year age group). He found that single women.had lower admission rates than married 
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women for all categories of disorder and that the female:male sex ratio was at its greatest for 

married subjects. Among the widowed, the sex ratio approached unity for every category of 

depressive disorder, while the rates for admission were lower in widowed and divorced men. 

Therefore, the relative risk of admission for affective disorder was greater for widowed and 

divorced men than for women in a similar category. He concluded that the study supported 

the finding that "marriage is a less healthy state for women than for men" but that the effects 

of the post-marital state are also most marked in young women possibly "because they have 

the most to put up with in terms of economic hardship and the care of young children". 

These findings were replicated in a case registry study in South Verona, Italy 

(Bebbington & Tansella, 1989), which reported female to male rates of 1.3: 1 for endogenous 

depression and 1.4: 1 for neurotic depression, both rates rising with age. There was less 

variation by age and sex in marital groups for endogenous depression than neurotic depression 

if divorced and separated sub-groups were excluded. 

v) Sex roles 

Brown (1978) found that women who lacked a confidant (i.e. a spouse or boyfriend) 

were four times more likely to become depressed when exposed to a "severe event or major · 

difficulty", but he did not investigate men, having already decided that he would have a higher 

'hit rate' for depression. Vaillant ( 1977) followed a group of undergraduate men selected for 

their likely success in life and found that the ability to sustain an ongoing intimate relationship 

was a protective factor against onset of psychological problems of all sorts, but the study did 

not include women. It is unfortunate that these two interesting studies involved one sex only 

but, in their implicit assumptions (choosing women when higher rates of depression are sought 

and choosing men when success in life is being studied), they both illustrate the possible in­

built biases operating in the area of sex risk factor research. 

The issue of disadvantage in female social roles was highlighted in Weissman and 

Klennans' review ( 1977). They considered there .were two possible social explanations: the 
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differential in factors such as social status, job opportunities and income between most men 

and women; or factors involving sex- role behaviour and learned helplessness. Radloff (1985) 

has investigated the relationship between sex, marital state and employment issues, and 

suggested that there may be both biological and social factors operating in the case ~f 

susceptibility and precipitating variables, with learned helplessness or a "helpless style of 

coping" being seen as a predisposing factor. 

Weissman and Klerman's review (1977) concentrated on potential risk factors in 

females and only briefly discussed the issue of the methods males used to deal with stress. 

The function of the male sex role was hardly considered either as a protective factor against 

depression or as a factor leading to increased rates of social deviance which may act as an 

alternative to expression of depression in males. 

Gove (1984) defined 'nurturant' roles (where one's role requires one to be responsive to 

the needs of others) and 'fixed' roles (where one has role obligations that are not easily 

rescheduled). He postulated that the nurturant role (usually adopted by women) is associated 

with high social demands, lack of privacy and high levels of distress, which may be 

manifested as anxiety, tiredness and lack of energy. By contrast, the fixed role (usually 

adopted by men) is associated with good mental health and lower psychological morbidity. 

He suggested that the fixed and nurturant roles complement each other, and that much of the 

female excess in psychiatric morbidity could be explained by the supposition that females 

were more likely to occupy nurturant roles. He also hypothesised that within this role, women 

are more likely to construe distress as a problem, and that housewives in particular (because of 

lack of fixed roles) find it easier to spend more days in restricted activity (e.g. more days in 

bed) and to partially occupy a sick role. He stated there was a higher association between 

fixed roles and being male, and, according to the fixed role hypothesis, "persons with fixed 

role obligations are less likely to define themselves as ill". Their obligations mean that it is 

harder for them to adopt a partial sick role but they are more likely to adopt a total sick role. 

He also reviewed the effect of the presence of children on their parents, noting that the 
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presence of pre-school children led to the greatest amount of marital strain and depression. He 

reiterated a former statement that "it should be noted that marital satisfaction is a powerful 

predictor of mental health, and that this relationship is much stronger for women than for 

men". 

Nolen-Hoeksema (1987) examined sex differences in coping styles in depressed 

subjects and reported females as more likely to seek consolation but that they use less active 

coping styles than males. She hypothesised that females' coping styles may lead to further 

episodes of depression while males recovered more quickly or were less likely to have 

subsequent episodes. This argument is interesting but possibly flawed as it does not explain 

differences in incidence, but rather seems to explain possible differences in resilience and 

speed of recovery from a depressive episode. She also assumed that the more active style of 

coping is superior for both sexes. 

Turner ( 1987) studied marriages in which one spouse was physically disabled (most 

commonly with heart disease and arthritis) to examine sex differences in depression 

(measured by the CES-D) and to consider the effects of exposure and vulnerability to stressful 

experience. Separate analyses were undertaken for the 18 to 44, 45 to 64 and over-65 age 

groups. There were sex differences in exposure to stressful experiences in the under-65 age 

groups, with women experiencing more stressful events, because they were in contact with a 

wider social network and more aware of adverse experiences within that network. He offered 

a social explanation for sex differences in depression, namely, that women are more 

responsive to the negative experiences of others, particularly their spouses, so rendering 

themselves vulnerable to depression, while the converse did not apply. Also, while there were 

no sex differences in immediate recall, over longer time-periods women were more likely to 

recall negative life events than men. There were sex differences in depressive symptom 

scores in the 45 to 64 and over-65 year age groups, with higher rates in women. He then 

considered depressive symptom scores in relation to events happening to subjects and to their 

'significant others', together with employment status. He found that unemployed women were 
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more exposed, and more vulnerable to life events occurring both to themselves and 'significant 

others' than employed women, who were protected by their employment status to the same 

extent as men. Unemployed men were substantially more vulnerable to stressful events 

occurring to themselves than employed men. 

In 1987, Weissman reviewed the epidemiological findings relati~ to major depression 

in the ten years subsequent to the original paper (Weissman & Klerman, 1977). She stated 

that the major achievements were the instigation of specific diagnostic criteria with 

consequent improvement in reliability; standardised methods for assessing symptoms and 

signs by direct interview or family history; and the use of large family genetic studies to 

determine rates in relatives of probands. She drew from the ECA Study data to note that 

major depression was most common in the young and "women aged 18-44 have by far the 

highest rates". She noted the age-related increase in rates of depression in younger cohorts 

and suggested that these findings were real, rather than upholding such explanations as a 

memory effect, changes in labelling of illness or selective survival. 

She found that the lowest rates of depression occurred "in men and women who are 

married and getting along with their spouse, and a 25-fold increase in rates for either sex in the 

presence of an unhappy marriage." She discounted any effect of education, income, race or 

social class but upheld the finding of lower rates in rural areas. 
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,Symmazy and conclusions 

A broad range of putative factors contributing to the onset and maintenance of 

depression have been considered, with a particular focus on those leading to potential sex 

differences in depressive experience. Factors hypothesised as leading to 'artifactual~ sex 

differences include differences in (i) patterns of help-seeking and (ii) expression of distress 

and depression and (iii) effects of sex biases in wording of measures and diagnostic criteria. 

Factors hypothesised as leading to 'real' differences include those due to (i) genetic (e.g. 

due to sex-linked genetic transmission), (ii) biological (e.g. due to effects of female sex 

honnones on mood), and (iii) psychosocial factors, including age, patterns of drug and alcohol 

abuse, coping styles when depressed, marital state and sex roles. 

Sex differences in depression experience (for unipolar depression as a categorical 

diagnosis or depressive symptoms) are contingent on variables such as age and marital state. 

This finding suggests that sex differences in rates of depression are unlikely to be accounted 

for by purely biological factors and encourages pursuit of psychosocial factors that are causal 

or interactive with biological factors. 
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The discussion in the last chapter highlighted relationships between sex, marital state 

and depression. While marital state can be presented simply as a socio-demographic variable, 

an investigation of risk factors to depression may be enhanced by inclusion of a measure of the 

quality of the relationship rather than merely the structural issue of whether subjects are 

married or not. This chapter will describe the development of a self-report questionnaire of 

qualitative aspects of intimate relationships after considering several measures of 'intimacy' 

and 'adjustment' currently being used to describe marital or other intimate relationships. 

Consideration of existin~ measures 

On the broadest level, there has been considerable research interest in the relevance of 

social support systems and, in particular, intimate relationships in influencing an individual's 

resilience to adversity and the onset of neurotic decompensation. While social support has 

been postulated to have a non-specific positive effect, Cassel (1976) has suggested that the 

presence of adequate social support has an additional buffering effect on the individual. 

Henderson et al (1981) suggested that perceived adequacy may be more important than 

quantitative aspects of the social support network in neurotic subjects, and their research 

highlights the need to examine subjective requirements of the individual when assessing social 

networks. 
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The importance of lack of intimacy as a risk factor affecting the onset and course of 

neurotic depressive disorder has been suggested in a number of studies. Brown and Harris 

(1978) isolated four vulnerability factors to depression in a non-clinical female sample, one 

being the lack of a confiding intimate relationship. In a replication study in Alberta, Costello 

(1982) examined risk factors to depression in a female sample, and reported that a lack of 

intimacy with spouse, cohabitant or boyfriend increased the risk of depression. In fact, Harris 

and Brown (1985) noted that an intimate confiding relationship with a spouse has been 

described as protective against depression in nine of the ten relevant cross-sectional studies of 

female subjects. Coyne (1987) has persistently advocated the need to clarify the complex 

relationship between the quality of the marital relationship and both the onset and perpetuation 

of depression. In his review, he highlighted some special areas of research interest, namely the 

effect of an intimate as a protective factor against the onset of depression, or as a predictor of 

negative outcome in depression, the relationship between hostile criticism and relapse, and the 

vulnerability of spouses and children of depressed persons. He concluded that research in the 

area emphasises either the biological or interpersonal approach, rather than the relationship 

between the two. 

The reparative capacity of social support has been documented. Quinton et al (1984) 

noted that, while selection of one's mate is influenced by one's own experiences, selection of a 

non-deviant spouse who provides emotional support and good living conditions produces a 

significant protective effect against further emotional difficulties, even in a setting of adverse 

early experience. Parker and Hadzi-Pavlovic (1984) drew a similar conclusion after studying 

women bereaved of mothers early in life. In that study, any diathesis to depression established 

by earlier parenting appeared capable of significant modification by caring characteristics of 

the spouses. 

Various strategies have been used to measure the quality of intimate relationships. The 

Interview Schedule for Social Interaction (ISSI), a semi-structured interview developed by 

Henderson et al ( 1981) as a global measure of social support, has been judged as limited in its 
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capacity to measure confiding relationships as only one question addresses that issue 

(O'Connor and Brown, 1984). Brown and Harris (1978) developed a semi-structured interview 

approach to assess psychosocial factors, but only included one question that inquired 

specifically into the presence of a confidant to whom the subject might tum to discllss a 

problem, and the frequency of such contact. This approach was modified by Costello (1982) 

who separated the question concerning intimacy with spouse from that assessing intimacy in 

confidants. The validity and utility of these approaches remain to be further established. 

Concurrent with this increasing sophistication in investigation of social networks, there 

have been attempts to classify and measure dimensions of marital relationships, including 

marital "happiness", "success", "stability" and "adjustment". The Locke-Wallace scale (1959) 

grouped key items from existing scales in an attempt to measure and predict marital 

adjustment. The scale was influential for the next two decades but has been validly criticised 

as being partly a measure of conventionality and social desirability (Laws, 1971). Despite its 

shortcomings, this measure is still being used and is also the commonest yardstick for 

concurrent validity (Spanier, 1979). 

Spanier (1976) developed a widely-used "dyadic adjustment scale" which assesses 

satisfaction, cohesion and affectional issues. It focuses on "adjustment" as a general indicator 

of marital quality and the test is offered as an aid to uncovering problem areas in close 

relationships. 

A further impetus to the development of measures of marital function was provided by 

British studies examining the relationship between poor marital quality and neuroticism (Pond 

et al, 1963), and the interaction of spouses with each other where the husband was a designated 

patient with a neurotic disorder (Kreitman, 1964). Kreitman et al (1971) rated marital 

interaction in terms of 'assertiveness' and 'affection' and considered these to be independent 

constructs. Kreitman's group later showed differences between patient and control pairs and 

drew attention to the excess of "husband-dominated" marriages in the patient group (Collins et 
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al, 1971). Ryle (1966) developed the Marital Patterns Test (MPT) to quantify spouses' 

experience of affection given and received, and of domination/submission. The measure was 

developed initially to address a specific research question concerning the relationship of 

marital support and marriages with a neurotic spouse. There have been problems with the 

selection of items in each dimension and Birtchnell ( 1985) has commented on the 

contamination of 'affection' items by 'domination' items and there have been problems with the 

validity of the 'domination' items. However, the MPT has been subject to ongoing validity 

studies (Heins and Yelland, 1981) and refinement (Scott-Heyes, 1982), and has continued to 

generate interest, most recently by Birtchnell (1985). 

The Maudsley Marital Questionnaire (MMQ) is a 20-item measure (Crowe, 1978) 

derived from the Structured and Scaled Interview to Assess Maladjustment or SSIAM 

(Gurland et al, 1972). The MMQ was first used to assess progress in couples involved in 

conjoint marital therapy. Factor analysis of the MMQ generated three scales - "marital 

adjustment", "sexual adjustment" and "general life adjustment". Arindell has examined the 

MMQ critically, undertaken further reliability and validity studies, and altered some items. 

The original 40-item version has now become a 20-item self-report scale (Arindell et al, 1983a; 

1983b; 1985). The measure has been used to investigate the effect of marital adjustment on 

treatment outcome for agoraphobia (Monteiro et al, 1985) and for phobic and obsessional 

disorders (Cobb et al, 1980). The MMQ is less ambitious in its overall scope than the Wallace­

Locke Measure but quantifies satisfaction and adjustment in the three defined areas. Arindell 

has suggested that the MMQ would require a measure of intimacy to ensure a complete 

assessment of marital quality (Arindell and Schaap, 1985). 

Waring (1983) has developed an intimacy questionnaire based on the theory that 

"dyadic relationships can be defined by three relatively independent dimensions - boundary, 

power and intimacy" (Berman & Lief, 1975), with 'intimacy' being defined in terms of eight 

sub-scales. This questionnaire has two forms: a structured interview: the Victoria Hospital 

Intimacy Interview (VHII), and a self-report ver~on: the Waring Intimacy Questionnaire 
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(WIQ) (Waring et al, 1981; Waring and Reddon, 1983). Schaefer and Olson (1981) developed 

the Personal Assessment of Intimacy in Relationships scale or PAIR, an instrument that 

examines five components of perceived and expected intimacy exchanged between partners. 

The authors point out that intimacy is a process occurring over time, and that indivi~uals have 

differing needs for intimacy, which they hold "is never completed or fully accomplished". 

These measures have all been developed using a similar methodology. In each case, 

researchers have generated items to reflect preconceived constructs thought to be important, 

either (i) to predict partnership problems where one partner has psychiatric problems (e.g. 

Ryle's MPT), or (ii) to predict outcome after a therapeutic intervention (e.g. Crowe's MMQ), or 

(iii) to identify problem areas and marital satisfaction (e.g. Locke-Wallace scale, Spanier's 

DAS) in intimate relationships. 

Despite all these measures, there still seemed to be a need to define the key constructs 

underlying intimate relationships, commencing with a heterogeneous collection of items rather 

than to fit items to pre-conceived constructs. 

This approach has an advantage in research terms, as too often associations between 

predictor and outcome variables have been spurious because the variables have not been 

independent of each other. For example, the use of a measure of marital satisfaction (as a 

predictor variable) to measure depression (as an outcome variable) leads to contamination of 

both sets of variables by a component of dissatisfaction. Additionally, studies investigating 

sex differences require a scale of equal relevance to both sexes and independent of any sex­

dimorphic characteristics affected by men and women in intimate relationships. 

Ihe development of the Intimate Bond Measure 

The initial impetus to development of this measure came from Hinde's plea for a sound 

basis of description and classification in defing interpersonal relationships (Hinde, 1979). He 

noted the importance of specifying a limited number of unitary dimensions along which 
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relationships may differ and suggested dimensions of love/hate, involvement/detachment and 

dominance/subordinance as likely contenders. 

While Hinde's suggested dimensions occur in some of the measures that ha~e-been 

discussed, the items were fitted to pre-determined constructs. This measure will be derived 

using a factor analytic technique to derive dimensions from a heterogeneous item pool. Such 

dimensions may or may not coincide with pre-determined constructs. 

Test Construction and Initial Sample 

Items were generated from a literature review and from interviews of married subjects 

who were asked to describe the behaviours and perceived attitudes of their spouse. The item 

pool was reduced to 83 by removal of synomymous items, those found to be ambiguous in 

pilot studies with volunteers, and those items that appeared specific to one sex only. 

As the measure was intended for general use rather than for specific psychiatric 

application, a general population group was sought rather than a sample of psychiatric patients. 

Respondents were routine attenders of 11 general practitioners and one optometrist in the 

Sydney area and were requested by practice secretaries to complete the questionnaire 

anonymously and to then "post" it in a collection box placed in the waiting room. Secretaries 

screened subjects according to the following inclusion criteria: married subjects, between 20 

and 65 years of age, having a reasonable knowledge of English, with no evidence of dementia 

or psychosis, and not obviously affected by drug or alcohol intoxication or by severe illness. 

These criteria were also used for all the subsequent studies reported in this chapter. Each 

subject was asked to score their partner's attitudes and behaviours in recent times on a four­

point Likert-type scale (as in Figure 5.1 which is the final 24-item version of the measure). 

Additionally, subjects were asked to record their age, sex and occupation, the last being to 

assess socio-economic status on the seven-point Con gal ton ( 1969) scale. 
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Forty-four of the 288 forms returned were discarded because of incomplete responses. 

The remaining forms (returned by 148 females and 96 males) generated the data for analysis. 

The mean age of the sample members was 39.7 (SD 12.8) years. 

Analysis of data from initial sample 

Principal components analysis was used with the SPSS program (Nie et al, 1975), and 

an oblique rotation selected. The first analysis incorporated all 83 items, and suggested 32 

items to be weak discriminators with a poor distribution of responses. A second analysis 

entered the remaining 51 items. The unlimited factor solution was inspected as well as 

imposed two-factor to six-factor pattern matrix solutions. The two-factor solution appeared the 

most interpretable and was therefore used to generate the two sub-scales; they were labelled 

'care' and 'control' and, after examining factor scores and communalities, were limited to 12 

items each. Factors 1 and 2 were weakly associated (-0.36), as were the scores on the derived 

total 'care' and 'control' scales (-0.45) reported in Table 5.1, suggesting that high 'care' is 

intrinsically associated with less 'control'. Table 5.1 reports the factor loadings for the 24 items 

contributing to the final scales for the total sample, as well as the factor loadings derived 

separately for the males and for the females. The rank order of factor loadings suggested only 

a few sex effects. For instance, in relation to the care scale, two high-loading items for 

females ('is very considerate of me' and 'understands my problems and worries') contributed 

less strongly in the analysis of male subjects who, by contrast, loaded more highly on items 

'makes me feel needed' and 'is physically gentle and considerate'. By contrast, the rank order 

of variables on the control scale was similar for each sex. 

Table 5.2 reports data for this non-clinical group. As the minimum score for each sub­

scale is 0, and the maximum 36, the mean 'care' scale scores suggest skewing while scores for 

the 'control' scale are more normally distributed. 
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Table 5.1 Factor loadings for items contributing to the 
final items in the measure 

Care scale 

Item All Male Female 

Is very loving to me .81 .80 .82 
Is affectionate to me .79 .82 .79 
Is a good companion .78 .72 .80 
Is very considerate of me .75 .67 • 78 
Is fun to be with .74 .71 .76 
Show his/her appreciation of me .73 .72 . 72 
Understands my problems .72 .66 • 72 

and worries 
Confides closely in me .72 .71 .71 
Makes me feel needed .71 .83 .64 
Is gentle and kind to me .70 .71 .69 
Speaks to me in a warm and .70 .70 .69 
friendly voice 

Is physically gentle and .70 .79 .65 
considerate 

Control scale 

Item All Male Female 

Insists I do exactly as I'm told .71 . 62 .77 
Tends to try and change me .69 .66 .71 
Seeks to dominate me .68 .77 .71 
Tends to control everything I do .67 .66 .74 
Wants me to change in small ways .63 .63 .62 
Wants me to take his/her .61 .52 .65 

side in an argument 
Wants to know exactly what .60 .45 . 67 

I'm doing and where I am 
Wants to change me in big ways .59 .45 . 68 
Tends to criticise me over .59 .54 .62 

small issues 
Is clearly hurt if I don't .57 .SS .59 

accept his/her views 
Is critical of me in private .SS .61 .51 
Tends to order me about .75 .84 . 71 



102 

Table 5.2 Normative data in initial sample and validity 
studies groups 

Care Control 

Sample n Mean Median SD Mean Median SD 

Initial sample 
Male 96 28.4 31. 6 8.0 11.2 9.5 7.3 

Female 148 27.1 29.2 8.3 9.6 7.1 8.3 

Couples group 
(Validity study I) 

Male 25 23.6 24.0 8.6 13.8 11. 0 8.6 

Female 25 25.9 27.0 7.2 12.6 11. 0 7.2 

Non-clinical sample 
(Validity study II) 

33 28.1 30.0 8.8 11. 9 9.0 8.4 
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Table 5.3 Reliability and mood state results 

Study and 
scale 

Baseline test Repeat test 
(Mean and SD) (Mean and SD) 

Test-retest study 
(non-clinical group) 

Care scale 28. 4 (7. 2) 

Control scale 8.2 (7.0) 

Mood state study 
(depressive sample) 
IBM scores 
Care scale 24.2 ( 9. 5) 
Control scale 11. 9 (8.7) 

Depression levels 
Beck (n=13) 22.2 ( 9. 1) 
Zung (n=l 7) 55.6 (10. 2) 

28.0 (8.9) 

7.8 (7.1) 

25.6 (9.1) 
9.5 ( 7. 8) 

8.1 (5. 8) 
34.6 ( 7. 0) 

Correlation: t-test 
time 1 time 1 
with vs. 

time 2 time 2 

0.89** 

0.80** 

0.92** 
0.84** 

0.67** 
0.80** 

0.65 

0.56 

-1.50 
2.60* 

7.6** 
13.9** 

* p < 0.05 ** p < .01 
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The influences of subjects' age, sex and social class on scale scores were examined by 

univariate analyses and subsequently by regression analyses, but no significant associations 

were demonstrated. The three socio-demographic variables accounted for only 1.9% of the 

variance in care scores and 3.0% of the variance in control scores. Thus broad socio­

demographic influences appeared to have little effect on scale scores. 

The properties of the derived measure were then assessed in a series of studies. 

Reliability studies 

Two aspects of reliability were assessed, internal consistency and test-retest reliability. 

Internal consistency was extremely high, with Cronbach's alpha being 0.94 for the care scale 

and 0.89 for the control scale (Cronbach, 1951). Such results suggest the derivation of 

homogeneous dimensions. To assess test-retest reliability, the measure was completed by 28 

nonnal volunteers (mean age 34, SD 6.3 years), with the interval between presentations 

varying from three to six weeks. Table 5.3 shows that the mean scores did not differ on the 

two occasions while the reliability coefficients were very high (0.89 and 0.80, p<.001 for both) 

supporting the reliability of the two derived scales. 

As mood state is held to have the potential to influence self-report scores, the measure 

was completed by a group of depressives, first while depressed and after significant 

improvement. Severity of depression was monitored either by the Beck (Beck et al, 1961) or 

Zung (1965) measures, as subjects for this study were obtained from two other studies variably 

using those two depression rating scales. While 35 subjects were entered into this study, only 

30 were included in the final analyses as criteria of minimal improvement of ten units on either 

the Beck or Zung scale were imposed to ensure a distinct mood change and a clinical 

assessment of change from 'caseness' to 'non-caseness' in each subject. All subjects had a 

clinical depressive disorder, most were in-patients at baseline assessment, and their diagnoses 

were, broadly, neurotic depression (n=14) and endogenous depression (n=16). 
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Data in Table 5.3 demonstrate a considerable and consistent decline in depression 

severity for the sample between occasions of testing, representing an improvement of 64% for 

the Beck scale and of 38% for the Zung scale. There were significant improvements in 

depression and high reliability coefficients (0.92 for care, and 0.84 for control). Th~ care scale 

scores were not significantly altered, suggesting that fluctuations in depressed mood have little 

influence on the measurement of 'care'. There was a significant decrease in 'control' scores 

from depressed to non-depressed state, suggesting that mood state had some effect on 

perception of 'control'. 

Validity studies 

As the measure was designed to assess perceived characteristics, it appeared important 

to assess its validity principally as a self-report measure. Thus, a heterogeneous sample of 33 

non-clinical volunteers and psychiatric patients was obtained, with subjects being interviewed 

by two raters who asked a series of pre-determined questions aimed at eliciting the degree of 

'care' and 'control' described by the subjects, but without using those actual words. These 

responses were rated on six-point ordinal scales. The author (rater 'A') was a consistent rater 

of all 33 subjects, while the second rater ('B') was one of four psychologists who volunteered 

their time. The inter-rater reliability coefficients ('A' and 'B' scores intercorrelated) were 

assessed at 0.66 (p<.001) for the 'care' dimension and 0.70 (p <.001) for the 'control' 

dimension, suggesting moderate rater consensus in assessing these dimensions. After the 

interview, subjects completed the measure and scale scores, and interview scores were then 

intercorrelated to assess the concurrent validity of the measure. 'Care' scale scores correlated 

0.68 (p <.001) with the level of 'care' judged by rater 'A' and 0.43 (p <.001) with the 'care' 

judged by rater 'B'. 'Control' scale scores correlated 0.74 (p <.001) with rater 'A' and 0.55 (p 

<.001) with rater 'B' judgments of control at the interview. The higher coefficients returned 

against the author (rater'A') are likely to reflect her constancy in assessing the content of the 

interview, so acting to reduce criterion variance. 
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While the aim was to develop a phenomenological measure of perceived 

characteristics, assessment of the degree to which the measure might reflect actual 

characteristics appeared important. To this end, 25 couples engaged in marital therapy were 

asked to complete the measure in relation to each other. One of two therapists (as an 

independent observer) then rated the interpersonal characteristics of the husbands and wives 

toward each other during therapy (using a six-point scale). 

If the 'care' and 'control' scales are a valid measure of actual characteristics, scale scores 

should correlate with therapist ratings - assuming, of course, that the therapists were accurate 

raters and that the subjects behaved toward each other during therapy as they interacted 

generally. Raters' judgements of husbands' 'care' correlated 0.48 (p <.01) with the wives' 

scores on the measure, while the equivalent examination for wives was 0.42 (p <.05). Raters' 

judgements of husbands' 'control' correlated 0.51 (p <.005) with the wives' scores on the 

measure, while the equivalent examination for wives returned a coefficient of 0.35 (p <.05). 

Discussion 

A relevant set of attitudinal and behavioural items was reduced using principal 

components analysis, to suggest two source dimensions underlying intimate personal 

relationships and labelled 'care' and 'control'. The mean scores for each sub-scale were 

internally consistent and stable over time, strongly supporting the reliability of each scale, and 

indirectly supporting the validity of the measure. 

A depressed mood is frequently noted (e.g. Paykel et al, 1969) to influence the 

perception or recall of experiences, and phenomenological or self-report measures are 

panicularly susceptible to such effects. As the measure was designed for use in studies 

assessing the quality of intimate bonds as a risk factor for depression, it is important to 

estimate the degree to which scale scores might be modified by changes in mood state. 

Despite significant improvement in depression levels, care scale scores were not influenced by 

varying levels of depression in this study. Control scores did decrease as depression levels 
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dropped, reflecting either an actual change in interpersonal relationships or a mood state bias. 

As the latter possibility cannot be discounted, research studies need to concede or control for 

mood state effect for IBM control scores. Waring's (1985) view that "perception of 

deficiencies in intimacy is not simply a result of the depressed state" requires such ~ 

qualification. 

The concurrent validity of the scales was examined by the use of structured interviews 

with predetermined questions assessing perceived aspects of the partner's level of 'care' and 

'control'. This established that the raters were in moderate agreement about both dimensions 

under investigation. Intercorrelation of the interview scores by the one constant rater with 

subjects' IBM scores showed moderately high agreement, supporting the concurrent validity of 

the derived measure. High correlations, however, might merely indicate that the subjects 

reported similarly in two contexts and similar judgements from the two raters might mean no 

more than a persistent response bias. 

Although the priority was to develop a self-report measure of perceived characteristics 

of intimate relationships, it appeared important to make some estimate of the degree to which 

scale scores might reflect any 'objective reality'. Thus, there was an attempt to assess the 

validity of the measure in terms of its capacity to provide information about the 'actual' 

characteristics of the intimate relationship, assuming that there is likely to be some dissonance 

between 'actual' and 'perceived' characteristics. There are, of course, considerable problems in 

attempting to validate any phenomenological construct and the author is not aware of any 

technique that has resolved the intrinsic difficulties. The reader is referred to Spanier's ( 1979), 

Waring's (1985) and Birtchnell's (1985) reviews of the subject. Ryle (1966), in his validity 

study of the Marital Patterns Test, compared observations of a psychiatric social worker seeing 

the couple in question, his own observations of the couple in general practice and the couples' 

verbal self-rating, with their scores on the Marital Patterns Test. Most validity studies have, 

however, concentrated on comparisons with other scales, and not proceeded beyond concurrent 

validity. 
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A more commonly used strategy in extended validity studies is to compare scale scores 

against ratings provided by witnesses who are usually family members or associates in a 

specific situation. There are distinct and rarely-considered limitations to this approach. In an 

earlier study, Parker (1983), using a cross-over sibling study design for the Parental Bonding 

Instrument, noted that respondents tended to score parents in a similar way, irrespective of 

whether they were asked to complete the questionnaire for themselves or from the imagined 

standpoint of their siblings. These findings suggested that there is no such reality as the 

'objective' rater and that family members may be particularly likely to introduce their own 

subjective distortions, weakening any validity assessment using such so-called 'independent' 

raters. 

Crandall ( 197 6) has reviewed studies attempting to validate self-report measures using 

ratings by others and has noted rather low coefficients. Here a modification of that strategy 

was attempted, having couples engaged in marital therapy rate each other and be 

simultaneously rated by their therapist, blind to their scores. Clearly, there are limitations to 

this technique, as a number of biases may be contributed by the partners themselves (e.g. social 

desirability, defensiveness, need to hurt the other, and the degree to which key characteristics 

will actually be expressed in sessions), while the degree to which therapists may judge such 

characteristics objectively remains unclear. Nevertheless, the comparison of the therapist's 

judgement of each marital partner correlated moderately (mean = 0.44) with the marital 

partners' ratings of each other, and offers support for the instrument as a measure of 'actual' 

characteristics of intimate relationships. 

The 'care' dimension, as defined by the twelve items, reflects care expressed 

emotionally as well as physically, with constructs of warmth, consideration, affection and 

companionship. These items are nearer to Birtchnell's concept of affection and less 

contaminated by those aspects of control that he noted in Ryle's "affection" dimension 

(Binchnell, 1985). The 'control' dimension suggests domination, intrusiveness, criticism, 

authoritarian attitudes and behaviours. The internal consistency analyses suggested that the 
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two scales are highly homogeneous, an important property of the final measure. As the factor 

scores and the scale scores on the two scales were negatively associated, it can be concluded 

that, in general terms, increasing 'control' in an intimate relationship is associated with less 

'care'. Neither age, sex, nor social class had any influence on scale scores, another important 

property as it reduces the necessity to control rigorously for such variables in future case­

control studies. The absence of any broad sex effect is somewhat surprising but the absence of 

sex effects has also been noted by other writers (Waring & Reddon, 1983; Ryle, 1966) and it 

should be recalled that items which appeared at face value to be more specific or idiosyncratic 

to either sex had earlier been deleted. 

While dimensions of 'care' and 'control' may be central to intimate relationships, 

intimacy itself is defined as "a mutual needs' satisfaction" (Clinebell & Clinebell, 1970) and is 

construed as a bi-directional concept, with each partner measuring the intimate bond in terms 

of their own needs as well as the ingredients provided by the other. The IBM is principally 

uni-directional, measuring the degree to which the intimate is perceived as demonstrating 

certain attitudes or behaviours, although the form in which the items were phrased on the self­

report scale must introduce a bi-directional component. While intimacy may theoretically be 

best effected by the combination of 'high-care' and 'low-control', it is possible that some 

individuals may judge a lesser degree of care as satisfactory to their needs, while others may 

seek or require a moderate or high degree of 'control' from their intimate. Thus, while these 

two factors may define key structural parameters in intimate interpersonal relationships, the 

judgement of 'intimacy' may still require further assessment of the recipient's needs and 

satisfactions (e.g. a scale which assess satisfaction with structural or functional issues within 

the partnership). 

Application of the IBM 

The Intimate Bond Measure (IBM) is a simple and efficient measure of intimate 

relationships that may be used for risk and outcome studies. The measure (in full in Appendix 

I) generates separate scores for 'care' and 'control:, as has been reported in this chapter. The 
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scores may be dichotomised to create 'high care' and 'low care', 'high control' and 'low control' 

categorical variables. Essentially, one has to make a decision, after inspection of the data, as to 

where the cut-off between high and low levels should be. The cut-off may be at (i) the mean, 

(ii) the mean plus or minus one standard deviation, or (iii) median scores. The care and control 

subscales are dichotomised using the second method when used as predictor variables in 

Chapter 10 and will be described there. 

With the definition of such categorical variables, it is also possible to define four broad 

styles of intimate relationships, as for the Parental Bonding Instrument or PBI (Parker et al, 

1979; Parker, 1983) which is a measure of perceptions of early parental style with two 

subscales measuring 'care' and 'overprotection' for each parent. The quadrants can be labelled 

'high care-low control' reflecting 'optimal intimacy', 'high care-high control' quadrant for 

'affectionate constraint'; 'low care-high control' for 'affectionless control' and 'low care-low 

control' for an absence of intimacy (Figure 5.1). 

Figure 5.1 

Care 

Quadrants generated by dichotomising scores for 
IBM 'care' and 'control' subscales 

High care 
Low control 

Low care 
Low control 

High care 
High control 

Low care 
High control 

._-----------------------control 

The IBM and the PBI both measure perceptions of interpersonal relationships. The two 

subscales generated from the measures will be used, together with 'presence of an intimate 

confiding relationship' as predictor variables to depressive caseness in the cohort sample (as 

described in Chapter 10). 
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Introduction 

A group of trainee teachers was selected for longitudinal study, firstly to 

determine the prevalence and incidence of depressive disorder for males and females 

and, secondly, to examine depressive experience against a number of psychosocial 

risk variables. The group was selected to have certain characteristics: (i) likely 

homogeneity in terms of age, marital status, educational standard and career 

characteristics; (ii) being a middle-class group, some confounding factors, such as 

extreme sociopathy, poverty and high levels of unemployment were excluded, and 

(iii) (being at the end of a post-graduate university course), the average age for the 

group placed them nearer to the 'hazard age range' for onset of depressive 

experience. 

Having effectively controlled for a number of psychosocial risk factors at 

base-line, it was assumed that depressive experience was likely to be similar for the 

two sexes at entry. The aim of the cohort study was to re-examine for sex 

differences over time when the two sexes would be expected to have encountered a 

number of stressors. Some, (such as starting work), would be common to both 

sexes, some others,(such as motherhood), would have a sex-specific differential. It 

was anticipated that career opportunities would be similar, but that men would be 

111 



more likely to avail themselves of career advancement opportunities while women 

would be more likely to cease work during child-rearing years. Different 

experiences and stressors for each sex would therefore be encountered during the 

mid-20 to early-30 age range when sex differences were likely to become more 

prominent (form, 1987). If sex differences emerged, the process of serial assessment 

of potential risk factors would allow the relevance of aetiological factors to be 

specified with some precision. 
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In undertaking this study, a number of hypotheses were posited: 

Hypotheses 

I. There would initially be no sex differences in rates of depressive experience 

in a homogeneous group of post-graduate university students. 

2. Sex differences in rates of depression would emerge over time, with females 

reporting higher rates. 

3. Risk factors considered to be associated with female vulnerability to 

depression (e.g. high interpersonal dependency, feminine sex role stereotype, 

exposure to home duties and motherhood) would be confirmed. 

4. Risk factors considered to be associated with vulnerability to depression in 

both sexes (e.g. high neuroticism, low perceived parental care during childhood, low 

self-esteem, high exposure to negative life events, lack of perceived social support 

and dysfunctional intimate relationships) would be confirmed. 

Table 6.1 provides a summary of the stages involved over the ten years of the 

study and now outlined. 

Sample selection 

In September 1978, 380 students who had completed a basic Arts or Science 

university course, and who were then undertaking a one-year teachers' training 

program, were approached in class and invited to participate in a five-year research 

project. While it was explained that information on their depressive experience 

would be sought over time, they were not informed of the focus on sex differences in 
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Table 6.1 Flow chart of the study 

1978 Explanation of study, volunteers invited. 

1979 

1980 

1983 

1985 

1988 

Self-esteem rating (n=380). 

170 volunteers correctly completed base-line. 
data and became study group. 

29 rejected (incorrectly completed forms). 
180 refused further involvement. 

Comparison of volunteers and refusers. 

Study subjects contacted by mail. 

Contact made by mail. 

Five year follow-up of 165 subjects 
150 interviewed in person, of these, 
133 provide corroborative witnesses. 

15 returned information by mail, 
of these, 14 had subsequent personal 
or telephone contact. 

1 subject refused further contact. 

Subjects contacted by mail. 

Ten year follow-up of 161 subjects, 
3 males refuse interview. 

151 subjects interviewed in person, 
10 returned information by mail. 



depressive experience, nor of a study of a similar group of trainees in the preceding 

year (Parker, 1979). 

Three hundred and fifty one of these students successfully completed a 

questionnaire which included a self-esteem scale (Rosenberg, 1965), assessment of 

paternal occupation to rate social class on a four-point rating scale (Congalton, 

1969),and a question assessing whether they were willing to take part in the 

longitudinal project. Of the 197 students expressing provisional acceptance, 170 

completed and returned a mailed base-line questionnaire and were regarded as the 

study cohort. Scores on the self-esteem scale were compared as a brief screen to 

determine if the 170 study subjects (114 female, 56 male) differed from the 

remaining 181 students (119 female, 62 male) who had finally elected not to take 

part. The mean scores for the respective groups were 1.53 and 1.43, the difference 

not being significant (t=0.74, ns). Male "refusers" did not differ from male sample 

members on the self-esteem measure (t=l.39, ns) or in age (t=l.32, ns). Similarly, 

female "refusers" did not differ from female sample members on the self-esteem 

measure (t=0.04, ns) or in age (t=0.46). Males and females did not differ in their 

likelihood of either refusing or joining the sample (x2=0.06, ns). 

Enn:y assessment 

At entry in 1978, male and female members of the cohort were compared on 

a number of measures assessing depressive experience. These included (i) state 

(Wilson, 1979) and (ii) trait (Costello & Comrey, 1967) depression scales. The latter 

scale was designed to measure a "person's tendency to experience a depressive 

mood". Three further measures were included to quantify aspects of personality: 

(iii) a dependency scale derived from the Depressive Experiences Questionnaire or 

DEQ (Blatt et al, 1975) and (iv) the Eysenck Personality Inventory neuroticism scale 

(Eysenck & Eysenck, 1964) and (v) scores from the self-esteem rating described 

earlier. A scale measuring two components of perceived parental environment, 'care' 
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and 'over-protection' in both parents, (v) the Parental Bonding Instrument or PBI 

(Parker et al, 1979) was also included. 

Sample members completed a questionnaire giving details of their reasons 

for selecting teaching as a career; how difficult they thought that career was likely to 

be; the degree of satisfaction derived from current relationships; the quality of such 

relationships in five years time; any history of chronic illness; medication taken; pre­

menstrual problems; duration and frequency of episodes of depression up to 1978; 

and details of help-seeking behaviour adopted when depressed. 

Five-year review 

In November 1983, five years after intake, a concerted effort was made to 

obtain follow-up data on all 170 subjects in the cohort, and 165 (97%) were 

successfully located. From December 1983 to May 1984, 150 (91%) of these were 

interviewed while, for the remaining 15 (9% ), data were collected from mailed 

questionnaires. For most of those in the latter group who were no longer in Sydney, 

telephone contact was made to clarify details. 

The five-year follow-up data were collected by myself (then with 12 years' 

clinical psychiatric experience) after receiving training in administration of the 

Diagnostic Interview Schedule or DIS (Robins, 1982) from Prof. Gavin Andrews 

and his team, who were using the DIS as the case-finding instrument. 

The data were collected during a comprehensive semi-structured interview 

which established a framework for an informal psychiatric, family and 

developmental history to be taken, before administration of those sections of the DIS 

dealing with anxiety states and depression. Information was sought for the previous 

five years in terms of work experience, drug and alcohol intake, general level of 

health and help-seeking behaviour, amount of perceived social support (both 
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generally and in times of stress), and family history of depression. 

Sections of the DIS covering depressive and anxiety disorders were used in 

full, and the opening question from the section on mania, followed by the rest of the 

section, if relevant. While not designed to generate diagnostic criteria for RDC 

minor depression, the DIS was modified slightly to allow this category to be 

indentified and the modifications will be discussed later in the chapter. 

Questions dealing specifically with depressive experience included those in 

the base-line questionnaire (for duration and timing of episodes); coping styles 

"when depressed" and a check-list combining all possible symptoms for RDC minor 

depression and DSM-III dysthymia. 

All 165 subjects located agreed to be interviewed, although, after interview 

(including the DIS), one subject decided not to complete the self-report 

questionnaires and not to have any further involvement with the study, stating that 

material discussed had reminded her of previous depressive episodes that she wished 

to forget. 

The subjects were also given the same six self-report measures used at base­

line (assessing self-esteem, state and trait depression, dependency, neuroticism, and 

perceived quality of early parental experience). Several additional measures were 

completed, including the Bern Sex Role Inventory or BSRI (Bern, 1974), designed to 

rate characteristics deemed to reflect masculinity and femininity as two independent 

dimensions, along with a neutral group of characteristics reflecting social 

desirability; the Dysfunctional Attitudes Scale or DAS (Weissman, 1979); a measure 

of the importance and satisfaction derived from work and employment (Renwick & 

Lawler, 1978); and the Intimate Bond Measure or IBM (Wilhelm & Parker, 1988) 

described in Chapter 5. 
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The subjects were also given a check-list of positive and negative life events 

covering the previous twelve months and the process of developing this scale will 

now be described. 

pevelopment of life event scale 

The check-list of negative events was derived from a life event scale 

(Tennant and Andrews, 1976) which was modified and added to in accordance with 

the life events deemed likely in this particular group. Positive life events were added 

to determine (i) whether possible sex differences in reporting were global (i.e. 

applied to both positive and negative events) or specific (i.e. possibly reflecting a 

plaintive set bias more marked for one sex); (ii) whether the sexes were having 

similar life experiences, and (iii) whether the presence of positive events acted to 

protect subjects from the effect of negative life events. The life events were 

compiled also with the objective of deriving likely and salient events for this group. 

The measure is shown in full in Appendix II. For the positive events, 

subjects were asked to state whether or not events had occurred and where they 

answered 'yes', to rate how pleasing the events had been on a scale from O ("not 

pleasing at all") to 8 ("as pleasing as could possibly be imagined"). The range of 

events was designed to ensure salience for the study cohort and included such work­

related items as "You were told by a number of people that you were performing 

extremely well at work"; such general items as "You had a holiday lasting at least a 

week in your own country"; and such interpersonal items as "The relationship with 

your partner improved dramatically". Twenty-four of the twenty-five events were 

the same for either sex while the item concerning pregnancy was worded differently 

for each sex (see Appendix II). 

For unpleasant life events, a similar self-rating technique was used, with 
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scaling from O ("not distressing at all") to 8 ("as distressing as could possibly be 

imagined"). Items again reflected the particular issues for the cohort, with such 

work-related items as "You were prevented from entering, or excluded from an 

educational course you wished to pursue" and "You were given significantly 

increased work responsibilities"; such general items as "You were involved in a legal 

action that could have damaged your reputation to a moderate or severe degree"; and 

such interpersonal items as "You were told by a partner that you were no longer 

loved" and "Increasingly severe arguments with your parents developed". Items 

concerning unwanted pregnancy and abortion commenced "You or your partner .... " 

and were appropriate for either sex (see Appendix II). 

There are a number of problems which arise in relation to the measurement 

of life events. Firstly, events do not have the same impact or subjective importance 

to every person and secondly, there are problems of retrospective evaluation of 

events that may be influenced by current mood state and effects emerging from how 

others have interpreted the events. To control for variation in actual impact (for any 

events later occurring) and to examine for any general tendency to "catastrophize" or 

deny the impact of life stressors subjects were requested at baseline to predict their 

responses (in terms of "pleasure" or "distress" as appropriate) to the entire list of 

positive and negative events to generate individual predictive scores for each item. 

It was intended that later, when an individual subject had experienced a specific life 

event, then the score for that life event items would be compared with that subject's 

pre-event rating for the specific items and with group. In such a way, it might be 

possible to determine whether subjects, compared to the whole cohort, tended either 

to under-estimate or over-estimate the potential impact of life events. 

Thus all 170 subjects were approached by mail in 1979 and 101 of the group 

completed these predictive ratings. For positive life events, the range of mean scores 

for the group was from 5.6 (out of a possible 8) for "You fall in love" to 3.2 for "A 
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for the group was from 5.6 (out of a possible 8) for-'.'You fall in love" to 3.2 for "A 

child other than your first is born". For negative events, the range was from 5.8 for 

"Your partner dies", to 2.5 for "You are given significantly increased work 

responsibilities". In 1980, all 170 subjects were again contacted by mail and asked 

to state which life events had occurred in the previous twelve months and then give 

pleasure/distress ratings for events that they had actually experienced. 

Additionally,they were asked to give the same list of events to a witness who would 

be able to report on their previous twelve months. Seventy subjects returned the life 

event scales and 62 provided forms from witnesses. 
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Correlations between subject's and witness scores for occurrence ranged from 

0.4 to 1.0 but were generally in the 0.5 to 0.8 range. For negative life events, there 

were correlation coefficients of 1.0 for the following items (item number in bracket): 

(2) involvement in a legal action; (3) involvement in a serious accident; (16) 

discovery that partner was unfaithful; (20) increasing arguments with parents. The 

lowest correlation (0.04) was for item (4) being told of poor performance at work. 

Remaining life events were generally in the 0.50 to 0.75 range. For positive life 

events, there were no correlation coefficients of 1.0, but the highest correlation 

coefficients were for the following items (number in bracket): (4) an overseas 

holiday (r==0.91); (2) moving into a new house (r=0.77); (1) taking up a new hobby 

(r=0.75) and (17) starting a new relationship (r==0.74). The lowest correlation 

coefficient was for item (14) achieving a sense of fulfilment (r=0.06), while most of 

the other items were in the range from 0.40 to 0.70. These results indicate moderate 

agreement between subjects and their nominated witnesses in terms of the 

occurrence of categorical life events on the subject, with higher consistency for some 

of the negative life events and for the more objective events. 

It had been intended to continue an annual check of life events up to the five 

year review in 1983, but it became clear from the poor rates of return of mailed 



questionnaires that the cohort were very mobile and as the main objective was a 

concerted follow-up at 1983, further interim mail questionnaires were curtailed. 

Jen-year Review 

In 1988, a research assistant (Ms. Curtain - a trained nurse with an Honours 

degree in Psychology), was appointed to conduct a ten-year follow-up of the same 

group. The semi-structured interview and self-report questionnaires were identical 

to those used in the five year follow-up. However, a simplified life event schedule 

(covering the previous twelve months) was used. 

Prior to commencing the ten year follow-up, Ms. Curtain was trained 

independently in use of the DIS by Prof. Gavin Andrews' team. She was also a DIS 

interviewer in the Sydney centre for the WHO sponsored multi-centre comparison 

trial evaluating the DIS component of the Composite International Diagnostic 

Interview or CIDI (Robins et al, 1988) which was taking place at that time but has 

yet to be published. 

Prior to each interview in the cohort study, Ms. Curtain was given some 

background information concerning the subject: namely, marital status, number of 

children, circumstances under which the previous interview was carried out, and 

occasionally, some nuance such as an unusual hobby, so that there was some 

continuity and point of communication on meeting. However, no information was 

given to Ms. Curtain concerning the author's previous estimate of depressive 

experience and personality, to allow independently derived judgements on such 

matters to be compared. 

In 1988, contact was made with all 164 subjects who had agreed in 1983 to 

continue in the study. Three males then requested not to be interviewed, although 

two of these returned the self-report questionnaires. Of the three, one subject had 
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just been admitted to a psychiatric clinic with a diagnosis of schizophrenia, the other 

two males were physically ill (one was recently diagnosed with leukaemia, the other 

had chronic renal failure and had suffered two failed renal transplants and 

recommenced a haemodialysis programme but was having medical complications). 

In all three cases, it was felt that the subjects' requests for privacy should be met. All 

three would have been expected to have rated as significantly depressed but for at 

least two, episodes may well have been excluded by the DIS algorithm as being due 

to medical causes. Two of these males had previously been allocated to the category 

of minor depression, while one had been free of depression. None of the three had 

attracted a diagnosis of major depression, dysthymia or anxiety disorder. 

One hundred and fifty one subjects (101 females and 50 males) were 

interviewed personally and 10 subjects (7 female, 3 male) were issued with a mailed 

version, because of geographical remoteness. This version (like that used in 1983) 

contained the same questions as used in the semi-structured interview in the identical 

format and a specially prepared mail version of the DIS. 

Evaluation of DIS data derived in mailed version 

The DIS was originally designed for direct interview. Since then, a version 

has been developed for computer use which was discussed in Chapter 2 (Blouin et 

al, 1988). The mailed version used in 1983 and 1988 followed the same format 

exactly as the interview version, with questions being asked as to whether symptoms 

had ever occurred, and if so, when. On return of the forms, the subject was 

telephoned to ensure complete understanding of the task, and in the event of positive 

responses, the subject was asked for the number of symptoms that had occurred 

episode by episode to assess concordance of reporting. 

To evaluate the acceptability and accuracy of such non-interview derived 

data, in 1983, 10 subjects (3 female, 7 male) were requested to complete the mailed 
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version of the DIS assessing anxiety and depression symptoms, and were 

subsequently interviewed in person. For 9 of the 10 subjects the judgments made at 

interview were the same as those made from the mail-generated data, although there 

was a tendency for subjects to report more symptoms at interview. For one subject, 

an episode of major depression was elicited at interview that had not been otherwise 

reported. Overall, it seemed that collection of data by mail was likely to lead to a 

slight under-representation of episodes of depression in those who were possible 

'cases'. Nevertheless, in order to achieve a high response rate for those entering the 

study 5 years earlier, and because any bias was small and affecting only 15 of the 

sample, the mailed version was included where relevant but, any depressive 

symptoms recorded in mailed questionnaires, were clarified by telephone contact. 

Tests of reliability of information 

At base-line, there was no attempt to corroborate information gathered. 

At the five-year follow-up, after the personal interview each subject was 

asked to nominate another person who had known them well for a number of years 

and who might be able to provide an independent account of the subject's depressive 

experience. Consent and a completed corroborative interview were achieved for 133 

of the 150 (88. 7%) subjects interviewed in person, and therefore 80.6% of the whole 

cohort. Where and when possible, the nominated witness was interviewed 

immediately to avoid discussion and "priming" by the subjects, and this occurred for 

56 of the 133 corroborative interviews. If the person nominated was not available, 

the subject was asked to inform that witness that there would be telephone contact in 

the next few days but not to describe the exact nature of the information to be 

sought. This procedure was adopted for the remaining 77 subjects. On a number of 

occasions, more than one witness was sought to clarify details. 
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Whether contact was in person or by phone, a similar approach was used. 

The objectives of the research were briefly explained (but without reference to the 

issue of sex differences) and the following question was put: "Has A, in the time that 

you have know him/her, ever experienced an episode of depression lasting at least 

two weeks, when he/she seemed depressed or sad or behaved very differently from 

normal or gave you cause for concern?". If the answer was negative, the informant 

was prompted once more "are you sure that.. .. ?" and, if again negative, no further 

exploration occurred. If the answer was positive, the informant was then asked: 

"Could you tell me when the episode(s) occurred and something about it (them)". 

Information was sought as to whether there was a persistent and qualitative 

difference in mood and behaviour, the timing of onset and duration of episodes, and 

the impact of the episode on the subject and others. If the informant volunteered 

details of possible causes for such episodes, this was noted but not otherwise 

pursued. Information concerning timing and severity of episodes was compared by 

the interviewer at that time to that given by the subject without the informant being 

aware of what the subject had reported. If there were discrepancies (e.g. a single 

episode with identical precipitating life events was noted by both but was dated 

inconsistently), further questions were asked for clarification. If on further 

questioning, it was clearly the same episode and both were able to give adequate 

explanation of the disparate timing, agreement was noted. 

At the ten-year follow-up, ten interviews (using the DIS) were undertaken, to 

establish inter-rater reliability of the two study raters, five prior and five subsequent 

to the commencement of the formal study. Of the ten subjects, four were patients 

who had presented with symptoms of depression, and six were non-clinical, hospital 

staff who had no connection with the study. 

Complete interviews (involving semi-structured interview and DIS) were 

also carried out on twelve study subjects. In both groups, Ms. Curtain and the author 
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Complete interviews (involving semi-structured interview and DIS) were 

also carried out on twelve study subjects. In both groups, Ms. Curtain and the author 

alternated as the interviewer, with each scoring responses independently. This is the 

same strategy as was used in PSE and DIS inter-rater reliability trials mentioned in 

Chapter 2. Results showed high inter-rater reliability (100% agreement) for both the 

studies across all diagnoses (see Table 6.2). 
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Table 6.2 Inter-rater reliability studies using the DIS 
to generate RDC categories, carried out in 1988 

Study group Numbers of subjects in 
each diagnostic category 

Diagnostic category 

1983 Rater 1988 Rater 
KW RC 

Volunteers (n = 10) 
RDC probable major depression 3 
RDC minor depression 3 
RDC intermittent minor depression 0 
No episode of depression 4 

Subjects in study cohort (n = 12) 
RDC probable major depression 3 
RDC minor depression 5 
RDC intermittent minor depression 0 
No episode of depression 4 

3 
3 
0 
4 

3 
5 
0 
4 



!Jse of the DIS to ~enerate dia~nostic cate~ories 

Some specific comments concerning use of the DIS are required. While 

DSM-III uses diagnostic criteria for major depression and dysthymia, it merely 

offers a brief description in defining a minor depressive disorder such as 'adjustment 

disorder with depressed mood', so allowing considerable subjectivity in rating. 

While the DIS is not designed to generate diagnoses for minor depressive disorders, 

the standardized questions generate material readily encapsulated by the RDC 

definition of minor depression. A 'case' of RDC minor depression was allowed if 

there had been a depressive episode lasting at least 2 weeks and possessing two of 

the eight DSM-III symptoms used for major depression, with RDC functional 

impairment criteria also fulfilled. This allowed for inclusion of subjects to the 

category of RDC definite minor depression, who reported a depressive disorder with 

2-3 of the 8 possible symptoms, with a duration of more than two weeks but less 

than two years. SADS/RDC provides 8 further symptoms such as "self-pity, needing 

reassurance or help from somebody, brooding about unpleasant events that have 

happened" and a category of 'probable' minor depression for an episode of one 

week's duration, so that the criteria used here were stricter than those in SADS/RDC 

system. 

Special characteristics of the group 

The subjects in the study are notable for their level of intelligence, degree of 

cooperation and accessability at follow-up. This was facilitated by the group's clear 

commitment at the commencement which involved provision of a long-term contact 

address. Thus, they are not comparable with a randomly selected general population 

group, as the hypotheses were predicated on the selection of a socially homogeneous 

group. 

Also, the DIS was administered at the end of a semi-structured interview, 

rather than in isolation as had been the case in many studies, including the ECA 
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study. This enabled the gathering of a wide range of background information prior 

to administration of the DIS, with the possible advantage of prompting higher recall 

of depressive symptoms and episodes than in a 'stand-alone' DIS interview. A time­

line which noted the number and timing of episodes along with significant life 

events was also employed at the end of the interview. 

The diagnostic categories generated by DIS allowed calculation of 

prevalence over lifetime, and new case rates over the discrete five-year periods of 

the study. 

'Caseness' was determined using both RDC and DSM-III systems. Subjects 

were included as RDC cases if they had experienced episodes of major depression 

(definite or probable), or definite minor or intermittent minor depression, so that all 

subjects had experienced depressive episodes lasting at least two weeks, with 

symptoms from a minimum of two categories with the imposition of the RDC help­

seeking/functional impairment criteria. Subjects who were DSM-III cases had either 

experienced an episode of significant major depression, which is identical to the 

RDC major depression (definite and probable) or dysthymia. Subjects who were 

DSM-III cases had either experienced episodes of at least two weeks' duration and a 

minimum of four symptoms or an episode lasting at least two years with a minimum 

of two symptoms, again the RDC help-seeking/functional impairment criteria 

imposed. 

With use of the SADS/L interview, the RDC does allow for one less symptom to 

reach threshold for RDC major depressive disorder when examining lifetime rates. 

As both current and lifetime episodes were being examined simultaneously, the 

DSM-III major depression category was used throughout. 
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_Analysis of data 

Data were analysed using the Statistical Package for Social Sciences 

(SPSS/PC+ V2.0, 1988), including a computer algorithm written by Dusan Hadzi­

Pavlovic, Division of Psychiatry, Prince Henry Hospital, to derive DSM-III and 

RDC diagnoses from the DIS-generated data. 

Two-tailed t-tests were used for analysis of continuous variables. Chi square 

tests were used for categorical variables with Yates' correction applied if any cell 

had an observed frequency of less than 5. Degrees of freedom are quoted for values 

greater than one. 

Other statistical techniques will be noted in the text where appropriate. 
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ANALYSIS OF DATA IN TERMS OF SEX DIFFERENCES 
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Introduction 
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This chapter will report results from data collected at the 1978, 1983 and 1988 

assessments. All data will be examined for sex differences using univariate analyses. 

Results for the DIS-derived diagnostic categories will be reported in the following chapter. 

Of the original 170 subjects, 165 (97 .1 % ) were successfully located in 1983, at the 

five-year follow-up. The data reported for base-line assessment and five-year review will 

therefore be for the 165 subjects (109 females and 56 males) who completed the assessments 

in 1978 and 1983 (see Table 6.1 for flow chart). 

In 1988, 164 subjects (108 females and 56 males) were located and there are 

complete data for 161 subjects ( 108 females and 53 males), as three males withdrew from 

the DIS interview. Of the three males who declined interview, two completed the self­

repon measures, while the third provided socio-demographic and health details only. 
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Unless otherwise stated, the denominators for reponed percentage rates are 165 

(109 females and 56 males) for data collected at 1978 and 1983 assessments and 161 ( 108 

females and 53 males) at 1988. The denominators have been adjusted to account for 

occasional missing values, where the number of subjects involved is less than 5% of the 

total and the missing values are random. The number of subjects comprising the 

denominator will be stated if numbers of subjects vary by more than 5% or for a specific 

reason (e.g. consideration of the number of subjects with partners, rather than simply the 

total number of subjects). 

Issues concerning the reliability of data collected at five and ten year follow-up will 

be addressed in Chapter 9. 

Psychosocial data at base-line, five-year and ten-year reviews 

Table 7.1 summarises the socio-demographic data (for 109 females at 1978 and 

1983 and 108 females at 1988; for 56 males on all three occasions). At base-line in 1978, 

the sexes did not differ on any of the variables examined (e.g. age, marital status, number 

with children, employment and social class). The mean age of the cohort (of 165 subjects) 

at entry was 23.4 years, and there was no difference in mean ages of the males and females. 

Seventy-five percent were in the 21 to 23 year age range, and only four were 35 years or 

older. The age range of the four subjects who had requested to withdraw from the study 

was 31.0 years at base-line (range 26 to 36 years) so that they were among the older 

members of the cohon. 

Separate categories are given for married and never married subjects, but some of 

the 'never married' were living in de facto relationships and are reponed with the married 

group in the 'living with partner' category. The number of subjects living with partners 

(whether married or not) rose markedly from 1978 to 1983, and still funher by 1988, but 

rates remained equivalent for both sexes. 
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Table 7.1 Socio-demographic characteristics of the sample, 
by sex, from the 1978, 1983 and 1988 assessments 

Variable Year Female Male x2 

Marital state 
Married 1978 23 9 0.32 

1983 58 25 0.76 
1988 69 34 0.00 

Never married 1978 80 45 0.98 
1983 32 24 3.01 
1988 22 17 2.65 

Previously married 1978 6 2 0.03 
(divorced, widowed, 1983 19 7 0.36 
separated) 1988 17 5 0.91 

Partner status 
Living with partner 1978 23 11 0.05 

1983 66 30 0.74 
1988 79 38 0.04 

Number with children 1978 9 4 0.00 
1983 39 17 0.70 
1988 69 33 0.04 

Employment 
1979# Full-time 83 47 1. 34 
1983 87 50 2.35 
1988 55 49 25.02*** 

Part-time 1979# 21 8 0.63 
1983 13 4 0.48 
1988 33 4 9.37** 

Unemployed, ill 1979 12 3 1. 43 
1983 13 6 0.00 
1988 1 3 1. 63 

Home duties 1979 2 0 0.72 
1983 11 0 4.54* 
1988 19 0 8.95** 

Social class 1978 1 16 4 
2 46 19 4.98 
3 39 29 df=3 
4 6 2 

Ag_e in :tears 1978 23.1 23.9 t =-1.21 
1983 29.1 30.1 t =-1.51 
1988 33.4 34.0 t = 0.89 

# First year of work 
* p <.05, ** p <.01, *** p <.001 
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The number of married subjects rose at each follow-up, from 21 % of the females 

and 16% of the males at the intake assessment in 1978, to 53% and 45% respectively in 

1983, to 65% and 66% respectively in 1988, with the likelihood of marrying over each 

interval being similar for the two sexes. Similarly, less than 10% were parents in 1978, 

rising to one-third in 1983 and two-thirds in 1988, the increased parenthood rate being 

similar for both sexes. The mean number of children rose from 0.2 for females and 0.1 for 

males in 1978 (t=0.53, ns) to 0.6 for both sexes in 1983 (t=-0.07, ns), to 1.3 for both sexes 

in 1988 (0.05, ns). 

Of those subjects employed in full-time work, 81 % were in teaching jobs in 1979 

(the first year after teachers' college); 78% in 1983 and 73% in 1988. For those employed 

in part-time work in 1979, 83% were engaged in teaching jobs, falling to 65% in 1983 and 

rising again to 80% in 1988. From 1983 to 1988, there was an increasing number of 

females working part-time (generally teaching), with the likelihood of females being 

engaged in home duties rising from 2% (of females) in 1979 to 10% in 1983, and to 17% in 

1988. When the changing work patterns for females are compared with the stable work 

patterns for males (no males reported being engaged solely in home duties at any time), 

evolving sex differences are noted, with a statistically significant preponderance of males 

in full-time work (by 1988), females in part-time work (by 1988) and females engaged in 

home duties (1983 and 1988). While males and females were becoming parents at much 

the same rate, the differing work patterns reflect sex differences in the effect of parenting 

responsibilities. 

There were no sex differences in social class data based on subjects' fathers' 

occupations in 1978. Social class was not considered further as this factor was controlled 

in the choice of a sociodemographically homogeneous cohort at base-line. 



Table 7.2 Assessment in 1978 of current and future 
relationship, by sex 

Current relationship* 

Female Male 
None 17 (15.6%) 10 (17.9%) 
Superficial 9 ( 8.3%) 13 (23.2%) 
Serious 16 (14.7%) 11 (19.6%) 
Committed 64 (58. 7%) 22 (39.3%) 

106 (97.3%) 56 (100%) 

Sex difference x2 = 9.45, df=3, p <.05 

Anticipated relationship in five years' time* 

Female Male 
None 0 ( 0. 0%) 2 ( 3. 6%) 
Superficial 1 ( 0. 9%) 1 ( 1. 8%) 
Serious 5 ( 4. 6%) 3 ( 5.4%) 
Committed 100 (94.3%) 49 (89 .1%) 

106 (97.3%) 56 (100%) 

Sex difference x2 = 4 • 2 6 t df=3, ns 

* 3 females failed to respond to the question 
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Table 7. 3 "Ideal" or "close to ideal" levels of perceived 
social support by sex, from 1983 and 1988 data 

Year Female Male x2 

In normal circumstances 

From partner 1983 74 (80.4%) 36 (78.3%) 0.13 
1988 76 (79.2%) 33 (80.5%) 0.01 

From family 1983 75 (68.8%) 34 (60.7%) 1.08 
1988 73 (67.6%) 35 (66.0%) 0.01 

From friends 1983 74 (68.5%) 36 (65.6%) 1. 60 
1988 79 (73.1%) 28 (52.8%) 6.58* 

In times of stress 

From partner 1983 75 (81.5%) 37 (80.4%) 0.12 
1988 73 (76.0%) 34 (85.0%) 3.46 

From family 1983 83 (77. 6%) 42 (75.0%) 0.03 
1988 75 (70.1%) 33 (62.3%) 0.83 

From friends 1983 80 (74.1%) 38 (69.1%) 0.56 
1988 90 (84.9%) 26 (57. 8%) 20.74*** 

* p <.05, ** p <.01, *** p <.001 
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ferceprion of social support 

In 1978, subjects had been asked to estimate the type of relationship (e.g. 'serious, 

likely to be ongoing', 'committed to one partner' or 'casual') in which they were currently 

involved and what they anticipated in five years' time (Table 7.2). This question 

considered whether the females were more likely to wish to have a committed relationship 

in the future. In 1978, females were more likely to be involved in a 'serious' or 'committed' 

relationship than the males, but the substantial majority of each sex anticipating 

involvement in a 'committed' intimate relationship five years' hence, with no evident sex 

difference. 

Subjects were asked in 1983 and 1988, to estimate the level of social support 

(reported as 'ideal', 'close to ideal', 'moderately ideal' and 'far from ideal') that they received 

from their partners, family and friends (i) "in normal circumstances" and (ii) "in times of 

stress" (Table 7.3). These questions were aimed at determining rates of perceived 

adequacy of social support in times of stress and data are reported in terms of those 

reporting 'ideal' or 'close to ideal' levels of social support. The numbers are smaller for the 

category of support from their partner, as some subjects (33 in 1983 and 29 in 1988) did not 

have a partner. 

In 1983, there were no sex differences in levels of perceived social support from 

partner, family or friends either "in normal circumstances" or "in times of stress". In 1988, 

females were more likely to report 'ideal' or 'close to ideal' support from friends, both "in 

normal circumstances" and "in times of stress". There was a trend which just failed to 

reach statistical significance (p=0.07), for males to be more likely to report 'ideal' or 'close 

to ideal' levels of support from their partner "in times of stress". 



136 

factors involved in choice of teaching as a career 

In 1978, subjects were asked to rate a series of possible motivations for choosing 

teaching as a career. Table 7.4 reports the distribution for those subjects rating the 

motivating factors as 'of some relevance' or 'very relevant' to them. 

Males were more likely to report being motivated towards a teaching career by 

exposure to an influential role model and tended to be more likely to report such motivating 

factors as the presence of a teacher in the family and lack of other appealing options. The 

opportunity of working with children and the work conditions were the most commonly 

endorsed motivating factors, with no sex differences. 

Table 7 .5 reports data for the type of teacher training undertaken. The choice of 

teacher training usually reflected the subject's undergraduate degree, although some of the 

group (particularly the males) with degrees in areas other than science and mathematics had 

been encouraged to undertake primary teaching. Significantly more males had gained 

undergraduate degrees in mathematics, science or commerce and intended to teach in these 

subject areas in high schools (x2=18.82, p <.001). Females were more likely to have 

specialised in the humanities and social sciences, with 64% of females (as compared to 

25% of males) having gained an undergraduate degree in these areas, and more intended to 

teach such subjects in high schools (x2=7.03, p <.01). 

There were no sex differences in those undertaking infants/primary training 

<x2=1.63, ns) and the remainder of the cohort were involved in special education courses 

(teaching of the developmentally disabled and adult migrants). 

Table 7 .6 reports work locations in the first year of teaching in 1979, and at the time 

of the five-year follow-up, in 1983 (n= 165). The patterns of work location are very similar 

for each sex on both occasions. There were equal numbers of males and females who had 

never taught but were engaged in other work, which usually involved an alternative 



Table 7.4 Motivations for choice of teaching as a career, 
by sex, from 1978 data 

Reason Female Male 

Working with children 97 (91.5%) 51 (92.7%) 

Standing of profession 62 (57.4%) 30 (54.6%) 

Work conditions 99 (92.5%) 51 (92.7%) 

Teacher as a family member 18 (16. 7%) 16 (28.6%) 

Exposure to a good teacher 42 (39.3%) 31 (55.4%) 

Nothing else appealed 44 (41.5%) 31 (56.4%) 

x2 

0.17 

0.16 

0.00 

3.29 

4.25* 

3.35 

* p <.05 
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Table 7.5 Type of teacher training undertaken, by sex, from 1983 data 

Subject area Female Male 

Maths/science/commerce 18 (16.5%) 31 (55. 4%) 

English/history/library 27 (24.8%) 8 (14. 3%) 

Geography 4 ( 3.7%) 0 ( 0.0%) 

Other languages 7 ( 6. 4 % ) 0 ( 0.0%) 

Art/music 14 (12.8%) 6 (10.7%) 

Infants/primary 31 (27.5%) 10 (17.9%) 

Special education 8 ( 7.4%) 1 ( 1. 8%) 
109 (100%) 56 (100%) 

Sex difference x2=31.33, df=6, p <.001 
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application of their university degree. The trend for more females to have resigned from 

teaching by 1983 (20% of females vs 9% of males) reflects the change in females' work 

patterns reported in Table 7 .1. 

In 1978, prior to commencing their teaching careers, subjects had been asked to 

estimate how they would perform at work, rating their answers on a visual analogue scale 

allowing for a range from Oto 8). High scores (as reported in Table 7.7) reflect 

endorsement of the statement. There was a sex difference in imagined pleasure to be 

derived from work, with females anticipating it to be more pleasurable. This difference 

was reiterated in 1983 (but not in 1988) when females scored more highly on a different 

scale rating occupational importance and satisfaction (see Table 7.16). 

Experience of illness and help-seeking behaviour 

The rates for illness and help-seeking patterns (Table 7 .8) include the three males 

who did not complete the DIS interview. In the help-seeking categories, some subjects 

sought help from more than one source and are included under each category. Subjects are 

counted only once in the total professional help category. 

There was no significant sex difference in reporting significant illness, operations or 

accidents in males over the three five-year periods (pre-1978, 1978-83, 1983-88) but there 

is a trend for females to report more episodes in the last five-year period ( 1983-88) due to 

incidents related to child-rearing (e.g. miscarriage, caesarian section, termination of 

pregnancy). 

Subjects were asked what professional help they had ever sought for depression. 

When asked in 1983, there were no sex differences in those who reported seeking any 

professional help for depression up to that time. In the group who had sought help, 19 

females (17% of females) and 11 males (20% of males) had found the help 'moderately' or 

'very' useful <x2=2.02, ns). When asked in 1988 about any professional help up to that 



Table 7.6 Teaching practices and location in 1979* and 1983, by sex, 
from 1983 data 

Location in 1979 Location in 1983 

Female Male Female Male 

State school system 77 (70. 6%) 37 (66.1%) 61 (56. 0%) 32 (57 .1%) 
Catholic schools 6 ( 5.5%) 5 ( 8.9%) 3 ( 2. 7%) 4 ( 7.1%) 
Independent schools 4 ( 3. 7%) 4 ( 7.1%) 2 ( 1. 8%) 5 ( 8.9%) 
Migrant & special services 4 ( 3. 7%) 2 ( 3.6%) 6 ( 5.5%) 3 ( 5.6%) 
Tertiary institutions 2 ( 1. 8%) 1 ( 1. 8%) 2 ( 1. 8%) 1 ( 1. 8%) 
Travel or further study 1 ( 0.9%) 1 ( 1. 8%) 1 ( 0. 9%) 0 ( 0.0%) 
Resigned from teaching 2 ( 1. 8%) 0 ( 0.0%) 22 (20.2%) 5 ( 8.9%) 
Never taught, other work 13 (11. 9%) 6 (10. 7%) 12 (11. 0%) 6 (10.7%) 

109 (100%) 56 (100%) 109 (100%) 56 (100%) 

Significance x2 = 2. 99, df=7, ns x2 = 9. 4 6, df=7, ns 

* 1979 was first year after graduation 

t-' 
J:::,. 
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Table 7.7 Prediction of work experience, by sex, from 1978 data 

Work will ..... 
be a great pleasure for me 

be as difficult as could be 
imagined 

not be emotionally draining 
at all 

giving me feelings of doubt 
and low self confidence a lot 

Female 

6.20 (1.15) 

3.42 (1.55) 

3.95 (1.52) 

3.20 (1.36) 

Male 

5.76 (1.22) 

3.71 (1.70) 

4.11 (1.65) 

3.04 (1.55) 

t-test 

2.19* 

-1. 06 

-0.57 

0.65 

* p <.05 

I-' 
,b 

I-' 
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time, 29 females (27% of females) and 11 males (21 % of males) found such help to be 

'moderately or 'very' useful (x2= 0.71, ns). 

There were sex differences in rates of help-seeking from general practitioners for 

depression. Subjects were also asked to estimate the number of visits (for any health 

reason) they had made to a general practitioner over the previous twelve months. In 1983 

(for 109 females and 56 males), females reported an average of 3.7 visits, males 4.9 visits 

(including one male who had numerous visits because of chronic renal failure). The 

number of visits for males fell to 2.3 if the three males who subsequently left the study are 

excluded (one of these being the man with renal failure). There is then a significant sex 

difference in number of visits (t=2.95, p <.005), with females being more likely to visit. 

When asked in 1988, concerning the preceding twelve months, for 108 females and 

53 males, the females reported more visits, with a mean of 4. 7 visits, and the males a mean 

of 2.1 visits (t=2.89, p <.005). However, this comparison does not include the three males 

who did not fully complete the questionnaires because of chronic illness and their inclusion 

would have increased the rates for males. 

Females were more likely to have sought help from friends both in 1978 and 1988, 

leading to significant sex differences. In 1983 males reported seeking out friends at about 

the same rate as females (and at a higher rate than in either 1978 or 1988) so that there was 

no sex difference in help-seeking from friends at that time. When these data are considered 

together with data for reported levels of satisfaction with perceived social support reported 

in Table 7 .3, they indicate a trend for females to retain their friends as an important source 

of social support when depressed (Table 7.8) and in times of stress (Table 7 .3) where at 

1988, 85% of females rated friends as giving 'ideal' or 'close to ideal' support but only 76% 

of females rated their partners thus. On the other hand, data in Table 7.3 reports that males 

reported 'ideal' or 'close to ideal' social support in times of stress from friends at the same 
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Table 7. 8 Experience of illness and help-seeking behaviour 
when depressed, by sex, from 1978, 1983 and 1988 data 

Patterns of illness Assessment Females Males x2 

Chronic illness Pre-1978 7 ( 6.4%) 3 ( 5.4%) 0.10 
Chronic medication Pre-1978 6 ( 5. 5%) 3 ( 5. 4%) 0.01 

Illness, operation or 1978-83 26 (23.9%) 14 (25.0%) 0.01 
injury in past 5 years 1983-88 36 (33.3%) 14 (25.0%) 2.63 

HelE-seeking when depressed 

Professional help, total · Pre-1978 16 (14.7%) 6 (10.7%) 0.29 
1978-83 30 (27.5%) 15 (26.8%) 0.01 
1983-88 43 (39.8%) 18 (32.1%) 1.04 

From general practitioner 1978-83 19 (17.4%) 9 (16.1%) 0.06 
1983-88 25 (23.2%) 9 (17.0%) 0.81 

From psychiatrist 1978-83 7 ( 6.4%) 7 (12.5%) 2.53 
1983-88 8 ( 7. 4%) 9 (16.1%) 3.45 

From counsellor 1978-83 15 (13.8%) 6 (10.7%) 0.14 
1983-88 11 (10.2%) 5 ( 8. 9%) 0.02 

From friends Pre-1978 74 (67.9%) 27 (49.1%) 6.03* 
1978-83 92 (84.4%) 48 (85.7%) 0.05 
1983-88 85 (78.0%) 31 (59. 6%) 7.21* 

Medication "for nerves" Pre-1978 12 (11.0%) 4 ( 7 .1%) 0.55 
1978-83 14 (12.8%) 9 (16.1%) 0. 72 
1983-88 26 (24.1%) 15 (26.8%) 0.15 

* p <.05 
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rate as females only in 1983 (86% of males vs 85% of females) but by 1988, only 58% of 

males rated their friends and 85% of males had rated their partners thus. 

In summary, both sexes reported similar there were similar patterns in overall rates 

of illness and help-seeking from any professional at 1978, 1983 and 1988. By 1988, 

females were more likely to have consulted a general practitioner and males to have 

consulted a psychiatrist but these differences were not statistically significant. 

Females were more likely to seek out their friends in normal circumstances and 

when depressed, but this difference did not reach statistical significance in 1983, where 

male and female help-seeking patterns were more similar in this regard. The finding that 

males tended to be more satisfied (than females) with levels of support from partners in 

times of stress in 1988 may reflect a sex difference in patterns of help-seeking. Males may 

perceive the most readily available support as satisfactory (i.e. friends in 1983, partner in 

1988), while females more actively retain friendships as a valued social support, and there 

was, by 1988, a perception that friends offered more satisfactory social support 

(particularly in times of stress) than their partners. 

Drue and alcohol use 

Alcohol and drug usage was not estimated in 1978. Table 7. 9 reports data from 

1983 and 1988 assessments. Fewer subjects of both sexes reported drinking alcohol at 

1988 than at 1983. There were no sex differences in intake of alcohol although there was a 

trend for males to have a higher weekly consumption (based on mean consumption for 

those who drank alcohol). 

In 1983, there were no sex differences in numbers of subjects who were smoking. 

By 1988, many of the group had ceased smoking, but there were more of such men, leading 

to a sex difference. 



Table 7.9 Drug and alcohol use, by sex, 

Drug usage Assessment Female 

Drink alcohol Up to 1983 103 (94.5%) 
1983-88 80 (74 .1%) 

Mean weekly intake In 1983 52.1 (53.7%) 
of alcohol (grams) In 1988 56.0 (42.6%) 

Smoke cigarettes Pre-1983 30 (27.5%) 
1983-88 19 (17.6%) 

Have tried Up to 1983 34 (31.2%) 
cannabis Up to 1988 39 (36.1%) 

Have used Up to 1983 4 ( 3.7%) 
narcotics Up to 1988 3 ( 2.8%) 

from 1983 and 1988 data 

Male Significance 

51 (91.1%) x 2 = 0.26 
32 (60.4%) x 2 = 3.15 

72.3 (108.5) t =-1.69 
83.8 ( 88. 3) t =-1. 70 

I 

9 (16.1%) x2 = i.23 
2 ( 3. 8%) x 2 = 4.67* 

24 (42.9%) x 2 = 2.21 
27 (53.8%) x 2 = 2.38 

2 ( 3. 6%) x 2 = 0.17 
2 ( 3.6%) x 2 = 0.02 

* P <.05 

.._. 
J:>, 
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Subjects were asked whether they had used cannabis either regularly or socially. 

There were no significant sex differences in rates of those who reported having smoked 

either at 1983 or 1988 assessments, although there was a trend for males to be more likely 

to have done so. Of those who said that they had smoked cannabis, use was generally 

experimental, being confined to a total of five occasions or less (ever). Only one male was 

currently smoking cannabis daily and admitted that he had a problem with his current level 

of usage. No member of the cohort was currently addicted to heroin although one female 

was using heroin recreationally and one male had been arrested for possession of narcotics 

and had only recently ceased participation in a methadone programme. 

CQpin~ styles when depressed 

Subjects were asked which of a variety of coping styles were utilised during 

depressive episodes (see Table 7.10). Females were far more likely to report spending 

money on themselves and over-eat when depressed at 1983 and 1988 follow-ups. In 1983, 

males were more likely to report engaging in reckless behaviour but not in 1988, while 

females were more likely (in 1988 only) to report spending time with friends. 

Experience of life events 

In 1979, 101 subjects in the cohort had responded to a request to rate a series of 

positive and negative life event items (on a Oto 8 scale) in terms of the predicted impact 

each event would have had on themselves. The method (as described in Chapter 6) was 

designed to generate individual and group mean predictive scores for each item which 

could be used for comparison with actual ratings of impact of specific life events when they 

occurred subsequently. The aim of the technique was to allow comparison of anticipated, 

and subsequent actual effects to examine for sex differences (e.g. whether either sex was 

more likely to perceive life events as more threatening) and individual differences (e.g. 

whether a depressed individual was likely to ascribe 'effort after meaning' to negative life 

events preceding the onset of a depressive episode). The same technique was used for both 

positive and negative life events. As 101 subjects responded in 1979, individuals 



147 

Table 7.10 Coping styles utilised when depressed, by sex, 
from 1983 and 1988 data 

Coping style Year Female Male x2 

Be reckless 1983 15 (13.9%) 20 (36.4%) 10.92*** 
1988 16 (14.8%) 10 (19.2%) 0.21 

Eat more 1983 48 (44.4%) 11 (20.0%) 8.40** 
1988 56 (51. 6%) 15 (28.8%) 6.62* 

Drink more 1983 27 (25.0%) 17 (30.9%) 0.38 
alcohol 1988 25 (23.2%) 14 (30.9%) 0.11 

Spend money 1983 53 (48.6%) 11 (20.0%) 11.73** 
on self 1988 54 (50.0%) 10 (19.2%) 12.59*** 

Become careless 1983 2 (1.9%) 0 ( 0.0%) 0.07 
with contraception 1988 1 (0.9%) 1 ( 1. 9%) 0.00 

Busy oneself in 1983 51 (47.2%) 22 (40.0%) 0.50 
work or hobby 1988 56 (51. 9%) 22 (42.3%) 0.93 

Socialise 1983 28 (25.9%) 11 (20.0%) 0.42 
1988 29 (26.9%) 13 (25.0%) 0.00 

Do something to get 1983 54 (50.0%) 27 (49.1%) 0.00 
mind off problem 1988 66 (61.1%) 33 (60.0%) 0.00 

Shop-lift 1983 1 ( 0.9%) 0 ( 0.0%) 0.00 
1988 0 ( 0. 0%) 0 ( 0.0%) 0.00 

Spend time with 1983 50 (46.3%) 23 (41.8%) 0.14 
friends 1988 67 (62.0%) 23 (44.2%) 4.10* 

Ignore the 1983 22 (20.4%) 7 (12.7%) 0.98 
problem 1988 33 (30.6%) 14 (26.9%) 0.08 

Think through 1983 68 (63.0%) 38 (69.1%) 0.36 
the problem 1988 84 (77.8%) 40 (76.9%) 0.04 

Take care of 1983 23 (21. 3%) 6 (10.9%) 2.03 
physical appearance 1988 17 (15. 7%) 5 ( 9.6%) 0.65 

Develop a new skill 1983 9 ( 8.3%) 3 ( 5.6%) 0.12 
1988 13 (12.0%) 5 ( 9. 6%) 0.03 

Day dream 1983 40 (37.0%) 22 (40.0%) 0.04 
1988 52 (48.2%) 25 (48.1%) 0.00 

* p <.05, ** p <.01, *** p <.001 
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predictive ratings were only available for the subjects and group mean predictive scores for 

each item were derived from the scores of the same 101 subjects. 

When life events for the previous twelve months were fully reviewed in 1983, the 

165 subjects in the cohort confirmed whether each life event had occurred and then rated 

the effect of such events on themselves on a Oto 8 scale for each item. Three life event 

effect impact scores were obtained - the actual weighting given at 1983 for events over the 

past twelve months, the predicted weighting given to those same events in 1979 (for the 

101 subjects who had previously completed the predictive inventory) and the group mean 

predicted score for each item estimated from the 1979 data set. 

The positive and negative total life event scores represent two combined scores for 

perceived impact of all the events that subjects had encountered over the previous twelve 

months. Data for 165 subjects reported in Table 7 .11 shows slight but non-significant 

trends for females to report higher scores than males for both positive and negative life 

events. When the subjects' scores were compared with their own predictive score (n=lOl) 

and the group mean predicted scores, there were no significant differences. These findings 

imply that there is no sex effect in anticipatory perception of the effect of life events and 

that the sexes had similar views on the degree of distress elicited by both positive and 

negative life events. 

In 1988, subjects (n= 161) were given a simplified check list of life events over the 

previous twelve months. Table 7 .12 reports data on subjects who affirmed the presence of 

the various life events. There were no sex differences in the likelihood of having 

experienced such life events estimated as likely to precipitate depressive episodes (e.g. 

break-up of intimate relationship, illness, death in family). 
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Table 7 .11 Subjects' reported life events scores for twelve months 
up to 1983 (for 165 subjects), with subjects' own and 
group mean predicted life event scores from 1979 data 
(for 101 subjects), all analysed by sex 

Life event Year Female Male 
scores assessed mean(SD) mean(SD) 

Total positive life events 1983 394 (219) 367 ( 21 7) 
Subjects' predicted score 1979 360 (223) 358 ( 236) 
Group predicted score 1979 284 ( 161) 274 (14 9) 

Total negative life events 1983 91 ( 10 8) 67 ( 100) 
Subjects' predicted score 1979 97 ( 132) 84 ( 10 6) 
Group predicted score 1979 93 ( 118) 72 ( 75) 

Table 7.12 Life events over the last twelve months (1987-88), 
by sex, from 1988 data 

Life event Female Male 

Serious illness or accident 11 (10.2%) 6 (11.3%) 

Dismissal from job 6 ( 5.6%) 2 1 . 9% l 

Unemployed for over a month 17 ( 15. 7% l 5 9. 4%) 

Break-up of relationship 20 (18.5%) 10 (18.9%) 

Death of close family member 25 (23.2%) 9 (17. 0%) 

Birth of a child 39 (36.1%) 18 (34.0%) 

Change of marital status 18 (16.8%) 4 ( 7. 6%) 

t-test 

0.74 
0.05 
0.67 

1. 45 
0.52 
1. 40 

x2 

0.02 

0 .11 

1. 20 

0.00 

0.81 

0.07 

2.57 



Table 7.13 

Duration 

Minutes 1 

Hours 1 

Days2 

Weeks 2 

Months 2 

Trivial 1 2s 
sustained 

Self-reported duration of episodes of depression from 1978, 
1983 and 1988 assessments. On each occasion duration is 
reported for the previous twelve months, analysed by sex 

1978 1983 1988 

Female Male Female Male Female Male 

13 ( 13%) 4 ( 8%) 12 ( 11%) 9 ( 16%) 7 ( 6%) 6 ( 11 % ) 

44 (23%) 19 ( 4 0%) 60 (55%) 29 (53%) 46 (43%) 24 ( 4 7%) 

35 ( 35%) 22 ( 4 6%) 29 (27%) 14 (25%) 46 ( 4 3%) 18 ( 35%) 

6 ( 6%) 2 ( 4 % ) 5 ( 4 % ) 1 ( 2%) 4 ( 4%) 2 ( 4%) 

1 ( 1 % ) 1 ( 1 % ) 3 ( 3%) 2 ( 4%) 4 ( 4 % ) 1 ( 2 % ) 

x2=1.42, ns x2=0.05, ns x2=0.85, ns 

t--' 
(.J1 

0 
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,Self-reported number of depressive episodes 

At all three assessments, subjects were asked to estimate the number of discrete 

episodes of depression they had experienced over the previous twelve months. They were 

given the following definition designed to describe depression ranging from 'normal' to 

'clinical': "a significant lowering of mood with or without feelings of guilt, hopelessness 

and helplessness, or a drop in one's self-esteem". 

At base-line assessment, in 1978, there were no sex differences in such reports, with 

both males and females reporting a mean of 8.6 episodes in the previous year (t=0.99, ns). 

In 1983, both sexes reported an increased number of episodes, females reporting a mean of 

21.5 (SD 50.5) and males a mean of 22.3 (SD 55.8), with no sex differences (t=0.93, ns); in 

1988, females reported a mean of 8.5 (SD 9.0) episodes and males, 8.4 (SD 11.6) episodes, 

with no sex difference (t=0.95, ns). The increase in the number of episodes in 1983 

coincided with the early years of teaching, but the rate returned to 1978 levels by 1988, 

with no sex difference apparent on any occasion. The reported duration of these episodes is 

reported in Table 7 .13. 

When average duration of such depressive episodes was divided into categories of 

'trivial' (duration of minutes to hours) or 'sustained' (duration of days to months), there were 

no significant sex differences at 1978, 1983 or 1988. It is of interest to note that at each 

assessment less than 10% of the sample reported average episodes lasting weeks or months. 

Precipitants to depression 

In 1978, subjects were asked "to consider some common precipitants to depression" 

in terms of the likelihood that these might cause depression in themselves. Table 7 .14 

reports the numbers of subjects who judged the various precipitants as "frequently" 

resulting in their becoming depressed. 



Table 7.14 Likely precipitants for depression, from 1978 data, by sex 

"Possible precipitant to depression" 

Too many life changes over a period 
Failure to attain an important goal 
Break-up of an important relationship 
Failure to live up to own standards 
Being rejected or distanced 
A fall-off in support to self-esteem 

"Frequently results in depression" 

Too many life changes over a period 
Failure to attain an important goal 
Break-up of an important relationship 
Failure to live up to own standards 
Being rejected or distanced 
A fall-off in support to self-esteem 

Females 

28 (26.2%) 
56 (52.3%) 
75 (70 .1%) 
76 (71. 0%) 
83 (77.6%) 
54 (50.5%) 

Females 

7 ( 6.5%) 
29 (27 .1%) 
40 (38 .1%) 
37 (34.6%) 
38 (35.5%) 
16 (15.0%) 

* p <.05, 

Males 

11 (20.0%) 
39 (70.9%) 
36 (65.5%) 
35 (63.6%) 
38 (69.1%) 
20 (36.4%) 

Males 

4 ( 7.3%) 
3 ( 5.5%) 

13 (23.6%) 
10 (18.2%) 
14 (25.6%) 

2 ( 3.6%) 

** p <.01 

x2 

0.75 
5.05* 
0.34 
0.88 
0.06 
2.86 

x2 

0.02 
9.37** 
3.08 
4.70* 
3.20 
4.70* 

f-' 
(.J1 

N 



Table 7.15 Assessment of personality style of subjects at interview 
for 98 females and 51 males interviewed in person in 1983 
and 99 females and 45 males interviewed in person in 1988 

Assessment year and rate 

Personality assessment 1983/K.W. 1988/R.C. 

Female Male Female Male 

Effective style 59 (60.2%) 32 (68.6%) 65 (65. 7%) 33 (73.3%) 
Slight impairment 32 (29.4%) 15 (26.8%) 30 (30. 3%) 7 (15.6%) 
Moderate impairment 6 ( 5.5%) 3 ( 5.4%) 4 ( 3.7%) 4 ( 7.6%) 
Chronic impairment 1 ( 0. 9%) 1 ( 1. 8%) 0 ( 0.0%) 1 ( 1. 9%) 

Effective v the rest x2=0.02, ns x2=0.s2, ns 

Effective/slight 
x2=o.o3, x2=1.57, Impairment v the rest ns ns 

...... 
(.Jl 

w 
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Four items (i.e. "too many life changes", "break-up of an important relationship", 

"being rejected") were rated similarly by both sexes. Females were more likely to rate 

"failure to achieve an important goal", "failure to live up to own standards" and "a fall-off 

in support to self-esteem", despite the fact that the mean number of reported episodes was 

the same (both sexes had reported a mean of 8.6 episodes over the previous twelve 

months). Thus despite similar depression rates, the sexes appeared to differ in terms of 

differential life stressors. 

Perception of self as a "nervous person" and interviewer assessment of personality 

In 1983 and 1988, subjects were asked whether they saw themselves "as a nervous 

person". In 1983, 37% of females (n=40) and 29% of males (n=16) rated themselves as 

"nervous"; there were no significant sex differences (x2=2.63, ns); while 31 % of females 

(n=33) and 19% of males (n= 10) rated themselves thus in 1988, again with no sex 

differences (x2=6.63, ns). 

At the same two occasions, the interviewer made an assessment of personality 

based on the interview (see Table 7 .15). This was done for 98 females and 51 males 

personally interviewed by the author in 1983 and for 99 females and 45 males personally 

interviewed by Ms. Curtain in 1988. Those with 'effective personality' were seen as 

functioning well in their personal relationships and work situation; 'slight impairment' 

implied some neurotic traits which did not interfere with their day to day functioning in 

either sphere; 'moderate impairment' implied neurotic traits which interfered with their day 

to day function either at work or in their interpersonal relationships, and 'chronic 

impairment' indicated that they were so impaired that they were unable to sustain work or 

were having major continuing interpersonal problems related to personality style. 
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Table 7.16 Mean scores on depression and personality 
scales by sex, from 1978, 1983 and 1988 data 

Measure 

Self-esteem+ 

Trait depression 

State depression 

Dependency scale 

Neuroticism 

Dysfunctional 
attitudes 

Interpersonal 
sensitivity 

Bern Scale 
Masculinity 

Femininity 

Social 
desirability 

Occupational 
- satisfaction 

- importance 

Year 

1978 
1983 
1988 

1978 
1983 
1988 

1978 
1983 
1988 

1978 
1983 
1988 

1978 
1983 
1988 

1983 

1988 

1983 
1988 

1983 
1988 

1983 
1988 

1983 
1988 

1983 
1988 

Female Male t-test 

Mean (SD) Mean (SD) 

1.5 ( 1.3) 
0.7 ( 1.2) 
0.8 ( 1.1) 

l. 6 
1.1 
1.0 

1. 6) 
1. 4) 
1. 4) 

0.63 
l. 73 
0.61 

30.5 (11.4) 
30.9 (11.2) 
28.2 (11.4) 

32.3 (11.1) 
31.7 (11.7) 
31.7 (14.0) 

0.90 
0.44 
1. 57 

57.2 
55.5 
56.3 

53.9 
54.2 
54.7 

9.5 
9.5 
9.2 

6. 1) 
6. 3) 
8. 1) 

9.5) 
9. 0) 
9. 0) 

4. 7) 
5. 1) 
5. 3) 

56.7 
54.6 
54.2 

50.4 
50.1 
51. 7 

8.0 
7.3 
7.8 

5.5) 
4. 6) 
6. 9) 

9. 4) 
8. 3) 
8 • 7) 

4. 6) 
4 • 8) 
5. 3) 

0.49 
0.92 
1. 96 

2.24* 
2.89* 
2.04* 

1.97* 
2.57* 
1. 69 

78.4 (15.1) 78.4 (15.0) 0.00 

92.2 (12.6) 89.7 (10.4) 1.57 

4.54 
4.66 

4.83 
4.85 

5.24 
5.36 

.65) 4.74 

.81) 4.71 

.51) 4.65 

.53) 4.45 

.52) 5.26 

.51) 5.28 

.61) 1.85 

.55) 0.40 

.43) 2.16 

.54) 4.70** 

.43) 0.32 

.48) 0.95 

89.1 (16.3) 81.8 (13.3) 2.79* 
85.1 (17.3) 82.2 (17.3) 0.98 

95.0 (13.5) 89.4 (10.9) 2.60* 
95.1 (12.6) 95.1 (11.3) 0.01 

+ Higher scores reflect a lower self-esteem 
* p <.05, ** p <.01 
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Table 7 .17 Mean scores on scales measuring perception 
of relationships, by sex, 
from 1978, 1983 and 1988 data 

Measure Year Female Male t-test 

PBI scores 

Maternal care 1978 26.0 ( 7. 7) 26.5 ( 5. 5) -0.38 
1983 25.8 ( 9. 2) 27.2 ( 6. 2) -1.15 
1988 26.1 ( 8. 9) 26.8 ( 6. 5) -0.61 

Paternal care 1978 21. 9 ( 9. 5) 21. 6 ( 7. 5) 0.19 
1983 22.1 ( 9. 5) 20.9 ( 9. 3) 0.73 
1988 22.1 ( 9. 2) 20.0 ( 8. 2) 1. 47 

Maternal 1978 15.1 ( 8. 2) 14.0 ( 6. 2) 0.91 
overprotection 1983 14.1 ( 8 . 6) 12.8 ( 7. 5) 1.05 

1988 14.2 ( 9. 2) 13.0 ( 7 . 1) 0. 94 

Paternal 1978 13.8 ( 7. 8) 12.5 ( 6. 6) 1.07 
overprotection 1983 12.5 ( 7. 5) 11. 3 (11. 8) 0.62 

1988 12.0 ( 8. 2) 11. 8 ( 6. 9) 0.12 

IBM scores 

Care from 1983 30.8 (5. 2) 30.2 ( 5. 8) 0.61 
partner 1988 29.7 ( 6. 4) 29.0 ( 6. 8) 0.54 

Control by 1983 6.2 ( 6. 3) 7.7 ( 8. 2) -1.48 
partner 1988 6.3 ( 6. 3) 8.2 ( 6. 4) -1.60 

* p <.05, *" p <.01 
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When the groups were divided as shown in Table 7.15, there were no sex 

differences in evaluation of personality on either occasion of interview. It should be noted 

that the groups interviewed on each occasion are largely comprised of the same subjects but 

are not identical as a few subjects responded by mail on each occasion. 

Self-report questionnaires 

The scores on self-report measures used in 1978, 1983 and 1988 are all reported in 

Table 7.16. There are no sex differences in mean scores on the state or trait depression 

scales in 1978, 1983 or 1988. Females scored significantly higher than males on the 

dependency measure at 1978, 1983 and 1988, and on the EPI neuroticism measure at 1978 

and 1983, while this latter comparison failed to reach statistical significance in 1988. There 

were no sex differences in self-esteem scores at any assessment, but there was a significant 

change in scores over time. Both sexes rated an increase in self-esteem over time, with the 

greatest improvement over the first five years, from 1978 to 1983 (females: t=3.37; males: 

t=3.49; both p <.001). There was a trend for self-esteem to have improved more in males 

than in females over the ten years. Females rated their principal work as both more 

satisfying and as more important on the occupational scale than did the males in 1983, but 

there were no differences in 1988. While there were trends for the females to score more 

highly (i.e. as more feminine) than males on the Bern femininity sex role scale (which was 

statistically significant at ten years). Males scored themselves more highly on the 

masculinity scale (i.e. as more masculine) but this was not statistically significant. There 

were no sex differences on the social desirability subscale. 

Table 7.17 reports data from the PBI scales administered at 1978, 1983 and 1988. 

One hundred and sixty five subjects provided full PBI data for mothers and 160 subjects for 

fathers, as 3 females and 2 males had been separated from their fathers through death or 

divorce. There was no sex difference in any of the PBI scores on any occasion. 
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Table 7.18 continued 

Year Female Male x2 

Experience of feeling ... 

self- 1983 70 (64.2%) 31 (55.4%) 1.02 
critical 1988 66 (61.1%) 25 (48.1%) 1. 93 

hopeless 1983 26 (23.9%) 6 (10.7%) 3.38 
1988 33 (30.6%) 9 (17.3%) 2.53 

helpless 1983 21 (19.3%) 4 ( 7.1%) 3.12 
1988 18 (16.7%) 8 (15.4%) 0.00 

lacking 1983 54 (49.5%) 29 (51.8% 0.00 
drive 1988 56 (51.9%) 33 (63.5% 1. 48 

lacking 1983 56 (51. 4%) 28 (50.0) 0.00 
motivation 1988 59 (54.6%) 31 (59.6% 0.18 

tearful 1983 58 (53. 2%) 4 ( 7.1%) 32.05*** 
1988 71 (65.7%) 4 ( 7.7%) 45.19*** 

tired 1983 67 (61.5%) 31 (55.4% 0.43 
1988 77 (71. 3%) 22 (42.3%) 11.31** 

feels no 1983 31 (28.4%) 16 (28.6%) 0.00 
pleasure 1988 25 (23.2%) 16 (30.8%) 0.71 

suicidal 1983 6 ( 5.5%) 2 ( 3.6%) 0.03 
1988 10 ( 9.3%) 3 ( 5.8%) 0.20 

brood 1983 45 (41.3%) 20 (35.7%) 0.33 
over past 1988 28 (25. 9%) 19 (36.5%) 1. 43 

decrease 1983 7 ( 6. 4%) 5 8.9%) 0.06 
weight 1988 9 ( 8.3%) 4 7.7%) 0.00 

increase 1983 18 (16.5%) 2 3.6%) 4.75* 
weight 1988 20 (18.6%) 4 7. 7%) 2.43 

argumentative 1983 37 (33.9%) 12 (21. 4%) 2.32 
1988 33 (30.6%) 12 (23.1%) 0.64 

irritable 1983 76 (69.7%) 27 (48.2%) 6.83* 
1988 71 (65.7%) 32 (61.5%) 0.12 

Total number 1983 10.9 (SO 5.2) 8.4 ( so 4 . 9) t=3.06** 
of symptoms 1988 11. 3 (SO 5. 0) 9.2 (SO 5.0) t=2.50* 

* p <.05, ** p <.01, *** p <.001 
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Completion of IBM scales required the subject to be involved in a committed 

intimate relationship. Scores were obtained from 88 females and 46 males at 1983 and 90 

females and 42 males in 1988. There were no sex differences in any of the IBM scores on 

either occasion. 

Self-report depressive symptom check-list 

In both 1983 (n=165) and 1988 (n=161), subjects rated the number of symptoms 

that they "generally felt during periods of depression", without consideration of whether 

such episodes were clinically significant. Table 7 .18 reports frequencies of these 

symptoms, which were quite stable over time. On both occasions, the most commonly 

noted symptoms were feeling 'down', 'flat', and 'depressed', (rather than 'sad' or 

'despairing'), lacking drive and becoming irritable. 

There were several sex differences, the most significant being females' increased 

reporting of tearfulness. In 1983, the females were more likely to report weight gain, 

feeling self-pity and pessimism, while in 1988, females were more likely to report sadness, 

tiredness and increased appetite. In 1983 and 1988 females generally reported more 

symptoms. The mean level of 8-10 symptoms appears high for a normal group but it 

should be noted that some of the items were descriptors of depression such as feeling 'sad', 

'down' and 'depressed' so that most subjects rated several of these as being present. 

Summary of significant sex differences 

At base-line, in 1978, the significant sex differences were that males were more 

likely to have an undergraduate degree in science or mathematics, while females were more 

likely to have a degree in the humanities. 

Females rated more highly on dependency and EPI neuroticism self-report scales 

and were more likely to have sought help from friends, when depressed. Males were more 

likely to view failure to live up to personal goals as a potential depressogenic stressor. 
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In 1983, at five-year follow-up, females again scored higher on the dependency and 

EPI neuroticism scales and rated more highly on the scale measuring items that were 

important to them and gave them satisfaction in terms of their working conditions. 

In 1988, at ten-year follow-up, there continued to be a significant sex difference in 

tenns of higher rating by females on the dependency scale, although differences on the EPI 

neuroticism scale just failed to reach statistical significance. There were no significant 

differences in job satisfaction. On the sex role inventory, there were no differences in 

tenns of the masculinity or social desirability ratings, but females scored higher on the 

femininity subscale (a statistically significant finding in 1988). 

At 1988, there was a significantly higher number of females engaged in home duties 

and part-time work. In 1978 and 1988, females were more likely to have sought help from 

friends and, in 1988, reported higher levels of perceived social support from friends both in 

nonnal circumstances and times of stress. 

In both 1983 and 1988, there were few differences in coping styles when depressed. 

Females were more likely to eat more and spend money on themselves, both of these being 

self-consoling coping styles. Males were more likely to engage in reckless behaviour at 

1983 only. 

In 1983 and 1988, women reported a higher mean number of symptoms on a self­

report symptom check list. 
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,Absence of sex differences 

At the commencement of the study, there were no differences in the number of 

responders relative to the overall numbers in the group and no differences in the parental 

social class of the subjects. As the study proceeded, equal numbers went into teaching or 

into alternative careers, generally using their undergraduate qualifications. Equal numbers 

of both sexes married and had children at the same rate over time. 

There were no sex differences in terms of drug and alcohol use, nor utilisation of 

professional help when depressed. 

Throughout the study there was a lack of sex differences in self-reported numbers of 

depressive episodes. Both sexes reported the highest episodes during the 1978-83 period 

(which generally coincided with their first five years at work). 

There were no sex differences in state and trait depression scores on self-report 

measures and rates of major depression, measured by the DIS. For the self-report self­

esteem measure, there was a statistically significant improvement in self-esteem for the 

whole group, with a trend for greater improvement in self-esteem in males than females, 

but with no sex differences. 

Comment 

The first aim of the study was achieved in that the group were initially 

homogeneous in terms of such psychosocial variables as age, marital and parental state. 

There were no sex differences in career aspirations, experience of life events and tendency 

to seek professional help for depression, which is against expectation but may be explained 

by the fact that members of both sexes are well-educated and have low levels of reported 

social deviance or drug and alcohol abuse, which in other groups has been ythought may be 

an alternative to help-seeking in males (Weissman & Klerman, 1977; Blazer et al, 1985). 
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There are some sex differences in scores on self-report measures and reported 

symptoms and coping styles when depressed. These are few in number and predictable in 

terms of sex-roles (e.g. females crying, tending to eat more and spend more money, males 

being reckless when depressed in their twenties). Indeed they are reassuringly present as 

these behaviours are expected sex-role-typed behaviours. 

There has been some social role diversity over time (as hoped). While both sexes 

have been marrying and becoming parents at the same rate but over the ten year period, 

females were more likely to leave the full-time work-force to raise children and to work 

part-time. 

These data provide the psychosocial context against which the reported rates of 

depressive disorders reported in Chapter 8 can be viewed. 
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CHAPTER EIGHT 

INCIDENCE AND PREVALENCE DATA FOR DEPRESSIVE DISORDERS 

CONTENTS 

Introduction 
Selection of diagnostic groupings 
Use of the DIS 
Examination of diagnostic groupings in terms of sex differences 
Rates for depressive disorders from 1983 DIS assessment 
Rates for depressive disorders from 1988 DIS assessment 
Anxiety disorders from 1983 and 1988 DIS assessments 

Relationship of anxiety to depressive disorders 
Definition of caseness reconsidered 
Summary 

Introduction 

The properties of the Diagnostic Interview Schedule or DIS (Robins et al, 1981), 

the case-finding instrument used in this study, were reviewed in Chapter 2. Some of the 

advantages of the DIS include its flexibility in defining diagnostic thresholds and the 

timing of episodes, so that DSM-III and RDC diagnoses can be obtained. 

The depression diagnoses that can be generated from the DIS are DSM-III major 

depression (equivalent to RDC major depression, probable); DSM-III dysthymia 

(equivalent to RDC intermittent minor depression) and RDC minor episodic minor 

depression. These diagnoses will be reported in three diagnostic groupings: (i) major 

depression, i.e. DIS/DSM-III major depressive disorder, (ii) "DSM-III cases", i.e. 

DIS/DSM-III major depression and dysthymia, and (iii) "RDC cases", i.e. combined 

RDC categories for major depression (definite and probable), chronic intermittent minor 

and episodic minor depression (definite). 

Cases are defined as subjects who have experienced episodes of depression that 

fall into these diagnostic groupings. There is an implied hierarchy in that, as major 

depression is included in each diagnostic grouping, any subject who has experienced an 

episode of major depression is automatically a member of all three groupings. Any 

subject with an episode of dysthymia (equivalent to RDC intermittent minor depression) 
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will be included as a 'DSM-III case' and 'RDC case', while subjects who have only 

experienced episodes of RDC minor depression will be classified as 'RDC cases' only. 

'New cases' refer to subjects who have developed episodes of depression during 

the study. 'New case rates' report new cases as a proportion of the subjects at risk of 

developing a depressive disorder. Thus, subjects who had been diagnosed as cases at a 

previous assessment are no longer 'at risk' to become a new case at subsequent 

assessmnts, so that the denominator decreases over time. The formula for deriving 'new 

case rates' is shown at the foot of tables where new case rates are reported. 'Lifetime 

case rates' apply to any subject who has experienced a depressive episode prior to the 

designated assessment and are calculated as a proportion of the total number of subjects 

reviewed (which may be the cohort as a whole, or one or other sex). 

Selection of diagnostic groupings 

The first grouping contains only DSM-III major depression. This is the most 

widely reported category for depressive disorder in all the community studies using the 

DIS that were summarised in Chapters 2 and 3, with operationalised threshold criteria 

that should lead to high reliability. 

The diagnoses constituting DSM-III affective disorders were outlined in Chapter 

l. Of these, major depression, dysthymia and bipolar disorder constitute the categories 

reported for DSM-III affective disorders in most community studies using the DIS, and 

inclusion of this grouping would thus allow comparison of rates with other studies. In 

this study, the second grouping, termed 'DSM-III cases' is made up of the same DSM-III 

categories, however, there were no subjects reporting episodes of mania prior to 1983 

and only one subject who reported an episode of mania in the 1983-88 period (thus 

attracting a diagnosis of bipolar disorder). As the subject had also reported episodes of 

major depression, she is included in the major depression category, rather than reporting 

a category of bipolar disorder for a single subject. 
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The reader is referred back to Table 1.1 for the diagnostic criteria for depressive 

disorders. In effect, DSM-III major depressive disorder (requiring 4/8 symptoms) is 

equivalent to RDC major depression (definite and probable). However, RDC allows for 

changes in minimum duration between 'probable' and 'definite' episodes of major 

depression (fable 1.1) and for inclusion of lifetime episodes with a requirement of one 

less symptom than for current episodes (in SADS-L). While this change in symptom 

threshold acknowledges the possibility that the number of symptoms reported can 

decrease with the passage of time, there is potential for confusion when current and past 

episode data for major depression are examined simultaneously. Thus, in this study, 

when rates for major depression are quoted, the DSM-III criteria for major depression 

will be used. 

DSM-III or DSM-111-R dysthymia and RDC intermittent minor depression are 

very similar in concept, all requiring episodes with a minimum two years' duration but 

with subtle differences in wording to signify the amount of time required for the subject 

to be depressed during the episode (see Table 1.1). The third grouping, 'RDC cases', 

allows for the inclusion of RDC minor depression, for which DSM-Ill does not have an 

equivalent category. While the RDC minor depression category is not included in the 

DIS, it can be derived from DIS data by using the minimum duration of two weeks for 

episodes (required for 'definite' RDC minor depression) and setting a threshold of 2 of 

the possible 8 symptoms. The RDC impairment criteria are then imposed to give 

'significant' episodes. However, as RDC minor depression has a diagnostic cut-off of 2 

of a possible 16 symptoms, the threshold used in this study is higher. 

Each of the diagnostic groupings is reviewed separately but subjects who had 

been allocated as RDC cases were still eligible to become DSM-Ill cases at a later date 

if the DSM-III case grouping (with a higher threshold for minimum symptoms or 

episode duration) was used instead. If a subject reported more than one type of 
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depression over the lifetime period, they were formally allocated to the diagnostic 

category with the highest threshold (i.e. RDC or DSM-III major depression took 

precedence over RDC intermittent minor depression or DSM-III dysthymia, which took 

precedence over RDC minor depression). Where subjects reported episodes of DSM-III 

major depression at an earlier assessment but were not found to reach criteria for DSM­

III major depression at a subsequent assessment, they could still qualify for a diagnosis 

of RDC minor depression (and categorisation as RDC cases) if they had reached the 

minimum threshold of two symptoms and two weeks' duration required for RDC minor 

depression. 

Use of the DIS 

As noted earlier, the DIS was given firstly (in 1983) by the author (at that time a 

psychiatrist with twelve years' clinical experience) and then five years later (in 1988) by 

a lay interviewer, Ms. Robyn Curtain (a graduate in psychology who was also a trained 

nurse). 

At the 1983 review, estimates were made for RDC and DSM-III depressive 

categories for three periods: [a] lifetime episodes prior to base-line in 1978, [b] new 

cases 1978-1983, and [c] total lifetime episodes up to 1983 (i.e. [a] plus [b]). 

At the 1988 review, estimates were made for RDC and DSM-III depressive 

categories (according to the same criteria used in 1983) for the following periods: [a] 

lifetime episodes up to 1978, [b] new cases 1978-1983, [ c] lifetime episodes up to 1983, 

[d] new cases 1983-1988 and [e] total lifetime episodes to 1988 (i.e. [a] plus [b] plus 

[d]). This strategy allows assessment of whether a sex difference in rates of depression 

was present either at baseline or became apparent over the ten years of the study. Issues 

relating to consistency in reporting episodes from DIS-derived data over defined 

intervals will be addressed in the next chapter. 
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At the five-year review in 1983, when the mean age for males was 30 years and 

for females, 29 years, there were no statistically significant sex differences for any of 

the diagnostic groupings (major depression, DSM-III cases and RDC cases, as defined 

in the introduction to this chapter) and as reported in Table 8.1. 

Examining the pre-1978 data first (calculated formally at thew 1988 

assessment), the lifetime rates for DSM-III major depression were 8% for females and 

4% for males; for DSM cases, 11 % for females and 4% for males; for RDC cases, 23% 

for females and 20% for males. 

New case rates for the 1978-83 period for DSM-III major depression were 12% 

for females and 17% for males; for DSM-III cases, 14% for females and 20% for males; 

for RDC cases, 27% for both females and males. 

Reporting lifetime rates to 1983, for DSM-III major depression, the rates are 

19% for females and 20% for males; for DSM-III cases, the rates are 24% for females 

and 23% for males and for RDC cases, 44% for females and 41 % for males. There 

were no subjects with a diagnosis of bipolar disorder at this stage. 

Rates for depressive disorders from 1988 DIS assessment 

In 1988, 161 of the 164 subjects contacted consented to DIS assessment. The 

second interviewer obtained data for ill episodes to 1988 and thus made an independent 

assessment of each time period (i.e. lifetime rates to 1978 and 1978-83) covered by the 

author, allowing inter-rater consistentcy to be examined. Table 8.2 reports data derived 

from the 1988 DIS assessment. 



Table 8.1 Numbers (rates) for new cases and lifetime cases for 
DSM-III major depressive disorder, DSM-III cases and RDC cases 
derived from 1983 DIS interview administered by the author 

Interview in 1983 
Female 
(n=109) 

Male 
(n=56) 

Total 
(n=165) 

DSM-III major depressive disorder (MDD) 
Lifetime episodes to 1978 9 ( 8.3%) 2 ( 3.6%) 11 ( 6. 9%) 
New cases 1978-83 12 (12.0%) 9 (16.1%) 21 (12. 7%) 
Lifetime episodes to 1983 21 (19.3%) 11 (19.6%) 32 (19.4%) 

DSM-III Cases (MDD and dysthymia) 
Lifetime episodes to 1978 12 
New cases from 
Lifetime rates to 

RDC Cases (major, 
Lifetime episodes 
New cases 
Lifetime episodes 

1978-83 14 
1983 26 

intermittent 
to 1978 25 
1978-83 23 
to 1983 48 

(11.0%) 2 ( 3.6%) 14 ( 8.5%) 
(14.4%) 11 (21.6%) 25 (16.6%) 
(23. 8%) 13 (23.2%) 39 (23. 6%) 

& episodic minor depression) 
(22.9%) 11 (19.6%) 36 (21.8%) 
(27. 4%) 12 (26. 7%) 35 (27 .1%) 
(43.5%) 23 (41.1%) 71 (43.0%) 

x.2 

0.66 
0.46 
0.02 

1. 76 
0.55 
0.01 

0.08 
0.02 
0 .13 

* p <.05 
Lifetime case rates= number of subjects with episode to that time x 100% 

number of subjects reviewed 

New case rates number of new cases x 100% 
number of subjects reviewed - previous cases 

f-' 
en 
CD 



Table 8.2 Numbers (rates) for new cases and lifetime episodes for 
DSM-III major depressive disorder, DSM-III cases 
and RDC cases derived from 1988 DIS interview administered 
by interviewer R.C. 

Females Males Tot.al 
Interview in 1988 (n=108) (n=53) (n=l 61) x2 

DSM-III major deeressive disorder (MDD) 
Lifetime episodes to 1978 8 ( 7.4%) 4 ( 7.6%) 12 ( 7. 6%) 0.08 
New cases 1978-83 10 ( 9.3%) 4 ( 7. 6%) 14 ( 8.7%) 0.00 
Lifetime episodes to 1983 18 (16.6%) 8 (15.1%) 26 (16.1%) 0.07 

New cases 1983-88 10 (11.1%) 1 ( 2.2%) 11 ( 7.9%) 2.09 
Lifetime episodes to 1988 28 (25.9%) 9 (17.0%) 37 (23. 0%) 1. 61 

DSM-III Cases (MOD and d~sth~mia) 
Lifetime episodes to 1978 9 (21. 3%) 4 ( 7.6%) 13 ( 8.1%) 0.00 
New cases 1978-83 14 (14.1%) 4 ( 8.2%) 18 (12.2%) 0.61 
Lifetime episodes to 1983 23 (21.3%) 8 (15 .1%) 31 (19.3%) 0.88 

New cases 1983-88 10 (11.8%) 2 ( 4.4%) 12 ( 9.2%) 1. 56 
Lifetime episodes to 1988 33 (30.6%) 10 (18.9%) 43 (26.7%) 2.48 

RDC Cases (major, intermittent & eeisodic minor deeression) 
Lifetime episodes to 1978 20 (18.5%) 8 (15.1%) 28 (17.4%) 0.59 
New cases 1978-83 27 (30.7%) 6 (13.3%) 33 (24. 8%) 4.80"' 
Lifetime episodes to 1983 47 (43.5%) 14 (26.4%) 61 (37.9%) 4. 42"' 

New cases 1983-88 14 (13.0%) 5 ( 9.4%) 19 (11.8%) 1. 60 
Lifetime episodes to 1988 61 (56.5%) 19 (35.8%) 80 (49.7%) 6.05"' 

"' p <.05 
Lifetime case rates= number of subjects with eeisode to that time x 100% 

number of subjects reviewed 

New case rates = number of new cases X 100% 
number of subJects reviewed - previous cases 

t-' 
O'I 
\0 



Examining the pre-1978 data first, the lifetime rates for DSM-III major 

depression were 7% for females and 8% for males; for DSM-III cases, 8% for both 

females and males; for RDC cases, 19% for females and 15% for males, with no 

significant sex differences. 

170 

New case rates for the 1978-83 period for DSM-III major depression were 10% 

for females and 8% for males; for DSM-III cases, 14% for females and 8% for males; 

for RDC cases, 31 % for females and 13% for males, with a statistically significant sex 

difference for the last grouping. 

Reporting lifetime rates to 1983, for DSM-III major depression, the rates are 

17% for·females and 15% for males; for DSM-III cases, the rates are 21 % for females 

and 15% for males and for RDC cases, 44% for females and 26% for males, with a 

statistically significant sex difference for the last grouping. There were no subjects with 

a diagnosis of bipolar disorder at this stage. 

There had been no sex differences in rates for any diagnostic groupings to 1983 

when data were collected by K.W. at 1983. From the 1988 data, there were statistically 

significant sex differences in new case rates (1978-83) and lifetime episode rates to 

1983. Comparisons of rates reported from the two independent DIS assessments for the 

same interval and the implications of the sex differences in rates obtained at the 1988 

assessment will be discussed in the following chapter. 

Between 1983 and 1988 (see Table 8.2), new case rates for DSM-III major 

depression category were 11 % for females and 2% for males; for DSM-III cases, 12% 

for females and 4% for males; for RDC cases, 23% for females and 13% for males. 

One of the females in the major depression category also reported an episode of mania. 
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Lifetime prevalence rates up to 1988 were 26% for females and 17% for males 

for DSM-III major depression; 31 % for females and 19% for males for DSM-III cases; 

57% for females and 36% for males for RDC cases, with a statistically significant sex 

difference for the last analysis. 

While there are no sex differences in numbers of "new cases 1983-88" for any of 

the diagnostic groupings, there was a trend for females to report more episodes. At 

1988, there was a non-significant trend for a female preponderance in lifetime rates for 

DSM-III major depression and DSM-III cases to 1988 and a statistically significant sex 

difference for RDC cases to 1988. 

Anxiety disorders generated from 1983 and 1988 DIS assessments 

Anxiety disorder diagnoses were also generated at the 1983 and 1988 DIS 

interviews. Although the DIS Eating Disorders section was not administered, one 

subject volunteered information concerning four years' treatment for anorexia nervosa 

(and did not have a diagnosis of any depressive disorder). Two other females who had 

been categorised as having episodes of RDC minor depression volunteered episodes of 

bulimia. 

i) Simple phobia 

In 1983, nine females and 3 males reported a simple phobia (x2=0. l 3, ns). Of 

the 12 subjects, 9 had been categorised as RDC cases and 6 as DSM-III cases for 

depression at the same 1983 assessment. In 1988, ten females and one male reported a 

simple phobia (x2=1.99, ns), in all cases the phobias were reported as present for at 

least five years. Five of these were the same subjects as at 1983 assessment. Six of the 

eleven had been classified as DSM-III cases for depression at 1983, and 10 as RDC 

cases at 1983. 
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ii) Social phobia 

In 1983, 4 females and 3 males had reported a social phobia (x2=0.01, ns), 

although for 2 of the females and 2 of the males, the symptoms were concurrent with 

episodes of major depression. Of the other three subjects, one had not reported any 

depressive episodes, one had also reported an episode of dysthymia (i.e. was a DSM-III 

case), one an episode of minor depression (i.e. an RDC case). In 1988, four females 

and one male were categorised as having a social phobia (x2=0.02, ns). Two of the 

females had been similarly classified at 1983 assessment, while one female and one 

male had reported the onset of social phobia since 1983, but had both previously 

reported episodes of minor depression. All four had also been classified as RDC cases 

(and 3/5 as DSM-III cases) at 1983 assessment. 

iii) Generalised anxiety disorder 

Four females and two males had reported episodes of generalised anxiety 

disorder at 1983 assessment (X2=0. l 7, ns ), but in only 2 females and 1 male were these 

episodes independent of a depressive episode. All 6 subjects had also been allocated as 

RDC cases (and 5/6 as DSM-III cases) at 1983. At 1988, 3 females and 2 males were 

diagnosed as having generalised anxiety disorder (X2=0.02, ns), of whom one female 

had previously reported such episodes concurrent with an episode of major depression. 

The four other subjects reported new episodes for the 1983-88 period but all had 

previously been classified as RDC cases (and 3/4 as DSM-III cases) at 1983. 

iv) Panic disorder and agoraphobia 

At 1983 assessment, 8 females and 4 males reported episodes of panic disorder 

(x2=0.07, ns), of whom 2 females and 3 males also reported agoraphobia (x2=0.59, ns). 

All of the subjects were RDC cases (and 7 /12 were DSM-III cases) for depression. For 

7 of the twelve reporting panic disorder, and for 2 of the five with agoraphobia, their 

symptoms were concurrent with episodes of depression. 
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Nine females and five males subjects reported episodes of panic disorder at 1988 

assessment (x2=().04, ns). Seven of these (5 females and 2 males) had reported 

episodes starting prior to 1978, and all had reported such episodes at 1983. Thirteen of 

the fourteen had been classified as RDC cases for depression, and eight of the fourteen 

subjects had been classified as DSM-III cases at 1983. 

Eight subjects (4 female and 4 male) reported onset of panic disorder since 1983 

(X2=0.45, ns). Of the eight subjects, four (2 female, 2 male) had peviously reported 

episodes of major depression and then failed to report these earlier episodes at the 1988 

DIS assessment. Instead, they reported the onset of episodes of panic disorder 

independent of major depressive episodes, although one female also reported 2 

subsequent episodes of major depression (both post-partum). Of the other four subjects, 

three (1 female and 2 males) had previously reported episodes of minor depression at 

1983 (but the 2 males failed to report these at 1988 assessment). When the three 

subjects who had reported earlier episodes of minor depression at 1983 were assessed at 

1988, the female had experienced an episode of major depression following the birth of 

her first child and one male had experienced episodes of dysthymia and minor 

depression since 1983, the other also was diagnosed as having generalised anxiety 

disorder and minor depression. The one female who was not an RDC case for 

depression at 1983 had, at 1983, reported two simple phobias and two episodes of 'post­

panum depression' which did not reach criteria for a depressive disorder at 1983. These 

findings demonstrate that the subjects developing panic disorder often had attracted 

multiple diagnoses over time and also raise the possibility that recall of previous 

episodes of depression may be impaired by the severity of subsequent symptoms such 

as panic disorder. 

Relationship of anxiety disorders to depressive disorders 

At 1983, a diagnosis of anxiety disorder was made for 22 subjects, 16 ( 15%) of 

the females and 6 ( 11 % ) of the males, with no sex differences (x2=0.05, ns). Both 
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anxiety and depressive disorders were reported in seventeen of the 22 subjects. For 12 

of the 17, the anxiety and depression diagnoses were concurrent. For the other five, the 

anxiety disorder preceded the onset of depression. All of the diagnoses of panic 

disorder/agoraphobia and generalised anxiety disorder occurred in subjects who also 

reported episodes of depression (i.e. the subjects had been categorised as being at least 

RDC cases) and the episodes were often, but not necessarily concurrent. Multiple 

concurrent diagnoses for anxiety disorders were also often made. 

At 1988, there were four subjects (2 female, 2 male) who reported simple 

phobia, with no other diagnosis of anxiety or depression. When considering anxiety 

disorders other than simple phobia, there had been 19 subjects who had reported anxiety 

disorders other than simple phobia (the least reliably reported category) at any time up 

to 1983. Of those 19, eighteen had been classified as RDC cases (11/19 as DSM-III 

cases) at 1983. 

For the nine subjects (6 females and 3 males) reporting first onset of anxiety 

disorders (there were no new onsets for simple phobia) after 1983, all had been 

classified as RDC cases and 5/9 as DSM-III cases at 1983 assessment. Four of those (2 

females and 2 males) diagnosed as having panic disorder (one with agoraphobia) since 

1983, failed at 1988 to report episodes of depression reported at the 1983 assessment 

which may have been influenced by the effect of subsequent onset of panic disorder. 

Thus, there is an overlap between experience of anxiety and depression. If one 

was to report lifetime prevalence of combined anxiety disorders and combined RDC 

depression categories, the rates would be virtually the same as for RDC cases alone, as 

all but one of those reporting anxiety disorders (other than simple phobia) had already 

been subsumed as an RDC case of depression. Using DSM-III case criteria, 58% of the 
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group had attracted such a diagnosis, so that there seems to be more separation of 

experience of anxiety and depression when the threshold for depressive disorder is 

higher. There is still considerable overlap and co-occurrence of anxiety and depressive 

disorders and the issue of co-morbidity will be discussed further in Chapter 11. 

Definition of caseness reconsidered 

In an earlier chapter examining concepts of caseness, the conclusion was 

reached that caseness definitions should be relevant to the question being considered 

(see Chapter 1 ). For this study of young adults, depressive caseness is defined in terms 

of (a) sustained depressive symptomatology, (b) help-seeking because of depression, 

and (c) impaired psychosocial functioning. A second definition of caseness will now 

make use of data available from more than one source (i.e. multiple points of 

assessment) and the addition of prolonged absence from work (where due to depression) 

to the RDC impairment criteria. 

By this new definition, 'defined cases' includes subjects who had reported the 

same depressive episodes on at least two assessments. At the first assessment the 

minimum requirements were a report of: (i) for data from 1978 assessment, depressive 

episodes lasting weeks or months for which help was sought or medication taken on 

more than on a single occasion, or where subjects had attempted suicide concurrent with 

a reported depressive episode, or, (ii) for data from 1983 assessment, at least one 

episode of DSM-III major depression (with RDC impairment criteria fulfilled, or an 

episode of minor depression (with RDC impairment criteria fulfilled) and a minimum 

duration of 12 weeks, or an episode of minor depression (with RDC impairment criteria 

fulfilled) where subjects had taken long periods of leave (at least 3 months) from work 

as a result of experiencing such depressive episodes, 

and there was a later categorisation of either major depression for the same episode 

(with RDC impairment criteria) or minor depression (with RDC impairment criteria). 

Episodes were disallowed if help-seeking comprised a sole consultation with a general 



practitioner in a crisis situation (e.g. break-up of intimate relationship) without any 

ongoing counselling, medication or significant impact on the subjects' life. 
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(iii) For data from the 1988 assessment covering new episodes from 1983-88 period, it 

was not possible to verify the episodes on more than one assessment occasion. Here all 

episodes of major depression were included, as well as all episodes of minor depression 

lasting longer than 12 weeks (which includes dysthymia) or leading to an absence of at 

least three months from work. RDC help-seeking criteria were again imposed as 

detailed above (see previous paragraph). 

Rates for 'defined cases' 

By 1983, there were 52 'defined cases' within the total sample of 165 (35/109 or 

32.1 % of females and 17 /56 or 30.4% of males), with no sex differences (x2=0.05, ns). 

All those who were cases at 1983 were automatically included at 1988, with there being 

54 cases (37/109 or 33.9% of females and 17/56 or 30.4% of males) of the total of 165 

at 1988. However, four subjects withdrew from the 1988 assessment, of whom three 

had been defined as cases, so that at 1988, 51 subjects (36/108 or 33.3% of females and 

15/53 or 28.3% of males) were reported as 'defined cases' of the total of 161 subjects, 

again with no sex differences (x2=0.42, ns). There were only two new cases (both 

females) for the 1983-88 period using this method. 

The 'defined case' category was the only one which took into account data 

reported at 1978, which was then corroborated by data from 1983 and 1988 

assessments. The negligible change in rates for 'defined cases' from 1983 to 1988 also 

demonstrates that some subjects who are reported to be 'new cases' in RDC and DSM­

Ill systems had reported episodes of depression, help-seeking or impairment due to 

depression at previous assessments. For the 161 subjects examined on both occasions, 

the lifetime rates were 33% for females and 28% for males using this definition, with a 

non-significant sex difference. 
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The lifetime rates derived by the 'defined case' method lay between the DSM-III 

and RDC case rates. The higher rates prior to 1978 and lower 'new case' rates for 1983-

88 period point to the possibility that subjects who present as new cases have had 

previous episodes that have been forgotten and as a corollory, those subjects who 

present early in life as cases are picked up by a variety of case-finding techniques used 

at different occasions over their life-span. 

Summey 

There were no significant sex differences for any diagnostic categories for data 

to 1983 derived at the 1983 DIS assessment. 

There were no significant sex differences for DSM-III major depression, with or 

without dysthymia, for any interval to 1988, from derived at the 1988 DIS interview. 

However, there is a trend towards female preponderance in new cases in the 1983-88 

interval. There are statistically significant sex differences for 'new RDC cases' for 

1978-83 interval and for lifetime prevalence using 1988 data only. 

There are statistically significant sex differences in rates for combined RDC 

categories when data from 1988 assessment are used that were not apparent from 1983 

assessment data. 

A continuity between anxiety and depressive disorders was demonstrated in that 

almost all of those subjects who reported anxiety disorders were also diagnosed as RDC 

cases for depression and about 60% were also diagnosed as DSM-III cases of 

depression. In most cases, the diagnosis of depression preceded or was concurrant with 

the diagnosis of anxiety disorder. Virtually all subjects who reported anxiety disorders 

(other than simple phobia) up to 1988 had already been identified as RDC cases of 

depression at 1983. 
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A further definition of lifetime caseness was described. Episodes that did not 

fulfill criteria for major depression at each DIS assessment were allowed if they 

fulfilled criteria for minor depression (with a minimum duration of 12 weeks at the first 

report or caused the subject to take extended leave from work) or further 

operationalised impairment criteria that were applied to data derived from semi­

structured interview or self-report data. This method of case definition led to lifetime 

rates that lay between those for DSM-III cases and RDC cases, with no significant sex 

differences. 

The finding that there were sex differences in rates at 1988 assessment that were 

not apparent at 1983 assessment will be further considered in the following chapter 

which examines issues concerning reliability of data. 
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This chapter describes a series of studies examining aspects of the consistency 

and reliability over time of the self-report measures and DIS-derived diagnostic 

groupings used in the study. Some of the self-report data were collected at three 

assessment points at five-year intervals (1978, 1983 and 1988), while other data 

(including the DIS-derived diagnostic categories) were collected at the 1983 and 1988 

assessment points only. The DIS-derived data for the period prior to 1983 will be 

examined in terms of long-term reliability and the use of a physician and as against a 

lay interviewer. 

Data from self-report measures 

Table 9.1 repons the means for the self-repon measures which were used at 

1978, 1983 and 1988 and their levels of consistency. For the IBM scale, a separate 

analysis was done for subjects who rated the same partner on both occasions. 



Table 9.1 Mean scores and correlation coefficients for self-report measures 
used at 1978, 1983 and 1988 

Personality and trait 
Neuroticism 
Self-esteem# 
Dependency 
Trait Depression 

Sex Role Inventory 
Masculinity 
Femininity 
Social desirability 

State depression 

PBI scales 
Maternal care 
Maternal protection 
Paternal care 
Paternal protection 

IBM scales 
Intimate care 
Intimate control 

Intimate care 
(same partner)* 

Intimate control 

1978 

(A) 

scales 
9.0 
1. 6 

52.6 
31. 3 

N/A 
N/A 
N/A 

57.0 

26.3 
14.8 
21. 9 
13.0 

N/A 
N/A 

N/A 

N/A 

N/A = Not assessed 

Mean score 
1983 

(B) 

8.7 
1.0 

52.8 
31. 2 

4. 6 
4.7 
5.2 

55.2 

2 6. 2 
13.8 
21. 7 
12.1 

30.6 
6.7 

31.5 

6.5 

1988 

(C) 

8.7 
• 9 

53.7 
29.4 

4.7 
4. 8 
5.3 

55.3 

26.3 
13.8 
21. 4 
11. 9 

29.5 
6.9 

30.2 

7.0 

Correlation coefficients 
A B A 

with 
B 

.54 

.43 

. 64 

.63 

N/A 
N/A 
N/A 

.25 

• 72 
.74 
.80 
.69 

N/A 
N/A 

N/A 

N/A 

with 
C 

. 68 

.61 

.64 

.65 

.56 

.57 

.57 

.23 

.82 

.76 

.82 

.67 

.52 

.37 

.48 

.40 

with 
C 

.so 

.48 

.55 

.46 

N/A 
N/A 
N/A 

.17 

.63 

.68 
• 72 
.56 

N/A 
N/A 

N/A 

N/A 

* 
# 

Those nominating the same intimate in 1983 and 1988 (n=96) 
Higher scores indicate lower self-esteem 

f-' 
CD 
0 
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The self-esteem, neuroticism, trait depression, dependency and sex-role scales 

are described in Chapters and 10 and were included to measure trait personality 

dimensions. Moderate to high correlations between scores over time would be expected 

if these measures assess constructs that are stable and unaffected by current affective 

state. Conversely, one would predict that state depression scores would be poorly 

correlated over a ten-year period. Of the two measures that quantified inter-personal 

constructs, one would predict that the PBI sub-scales (measuring perceptions of the first 

sixteen years of the subjects' lives) would be more highly correlated on successive 

assessments over time than the IBM sub-scales (measuring perceptions of the current 

relationship with intimate partner) when the PBI strategy measures a 'constant' while the 

IBM assesses recent and current characteristics that may have indeed changed over the 

interval. 

Mean scale scores for most personality measures were generally stable, apart 

from self-esteem scores, which showed a statistically significant improvement from 

1978 to 1983 (t=4.80, p <.001) and from 1978 to 1988 (t=5.82, p <.001) but no change 

from 1983 to 1988 (t=0.87, ns). In a similar but less distinct fashion, depressio•n scores 

decreased from 1978 to 1988, both on the trait (t=2.03, p <.05) and state (t=2.21, p 

<.01) measures but trait depression scores remained moderately well correlated with 

each other over the ten years. Scores for state depression were poorly correlated (Table 

9.1). Sex-role inventory scores were unchanged over the 1983 to 1988 period for the 

femininity (t= 1.37, ns) and masculinity (t=-1.41, ns) sub-scales. There was a significant 

difference in the social desirability scores (t=-2.43, p <.05) but this sub-scale is included 

in the Bern Sex Role Inventory as a distractor rather than as a measure of sex-role 

characteristics and may be influenced by state effects. 

Next, the measures of interpersonal constructs are examined. When data 

collected at 1978 and 1988 are compared, no significant changes are evident in maternal 
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care (t=-0.02, ns), and over-protection scores (t=0.58, ns), nor paternal care scores 

(t=l.56, ns). All scores show moderate to high correlations (Table 9.1). Paternal 

overprotection scores did show a significant change over the ratings at 1978 and 1988 

(t=2.12, p <.05) and were less highly correlated, although correlations still ranged from 

0.56 to 0.69. 

When data collected at 1983 and 1988 are compared, the IBM care scores 

showed a statistically significant change (t=2.68, p <.01) for the whole group and for 

those subjects who had the same partner on both occasions (t=2.86, p <.01), while there 

was no change in IBM control scores (t=-1.06, ns) for the group or those who had the 

same partner on both occasions (t=-0.89, ns). Although there are statistically significant 

differences in the PBI paternal overprotection and IBM care scales, the mean scores for 

both scales are quite similar. The differences may be due to small standard deviations 

and do not appear to be clinically significant. 

Discussion of reliability of self-report data 

Scores are generally more consistent in the interval 1983-1988, while the data 

for the 10-year interval (1978-1988) show slightly less consistency, presumably 

reflecting changes in attitudes in the first five years of the study. The four measures 

quantifying aspects of personality on three occasions return mean correlations of 0.56 

(1978-1983), 0.64 (1983-1988) and 0.50 (1978-1988) respectively. The sex-role 

inventory scores are only reported in 1983 and 1988 and fall within the same range 

(Table 9.1). 

The mean correlation coefficients for PBI scores are 0.74 (1978-1983), 0.77 

(1983-1988) and 0.65 (1978-1988) showing an impressive test-retest consistency in PBI 

scores for all three intervals and superior to each individual personality test. The 

correlation coefficients for IBM scores (both for the whole sample and for the sub­

group scoring the same partner) are moderate from 1983 to 1988 and clearly less stable 
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than PBI scores. As noted, the PBI and IBM scales are similar in design, there is a 

major difference in that PBI scales quantify perception of past relationships (from first 

16 years of subject's life) which should only change if the subjects' perception of those 

relationships undergoes some change after the age of 16. The IBM scales quantify 

perception of a current relationship which is still evolving (mean duration of marriages 

was 7 to 8 years in 1988) and in a process of evolution as they were also becoming 

parents. Ideally, the measure will be more stable if these factors are taken into account. 

The stability of PBI scores builds to the reliability and validity of the measure in that 

subjects seem to report relatively constantly over a long period when many of them had 

been depressed and experienced current life changes (starting to teach, becoming 

parents) which may have been expected to exert a state effect. Finally, the test-retest 

reliability of the state depression measure is low, as one would anticipate. The stability 

of self-report data over time is in the predicted direction (with trait measures being more 

constant than state measures). The pattern of results suggests reasonably reliable 

reporting on self-report measures by the cohort. 

Data for DIS-derived diai:nostic 2roupin2s 

The selection of diagnostic groupings has been discussed in the previous 

chapter, where rates for DIS-derived diagnoses gathered at 1983 and 1988 assessments 

were reported and examined in terms of sex differences As the test-retest reliability 

studies for structured interview schedules (including the DIS) noted in Chapter I were 

for much shorter time periods than those in this study, it is important to review the long­

term reliability of the present data. 

There are several possible sources of error: (i) changes due to differences in 

recall by subjects over time, either leading to forgetfulness or changes in attribution (so 

that episodes are considered as depression on one occasion, but distress on another), (ii) 

differences in style of interview or interpretation of the DIS-derived data due to 

administration by two different raters. 
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The choice of the three different diagnostic groupings (identified in Chapter 8) 

represented different definitions and diagnostic thresholds for caseness and were 

examined to determine whether sex differences were more apparent at one threshold of 

caseness than another. Subjects who reported differing numbers of symptoms at the 

two DIS assessments may then have been retained as cases for the grouping with the 

lowest threshold (i.e. RDC cases) so that lifetime caseness allowing formal "agreement" 

for both occasions, despite reported unreliability of lifetime caseness for a grouping 

with a higher threshold (e.g. DSM-III major depression only) which would have given a 

fonnal "disagreement" for the two interview occasions. 

i) Data from 1978 assessment 

At base-line in 1978, the DIS was not used and there was no attempt to 

corroborate the self-report information gathered. 

ii) Collaborative witness reports at 1983 assessment 

At the five-year follow-up, after the personal interview, each subject was asked 

to nominate another person who had known the subject well for a number of years and 

who might be able to provide an independent account of the subject's depressive 

experience to the time of the 1983 assessment. Consent and a completed corroborative 

interview were obtained for 133 of the 150 (88.7%) subjects interviewed in person, and 

therefore 80.6% of the whole cohort. When possible, the nominated witness was 

interviewed immediately to avoid discussion and "priming" by the subjects, and this 

occurred for 56 of the 133 (42.1 %) corroborative interviews. If the person nominated 

was not available, the subject was asked to inform that witness that there would be 

telephone contact in the next few days but not to describe the exact nature of the 

infonnation to be sought. This procedure was adopted for the remaining 77 subjects. 

On a number of occasions, more than one witness was sought to clarify details. The 

method and form of questions put was described in detail in Chapter 6. 
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Where subjects had reported episodes of major depression, 98% of witnesses 

volunteered accounts of episodes consistent with those reported by the subjects. Of the 

32 subjects reporting an episode, 26 volunteered contactable witnesses, with 23 of the 

26 agreeing with the subjects' reports as to occurrence and impact (impairment). In the 

three instances of dissonant views, two informants confirmed the timing but considered 

the episode less disabling than judged by the subject, while one witness failed to 

confirm severity or timing (Table 9.2). 

For the 54 subjects reporting RDC minor or intermittent minor depression, 49 

witnesses were contacted and 41 of these volunteered accounts that agreed with their 

subject's view about timing and impact of any episodes reported. Three witnesses 

judged episodes as having occurred which had not been volunteered by subjects. For 

five subjects reporting episodes, two witnesses had not noted the episodes and an 

additional three agreed with the timing but did not judge the episode as having had a 

significant impact on the subject's life (Table 9.2). 

Discussion of collaborative witness data 

These data show high reliability for presence and timing of depressive episodes 

but no attempt was made to distinguish between major and minor depressive episodes 

(i.e. by asking for frequency of specific symptoms), so that this is not a measure of 

validity but rather a measure of (i) the degree to which subjects can be relied on to 

recall significant episodes and (ii) the extent to which episodes can be distinguished 

from everyday vicissitudes by the subject at the DIS interview and by their 

collaborative witness. If the results are viewed in this manner, they are encouraging in 

that subjects and witnesses were usually able to agree on what constitutes a significant 

depressive episode. However, the subjects and witnesses in this group were generally 

co-operative, intelligent, well-informed adults who seemed to be able to understand 



Table 9.2 Consistency of reports from 133/150 subjects who were 
interviewed in person in 1983, and their witnesses 

Subject 

Witness reports an Yes 
episode of depression No 
coinciding in time and 
impact with subject's 

re.e_orts 
Yes 

23 
3 

an e.e_isode of 
No Kappa 

0 0.93 
107 

Subject reports an episode of 
intermittent minor depression 

Witness reports an 
episode of depression 
coinciding in time and 
impact with subject's 

Yes 
No 

Yes No Kappa 
41 3 0.86 

5 84 

major depression 
Sensitivity Specificity 

88.5% 100% 

minor or 

Sensitivity 
89.1% 

Specificity 
96.6% 

f-' 
(X) 

m 



concepts of depression and psycho-social precedents and may be more reliable than 

subjects in the general population. 

There is a methodological caveat in that those few subjects who failed to 

provide collaborative witnesses may have been those with poor relationships with 

family and/or few close friends. These interpersonal factors may have also been 

associated with higher rates of depression. If this were the case, the results may be 

biassed towards inclusion of those subjects who had confidants (either friends or 

family) whom they were could able to call on as witnesses and these witnesses are 

likely to give more reliable collaborative data. 

iii) Inter-rater reliability between the 1983 and 1988 raters 
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Prior to the second DIS assessment (at the ten year follow-up), a preliminary 

study was undertaken to check the inter-rater reliability between the two independent 

interviwers who used the DIS during the study (i.e. the author, in 1983 and Ms. Curtain, 

the lay interviewer in 1988). This study involved 10 volunteers and randomly selected 

study subjects, and was described in Chapter 6 (Table 6.2). Results showed high inter­

rater reliability whether or not DIS-derived depressive categories were reported. 

Twelve of the subjects in the cohort were also given the DIS by one of the two 

interviewers (as described in Chapter 6) and the results were similarly highly reliable 

(Table 6.2). 

Discussion of inter-rater reliability 

In 1988, inter-rater reliability for generating DIS-derived diagnoses was very 

high for a mixed group of normal volunteers and clinically depressed subjects. The 

inter-rater reliability was determined at interviews where both interviewers were 

present, alternatively conducting the interview. This is an accepted method of 

determining inter-rater reliability when using the DIS, as was discussed in Chapter 2. 

There is a problem in that there are some questions which are omitted following certain 



negative answers. These influence the fashion in which the non-interviewing rater 

reports the data and may artificially increase the reliability of the data. 

iv) Comparison of rates for diagnostic groupings for periods prior to 1983, from 

1983 and 1988 DIS data 
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Tables 9.3 to 9.5 report rates for the three diagnostic groupings. First, data from 

the two independent assessments will be reported together for the 161 subjects who 

completed the DIS on the two occasions, in 1983 and 1988. Rates for 1983 data for 165 

subjects (Table 8.1) have been adjusted accordingly. 

Table 9.3 reports comparisons of standardised interval rates for DSM-III major 

depression assessed first in 1983 and then in 1988. Both raters recorded similar rates 

with no evidence of sex differences on either occasion. But, for lifetime caseness prior 

to 1978, there was an 11 % drop for females and 100% rise for males between the 

assessments in 1983 and 1988. For 'new case 1978-83' rates there is a 17% fall in rates 

for females and 53% fall for males (Table 9.3), while lifetime rates to 1983 had dropped 

14% for females and 27% for males. Taken overall, there is a trend for both sexes to 

report slightly fewer episodes of major depression at the 1988 assessment, but there 

were no sex differences in rates of major depression cross-sectionally as obtained by 

either rater. 

Rates for DSM-III cases (Table 9.4) at both 1983 and 1988 assessments are 

similar to those for major depression alone due to the small contribution made by 

reported episodes of dysthymia. There were no sex differences in rates at either DIS 

assessment. Comparison of data from 1983 to 1988 DIS assessments (Table 9 .4) for 

lifetime rates prior to 1978 showed a 25% drop for females and 100% rise for males; for 

'new case rates 1978-83', falls of 3% for females and 62% for males and, for lifetime 

rates to 1983, falls of 12% for females and 38% for males. 
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Table 9.3 New cases (rates) and lifetime cases (rates) of 
DSM-III major depressive disorder assessed by two 
independent raters at 1983 and 1988 

Diagnosis year Female Male Total 
DIS given (n=108) (n=53) (n=161) 

DSM-III major depressive disorder 

1983 DIS assessment - rater K.W. 
Lifetime cases to 1978 (1983) 9 ( 8.3%) 2 ( 3.8%) 11 ( 6.8%) 
New cases 1978-83 (1983) 12 (12.1%) 9 (17.6%) 21 (14.0%) 
Lifetime cases to 1983 (1983) 21 (19.4%) 11 (20.8%) 32 (19.9%) 

1988 DIS assessment - rater R.C. 
Lifetime cases to 1978 (1988) 8 ( 7.4%) 4 ( 7.6%) 12 ( 7.6%) 
New cases 1978-83 (1988) 10 (10.0%) 4 ( 8.2%) 14 ( 9.4%) 
Lifetime cases to 1983 (1988) 18 (16. 7%) 8 (15.1%) 26 (16.1%) 

x2 

0.56 
0.46 
0.04 

0.08 
0.00 
0.07 

Lifetime case rates= number of subjects with episode to that time x 100% 
number of subjects reviewed 

New case rates = number of new cases x 100% 
number of subjects reviewed - previous cases 

f-' 
(X) 

I.O 



Table 9.4 New cases (rates) and lifetime cases (rates) of 
combined DSM-III categories assessed by two independent 
raters at 1983 and 1988 

Diagnosis Year Female Male Total 
DIS given (n=108) (n=53) (n=161) 

--

DSM-III Cases (MOD and dysthymia) 

1983 DIS assessment - rater K.W. 
Lifetime rates to 1978 (1983) 12 (11.1%) 2 ( 3.8%) 14 ( 8.7%) 
New cases 1978-83 (1983) 14 (14. 6%) 11 (21. 6%) 25 (17.0%) 
Lifetime rates to 1983 (1983) 26 (24.1%) 13 (24.5%) 39 (24.2%) 

1988 DIS assessment - rater R.C. 
Lifetime cases to 1978 (1988) 9 ( 8.3%) 4 ( 7.6%) 13 ( 8.1%) 
New cases 1978-83 (1988) 14 (14 .1%) 4 ( 8.2%) 18 (12.2%) 
Lifetime cases to 1983 (1988) 23 (21. 3%) 8 (15.1%) 31 (19.3%) 

x2 

1. 58 
0.81 
0.00 

0.00 
0.61 
0.88 

* p <.05 
Lifetime case rates= number of subjects with episode to that time x 100% 

number of subjects reviewed 

New case rates = number of new cases x 100% 
number of subjects reviewed - previous cases 

I-' 
I.O 
0 



Table 9.5 New cases (rates) and lifetime cases (rates) of combined RDC 
categories assessed by two independent raters at 1983 and 1988 

Diagnosis year 
DIS given 

Female 
(n=108) 

Male 
(n=53) 

Total 
(n=161) 

RDC Cases (major, intermittent and episodic minor depression) 

1983 DIS assessment - rater K.W. 
Lifetime cases to 1978 (1983) 
New cases 1978-83 (1983) 
Lifetime cases to 1983 (1983) 

1988 DIS assessment - rater R.C. 
Lifetime cases to 1978 (1988) 
New cases 1978-83 (1988) 
Lifetime cases to 1983 (1988) 

24 (22.2%) 
23 (27. 4%) 
47 (43.5%) 

20 (18.5%) 
27 (30. 7%) 
47 (43.5%) 

9 (17.0%) 
12 (27. 3%) 
21 (39.6%) 

8 (15.1%) 
6 (13.3%) 

14 (26.4%) 

33 (20.5%) 
35 (27. 3%) 
68 (42.2%) 

28 (17.4%) 
33 (24.8%) 
61 (37.9%) 

x2 

0.60 
0.00 
0.22 

0.59 
4.80* 
4.42* 

* p <.05 
Lifetime case rates= number of subjects with episode to that time x 100% 

number of subjects reviewed 

New case rates = number of new cases x 100% 
number of subjects reviewed - previous cases 

~ 

\.0 
~ 
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Rates for RDC cases at both assessments are noted in Table 9.5. Comparing 

rates at 1983 assessment to those at 1988 assessment, for lifetime rates prior to 1978, 

there was a 17% fall for females and 11 % fall for males; for 'new case rates 1978-83', 

there was a rise of 11 % for females and fall of 51 % for males; for lifetime rates to 1983, 

the rates for females were unchanged, while rates for males dropped by 33%. There are 

statistically significant sex differences in 'new case rates (1978-83)' and lifetime rates to 

1983 in the 1988 assessment data that had not been apparent when data for those time 

periods had been collected in 1983. When new case rates from the two interviews are 

compared, reported rates for females remained more stable than for males, although this 

does not imply that the same subjects were classified as cases on each occasion. 

Comparisons were made of the numbers (rates in parentheses) for lifetime cases 

recorded by the two interviewers for females and males respectively. As there were 

different denominators used for 1983 and 1988 DIS-derived data for calculation of new 

case rates, these were not compared. For females (Table 9.6), there were no significant 

differences in rates generated by either interviewer. For males (Table 9.7), there was a 

trend for rates of lifetime cases to 1983 to be higher when assessed in 1983 than in 

1988, most distinct for DSM-III and RDC cases. 

A general trend has been noted for both sexes to be less likely to report 

depressive episodes when reassessed in 1988, for DSM-III major depression and DSM­

III case groupings, with males reporting lower rates than females at interview five years 

later. For RDC cases, there were no overall changes in rates for females but changes in 

rates of reporting were evident for males. Thus the choice of the diagnostic grouping 

and sex of the subject had some influence on the magnitude of the change in reported 

rates over time as reflected in the data reported in Tables 9.6 and 9.7. 



Table 9.6 Comparison of numbers (rates) for new cases and lifetime 
cases for the three depressive groupings, derived from the 
interviews at 1983 and 1988 by two independent raters, 
for females 

Diagnosis 

DSM-III major depression 
Lifetime cases to 1978 
Lifetime cases to 1983 

DSM-III cases 
Lifetime cases to 1978 
Lifetime cases to 1983 

RDC cases 
Lifetime cases to 1978 
Lifetime cases to 1983 

Numbers (rates) for females (n=108) 

1983 1988 x2 

9 ( 8.3%) 8 ( 7.4%) 0.00 
21 (19.4%) 18 (16.7%) 0.13 

12 (11.1%) 9 ( 8.3%) 0.21 
26 (24 .1%) 23 (21.1%) 0.11 

24 (27. 4%) 20 (18.5%) 0.26 
47 (43.5%) 47 (43.5%) 0.00 

Lifetime case rates= number of subjects with episode to that time x 100% 
number of subjects reviewed 

f---' 
I!) 
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Table 9.7 Comparison of numbers (rates) for new cases and lifetime 
cases for the three depressive groupings, derived from the 
interviews at 1983 and 1988 by two independent raters, 
for males 

Diagnosis 

DSM-III major depression 
Lifetime cases to 1978 
Lifetime cases to 1983 

DSM-III cases 
Lifetime cases to 1978 
Lifetime cases to 1983 

RDC cases 
Lifetime cases to 1978 
Lifetime cases to 1983 

Numbers (rates) for males (n=53) 

1983 1988 x2 

2 ( 3.8%) 4 ( 7.6%) 0.18 
21 ( 19. 4%) 18 (16.7%) 0.58 

2 ( 3. 8%) 4 ( 7. 6%) 0.18 
13 (24.5%) 8 (15.1%) 1. 49 

9 (17.0%) 8 (15.1%) 0.00 
21 (39. 6%) 14 (26. 4%) 2.09 

Lifetime case rates= number of subjects with episode to that time x 100% 
number of subjects reviewed 

f-' 
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The reported percentage changes may be misleading in that they give no 

indication as to whether the same subjects were 'cases' or 'non-cases' on each 

assessment occasion. Further analyses of consistency in pre-1983 lifetime data were 

then undertaken. 
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Data gathered by the author in 1983 were compared with data gathered by Ms 

Curtain in 1988, for the 108 females and 53 males who completed the assessment on 

both occasions. Kappa values are given both for subjects who were agreed to be 'cases' 

(Table 9.8), and for individual episodes established at both assessments (Table 9.9). 

Kappa values for caseness identified at any time up to 1983 for females ranged 

from 0.50 for DSM-III cases to 0.62 for RDC cases and, for males, from 0.34 for DSM­

III cases to 0.71 for RDC cases (Table 9.8). There was little difference in the ranges of 

kappa values (0.48 to 0.65 for females and 0.32 to 0.61 for males) when individual 

episodes were considered (Table 9.9). Categorisation of RDC cases tended to be the 

most consistent as there is more accommodation for continuing inclusion of the subject 

as cases in spite of change in the number of symptoms. Overall, the rates for females 

tended to be more consistent than rates for males, in line with the sex differences in 

rates reported in Tables 9.6 and 9.7. 

Discussion of comparison of rates for diagnostic groupings for periods prior to 1983, 

from 1983 and 1988 DIS data 

There is an expectation that data collected with a structured case-finding 

instrument enquiring after discrete episodes of depression would be more consistent 

over time than self-report symptom questionnaires, which proved to be the case. Kappa 

values of 0.53 for major depression compared favourably to those of 0.48 to 0.87 

quoted for inter-rater reliability using SADS/RDC criteria for major depression in the 

NIMH multi-centre collaborative project over periods of weeks (Spitzer and Endicott, 



Table 9.8 

Diagnostic 
Category 

Females 

Consistency of subjects being identified as 'lifetime cases' 
to 1983, comparing data gathered by two independent raters, 
five years apart (in 1983 and 1988) for 108 females and 53 
males assessed on both occasions 

"CASE" - YES OR NO 

YES 1983 YES 1983 NO 1983 NO 1983 
YES 1988 NO 1988 YES 1988 NO 1988 Kappa 

Major depression 12 9 6 81 0.53 
DSM-III case 15 11 8 74 0.50 
RDC case 37 10 10 51 0.62 

Males 
Major depression 5 6 3 39 0.43 
DSM-III case 5 8 3 37 0.34 
RDC case 14 7 0 32 0.71 

Major depression= DSM-III major depression (significant) 

DSM-III case = DSM-III major depression or dysthymia 

RDC case = RDC major depression or intermittent minor 
or minor depression (significant) I-' 
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Table 9.9 Consistency of identification of individual lifetime 
episodes to 1983 assessed by two independent raters, 
five years apart {in 1983 and 1988) for 108 females 
and 53 males assessed on both occasions 

EPISODE - YES OR NO· 

Diagnostic YES 1983 YES 1983 NO 1983 NO 1983 
Category YES 1988 NO 1988 YES 1988 NO 1988 Kappa 

Females 
Major depression 17 13 7 81 0.52 
DSM-III case 20 17 9 74 0.48 
RDC case 48 12 9 51 0.65 

Males 
Major depression 7 8 5 39 0.38 
DSM-III case 7 10 5 37 0.32 
RDC case 17 9 2 32 0.61 

Major depression= DSM-III major depression {significant) 

DSM-III case 

RDC case 

= DSM-III major depression or dysthyrnia 

= RDC major depression or intermittent minor 
or minor depression {significant) 

f--' 
I.D 
--.J 
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1987) and 0.20 to 0.75 for major depression over a six-month period (Andreasen et al, 

1981 ). While there is some lack of consistency in reporting pre-1983 episodes, the 

overall consistency kappas of 0.52 (females) and 0.38 (males) for major depression are 

clearly superior to those reported by Helzer et al (1985) and Anthony et al (1985), of 

0.33 (over three months), and 0.25 (over one month), respectively. This is particularly 

relevant when, in those studies, the test-retest interval was relatively brief as against the 

five-year interval in this study. 

Wittchen et al (1985) found high agreement in a 7-year follow-up of 158 

community subjects between a psychiatrist using ICD-9 and a psychologist generating 

DIS/DSM-III diagnoses. However, the fact that ICD-9 diagnoses do not demand 

minimum thresholds for symptom numbers and duration of episodes would tend to 

increase kappa values as entry to a particular category is not as rigourous and, in the 

sample of 130 subjects, 42 were omitted because they had been given ICD-9 diagnoses 

(mainly for personality disorder) that were not covered by DIS categories. 

The combined RDC depression categories (RDC cases) grouping in the teachers' 

study obtained a higher kappa value than the DSM-III major depression or combined 

DSM-III categories (DSM-III cases) groupings. This is a result of the same 

phenomenon as noted for Wittchen's comparison of DIS/DSM-III and ICD-9 categories. 

Wittchen's group (1989) also later reported a study of test-retest reliability over one to 

two days using a different rater (alternately a psychiatrist or psychologist) on each 

occasion. Here they reported a fall-off in symptoms and number of episodes in most 

DSM-III categories for recent episodes but much greater consistency for lifetime 

diagnosis rates. 

In another recent study (McLeod et al, 1990), 353 (73%) of 484 subjects who 

had been interviewed by lay interviewers using the DIS in a community sample in 

Detroit, U.S.A., were re-interviewed by a team of clinicians (psychiatric social 
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workers). The median lag time to second interview was 11 weeks. The DIS interviews 

generated RDC diagnoses for individual and combined depressive (RDC case) 

categories for the six-month period prior to the initial interview. The authors reported 

kappas of 0.39 for all RDC cases, 0.28 for major depression, 0.10 for intermittent minor 

and 0.08 for minor depression. They noted that longer, severe episodes were more 

consistently recalled and that inconsistency in reporting was most often associated with 

the timing of the episode (i.e. whether or not the episode had occurred within the six 

month span). They considered such issues as differences in empathy between clinical 

and lay interviewers, slight differences in wording of the questions at each interview 

and cue effects from the original interview but concluded with the opinion that the 

major cause of differences was inconsistent recall by the subjects. These authors have 

used psychiatric social workers as the clinician raters and the study raises a question as 

to the comparability of categorical diagnoses derived by psychiatrists and psychologists. 

None of the studies mentioned have entertained a discussion of sex differences 

in recall. However, the sex difference issue had previously been raised in a study of a 

cohort of 591 young Swiss adults (Angst & Dobler-Mikola, 1984c). Here prevalence 

rates for DSM-III and RDC depressive episodes generated by use of their own semi­

structured interview schedule (SPIKE) varied with the time period used, so that there 

was an equal sex ratio for three-month prevalence and female preponderance for 

twelve-month prevalence, which the authors attributed to males' more readily forgetting 

episodes that were further removed in time. 

The five studies summarised raise a number of methodological issues. The first 

two studies emphasized differences between lay and professional interviewers, the latter 

three highlight respondent recall error. The consistency of recall may be determined by 

the motivation of both interviewer and subject, time lag between interviews and period 

of time being studied. Ironically, the use of a short time period may increase 

inconsistency of recall of timing of episodes due to the actual episodes being recalled 



but the timing being out by a factor of weeks. Weissman and colleagues (1988) have 

questioned whether the DIS, as a stand-alone instrument is sufficient to prompt recall 

for accurate estimates of lifetime prevalence, and other authors (Wittchen 1989, 

McLeod 1990) have recently suggested use of such cues as birthdays and holidays to 

increase accuracy of recall. 

v) Comparison of reported numbers of symptoms and duration of episodes from 

1983 and 1988 assessments 
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Comparison was made of the mean number of symptoms for the period prior to 

1983 reported to the psychiatrist rater at 1983 with the mean number for the same 

period reported to the lay interviewer in 1988. Comparisons involved the group 

assessed both at 1983 and 1988 (i.e. 108 females and 53 males). When it was clear that 

the same pre-1983 episode or episodes were reported at !mth assessments (in 1983 and 

1988), the number of symptoms reported on each occasion for each episode were 

compared. Here two diagnostic groupings, major depression (representing the highest 

diagnostic threshold in terms of symptom numbers) and RDC cases (representing the 

lowest diagnostic threshold in terms of symptom numbers) were assessed. Dysthymia 

was only considered in the combined RDC categories as there were generally low 

numbers of episodes which were inconsistently recalled (particularly by males), which 

had the potential to lead to great variation in results when considering sex differences in 

duration of episodes. 

There were no significant sex differences in the mean number of symptoms 

reported for both DSM-III major depression and RDC case groupings, but females 

reported fewer symptoms per episode five years later (in 1988), while males did not 

(Table 9 .10). 

The episodes reported by males on both occasions were of longer mean duration 

for episodes of DSM-III major depression when 1983 and 1988 assessments were 



Table 9.10 Number of symptoms for pre-1983 episodes recorded by both 
interviewers, in 1983 and 1988 

Number of 
episodes 

Year 

Type of episode 

DSM-III major depression 
Female 16 episodes 
Male 7 episodes 
t-test 

RDC cases (combined RDC 
Female 52 episodes 
Male 17 episodes 
t-test 

Number of 
symptoms 
Mean (SD) 

1983 

5.94 (1.18) 
5. 71 (1.25) 
0.40 

cate.9.ories) 
3.90 (1.67) 
4.29 (1.61) 
-0.86 

Number of 
symptoms 
Mean (SD) 

1988 

4.88 (1.02) 
5.00 (1.24) 

-0.25 

3.44 (1.29) 
3.94 (1.35) 

-1. 34 

t-test 

3.78** 
1. 37 

3.00** 
1.06 

** p <.005 

N 
0 
I-' 



Table 9.11 Duration of episodes for episodes (considered present by two 
independent raters) and reported at 1983 and 1988 for 
108 females and 53 males assessed on both occasions 

Number of 
episodes 

Year 

Type of episode 

Major depression 
Female 16 episodes 
Male 7 episodes 

t-test 

Duration 
in weeks 
Mean (SD) 

1983 

16.44 (20.41) 
41.14 (16.49) 

-3.07* 

RDC cases (combined RDC categories) 
Female 52 episodes 27.77 (37.75) 
Male 17 episodes 33.94 (47.34) 

t-test -0.49 

Duration 
in weeks 
Mean (SD) 

1988 

12.31 ( 9.46) 
37.14 (22.24) 

-2.84* 

22.73 (35.19) 
26.94 (20.91) 

-0.60 

t-test 

0.95 
0.51 

1.1 7 
0.66 

"'p <.05 

N 
0 
N 



compared (Table 9 .11 ). There were no significant sex differences in duration for 

combined RDC categories. 
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Discussion of comparison of reported numbers of symptoms and duration of episodes 

from 1983 and 1988 assessments 

Both males and females reported a mean of 5-6 symptoms from a maximum of 8 

symptoms per episode of major depression at the 1983 and 1988 assessments (Table 

9.10). It is worth noting that when episodes of episodic and intermittent minor 

depression are added to major depression (i.e. RDC cases), the mean number of 

symptoms per episode was consistently around four so that these episodes are not trivial 

in terms of reported distress. The mean duration of episodes of DSM-III major 

depression ranged from 12 to 41 weeks (Table 9.11). It is more difficult to comment on 

the duration data, as the mean duration of episodes is confounded by the discrepency in 

minimum duration between episodic (2 weeks) and intermittent minor (2 years) 

depression. 

There are no sex differences in reported symptoms in the episodes of major 

depression reported at both 1983 and 1988. There was a statistically significant 

decrease in reported symptoms per episode over time (from 1983 to 1988) for females 

only. The same patterns are reported for the combined RDC categories, where episodes 

of major depression still make a significant impact on mean scores for both symptom 

numbers and duration. 

The possible explanations for the overall decrease in number of symptoms over 

time are (i) a practice effect, (ii) a function of change in attribution of depressive 

episodes by the subjects, (iii) diminished recall by subjects over time, or (iv) differences 

in interviewing style. 
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Of the possible explanations, it is unlikely that a practice effect is operating due 

to the long interval between assessments. Furthermore, differences in interviewing 

style were kept to a minimum by the use of the DIS. The two other possible 

explanations both involve differences in subjective recall over time. While reported 

duration of episodes decreased for both sexes, males reported longer duration per 

episode for those episodes that were recalled at both assessments. When the finding 

that females reported less symptoms per episode over time than males is coupled with 

the finding of longer mean duration for episodes recalled on both occasions (Table 9.11) 

in males, a possible explanation is that males tended to only recall more severe episodes 

(in terms of duration) and which were likely to be recalled more reliably in terms of 

severity than those recalled by females (from a broader range of severity). 

The sex differences in rates at the 1988 assessment are consistent with the faster 

rates of forgetting in young males reported by Angst's group (1984c) but suggest that 

these sex differences may be prominent for episodes of lesser severity. 

vi) Consideration of various methods of estimating lifetime case rates using data 

from 1983 and 1988 DIS assessments 

The two independent vantage points in time can be used to derive lifetime 

prevalence rates to 1988 using three different methods, reported in Table 9.12. 

For the '1988 assessment' figures, the data refer on!y_to data collected by the lay 

interviewer in 1988 and have already been reported (in Table 8.2). A second or 

'combined estimate' method respects caseness decisions made at .b.oth the 1983 and 1988 

DIS interviews. A third or '1983/88 add-on estimate' method respects the decisions (i.e. 

'case'/not case') made in 1983 by the author. The 'new case' diagnoses from 1983-88 

time period are then added to the 1983 rates a_s though the 1988 lay rater, at the 1988 

DIS interview, only enquired about depressive experience for the 1983-88 interval. 

Here a 'new case' in the 1983-88 time period is a subject who reported a first depressive 



Table 9.12 Lifetime cases (rates) to 1988 determined using three different 
methods of estimation derived from 1983 and 1988 DIS data 

Diagnosis year 
DIS given 

Female 
(n=108) 

Male 
(n=53) 

Total 
(n=161) 

x2 

Major depression only (DIS significant DSM-III major depressive disorder) 

1988 estimate 1988 28 (25.9%) 9 (17.0%) 37 (23.0%) 1. 61 
'Combined estimate' 1983+1988 35 (32.4%) 14 (26.4%) 49 (30.4%) 0.35 
1983/88 estimate 1983/88 29 (26.9%) 12 (22.6%) 41 (25.5%) 0.33 

DSM III-case (major depressive disorder and dysthymia) 

1988 estimate 1988 33 (30.6%) 10 (18. 9%) 43 (26.7%) 2.48 
'Combined estimate' 1983+1988 41 (38.0%) 17 (32.1%) 58 (36.0%) 0.53 
1983/88 estimate 1983/88 35 (32.4%) 15 (28.3%) 50 (31.1%) 0.28 

Combined RDC categories (major, intermittent and episodic minor depression) 

1988 estimate 1988 61 (56.5%) 19 (35.8%) 80 (49.7%) 
'Combined estimate' 1983+1988 65 (60.2%) 22 (41.5%) 87 (54.0%) 
1983/88 estimate 1983/88 58 (53. 7%) 22 (41.5%) 80 (49. 7%) 

* 
1988 estimate = cases taken from 1988 DIS assessment only 

'Combined estimate' = cases at 1983 and/or 1988 assessments 
1983/88 estimate = cases to 1983 (1983 assessment), 

then new cases for 1983-88 (1988 assessment) 

6.05* 
4.99* 
2.15 

P <.05 

N 
0 
(.11 
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episode in the time period 1983-88 (at 1988 DIS interview) and had not previously been 

a 'case' using the data derived from the 1983 DIS interview. 

For the '1988 estimate' method, the RDC lifetime case rate (Table 9.6) shows a 

significant female preponderance (57% vs 36%) while a similar non-significant trend 

(31 % vs 19%) for DSM-III cases. As the suggested female preponderance is not 

striking for major depression alone (26% vs 17%) it becomes more apparent as the 

threshold for caseness is lowered by inclusion of episodic and intermittent minor 

depressive disorders. 

Using the second or 'combined estimate' method, lifetime rates for RDC cases to 

1988 are 60% for females and 42% for males, with a smaller but still statistically 

significant sex difference. Lifetime rates for DSM-III cases are now 38% for females 

and 32% for males, and for major depression alone, 32% for females and 26% for 

males, respectively. 

Using the third '1983/88 estimate' method, the lifetime rates for RDC cases are 

now 54% for females and 42% for males with a trend towards a female preponderance, 

which is no longer statistically significant. Lifetime rates for DSM-III cases are now 

32% for females and 28% for males, for major depression alone, 27% for female and 

23% for males. Using the third method, the sex ratios for all categories have 

diminished and there is a non-significant trend towards female preponderance in the 

combined RDC categories. 

Discussion of estimation of lifetime prevalence rates 

The use of the '1988 estimate' method leads to the greatest female 

preponderance in rates for all diagnostic groupings, which is statistically significant for 

the RDC case grouping. Data reported in Table 9.12 show that the RDC grouping is the 
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most likely system to show sex differences (with statistically significant differences for 

two of the three methods and a trend being apparent for the '1983/88 estimate' method). 

The discussion in previous sections has considered the possibility of sex 

differences in rates of recall up to 1983. The lifetime rates to 1988 will also be 

determined by the 'new case rates' in the 1983-88 period (Table 8.2) which will now 

also be considered. 

There are possible biases in each of the methods. The '1988 estimate' has a 

potential sex bias as those males who reported earlier episodes (at 1983 interview) 

which were not recalled at 1988 interview will not be noted as cases unless they 

reported subsequent "new" episodes in the 1983-88 period, while females were more 

likely to recall episodes previously reported. For the 'combined estimate' method, the 

males who "forgot" are retained as cases but there is still a potential bias towards female 

preponderence as some females tended to "remember" previous episodes while no 

males did. This method is the most inclusive, allowing any episode reported at either 

1983 or 1988 assessment. The '1983/88 estimate' assumes that the 1983 interview, 

supported by witness reports, generated more reliable data for the period to 1983 than 

the 1988 assessment. This method retains as cases those males who "forgot" episodes 

reported earlier (at 1983) when asked at the 1988 interview but does not include those 

females who subsequently recalled episodes (at 1988) that had not been previously 

reported (at 1983), and has less potential sex bias due to different rates of recall for 

males and females. 

The rates for lifetime cases using all three methods (see Table 9.12) report 

similar trends towards female preponderance, but there are no significant sex 

differences for DSM-Ill categories of major depression with or without dysthymia. For 

combined RDC categories, the female preponderance is increased due to sex differences 

in reporting of rates of minor depressive episodes over time. The magnitude of the sex 



ratio is affected by decisions as to which estimate is accepted as providing the most 

reliable data. 

The sex differences are minimised using the 1983/88 lifetime rates, as males 

who later "forgot" are still included, but females who later "remembered" are not. 

208 

Two explanations of the differing rates of female preponderance in RDC 

lifetime case rate (being greatest for the '1988 estimate') require exploration. Firstly, 

this may be a valid finding reflecting a gradually increasing (but generally statistically 

non-significant) female preponderance, most marked in the new case rate from 1983 to 

1988. There are trends (Tables 9.3 to 9.5) to support that interpretation. Secondly, that 

there had been a real female preponderance in 1983 but that had not been established at 

the prior (1983) interview, either because of difference in raters, or statistical 

explanations, such as low base rates or Type II error. 

The second explanation is doubted as high inter-rater reliability and moderate 

agreement on caseness and individual episodes has been shown (particularly for the pre-

1978 period), which would argue against decay of recall related simply to passage of 

time. The possibility of a Type II error is dealt with in Chapter 11, but this issue is just 

as pertinent on both 1983 and 1988 data. 

The first explanation will be explored further in the context of factors 

influencing reliability of the data and sex differences in recall. 

vii) Further examination of collaborative witness reports at 1983 interview to 

examine disparities in 1983 and 1988 DIS data 

The collaborative witness interview in 1983 was described earlier in the chapter. 

The witness accounts were examined with particular reference to subjects where there 



was disparity between reported episodes prior to 1983 from the 1983 and 1988 DIS 

assessments. 
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For DSM-III cases, there were 11 females who had been categorised as cases in 

1983 but not in 1988. Of these, 10 had provided witnesses and all the witnesses had 

reported episodes of depression which were similar to those described by the subject. 

In one situation, the witness described an extra episode not reported by the subject 

These were similarly 8 males, of whom 7 provided witnesses. Six of the witnesses 

reported episodes that were similar to those reported by the subject and one reported no 

episodes. In the latter case, the subject had reported seeking help and taking medication 

for the episodes (at 1983 interview). 

Where episodes were reported at 1988 assessment that had not been noted at 

1983, for DSM-III cases, there were 8 females, 5 of whom had provided witnesses. In 

three subjects, a diagnosis of minor depression had been made and witnesses had also 

noted episodes of depression (so that the discrepancy was due to reporting of more 

symptoms at 1988 than 1983); in two situations, witnesses at 1983 also had not reported 

episodes (thereby agreeing with the subject's report in 1983). The three males had all 

provided witnesses who had reported episodes at 1983 which coincided with the reports 

of the subjects. 

For RDC cases, there were ten females who reported episodes at 1983 but not at 

1988, for the pre-1983 time periods. Of these, 8 provided witnesses, of whom 6 gave 

comparable episodes to the subject (with one witness again giving extra episodes) and 

two witnesses reported the same precipitating incidents as the subject but did not regard 

the ensuing distress as constituting episodes of depression. Since 1983, three of the 10 

females had gone on to report further episodes of major depression; three reported 

funher episodes of minor depression and three reported the onset of panic disorder. All 

7 males provided collaborative witnesses who all gave similar accounts of depressive 
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episodes as the subjects. Since 1983, one male reported a further episode of major 

depression, 3 reported episodes of minor depression and 2 reported onset of generalised 

anxiety disorder. 

There were 10 females who had not reported episodes of depression for the 

period prior to 1983 at 1983 assessment but then did so in 1988. Of these 10, 8 

provided witnesses and in all cases, the witness at 1983 had not volunteered any 

episodes of depression. One of these subjects had reported an episode of distress 

following a marital breakup and had sought advice from her general practitioner. 

Another subject had reported a time of unhappiness which the witness also reported as 

an episode of distress and the subject had reported seeking advice medication from their 

general practitioner. This subject later reported an episode of major depression in 1983-

88 period. None of the other seven who provided witnesses had reported any further 

episodes of depression in the 1983-88 period. 

Discussion of collaborative witness data in li&ht of disparities between 1983 and 1988 

When examining data for episodes of major depression, the major source of 

discrepancy was a change in the number of symptoms reported, so that episodes were 

categorised as major depression on one occasion and minor depression on another. In 

the subjects, earlier recall of episodes of major depression may have been impaired by 

the later onset of panic disorder. 

Episodes of dysthymi_a were the least reliably recalled. Here, some episodes 

were omitted at later interview (particularly for males) and other episodes were recalled 

with a shorter duration, so that these episodes were then categorised as minor 

depression but subjects who had previously been 'DSM-III cases' were then RDC cases 

only. As the most of the episodes of dysthymia were initially reported as lasting 

between two and three years, the shorter reported duration became an important source 
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of unreliability. Earlier reference has been made to the heterogenous nature and lack of 

clear conceptualisation of this category. 

For RDC cases, any subjects who had reponed episodes as major depression or 

dysthymia on one occasion and minor depression at the other occasion were all still 

categorised as cases on both occasion. Here an imponant source of error was the 

reporting of a reaction to a life event as distress on one occasion but then reporting more 

symptoms and 'significant impact on life' at the other interview, so that a diagnosis of at 

least minor depression was then made. This was an issue that only involved females 

and, on examination of the collaborative witness data, the witnesses tended to agree 

with the subjects' earlier assessments. On the basis of this finding, the lifetime 

prevalence rates based on the 1983/88 assessment method (i.e. diagnoses made prior to 

1983 (from 1983 assessment) and from 1983 to 1988 (from 1988 assessment) will be 

used for determination of risk factors to lifetime caseness in Chapter 10. 

Data concernine recourse to help-seekine 

All subjects were asked at each of the three assessment points whether they had 

sought professional help for depression or reported receiving prescription of 

psychotropic medication for "nerves". The questions concerning help-seeking and 

medication used were asked in the semi-structured interview prior to the DIS. This 

does not simply involve a reporting of data derived from DIS probe questions, which 

would confound the caseness rates (as entry to depressive categories may be predicated 

on such responses). These data are shown in Table 9.13 in terms of sex differences. 

Reports of help-seeking and medication for "nerves" at 1978, 1983 and 1988 were then 

compared with the numbers of subjects categorised as DSM-III or RDC lifetime cases 

(fable 9.14). 

These tabulated data allow two broad conclusions. Firstly, while there are no 

sex differences in help-seeking patterns or in receiving psychotropic medication, there 



Table 9.13 Professional treatment details reported at any time prior 
to at the 1978, 1983 and 1988 assessments 

Treatment variable 

Received medication 
"for nerves" 

Consulted professional 
(e.g. local doctor 
psychiatrist, psychologist) 

Assessed 

to 1978 
to 1983 
to 1988 

to 1978 
to 1983 
to 1988 

Number (rate) 
Female Male x2 

13 (12.4%) 3 (5.7%) 1. 75 
27 (25.0%) 10 (18.9%) 0.78 
27 (25.0%) 12 (23. 6%) 0.07 

15 (14.6%) 4 (7.7%) 1. 52 
28 (25. 9%) 13 (24.5%) 0.04 
42 (38.9%) 14 (26.4%) 2.44 

N 
...... 
N 



Table 9.14 Level of agreement between caseness estimates and 
subjects' chance of consulting a professional, over 
three lifetime estimates (taken at 1978, 1983 and 1988 

Consulted Professional 
Yes No Kappa Sensitivity Specificity 

RDC 'case' 1978 Yes 10 25 0.25 82% 53% 
No 9 112 

1983 Yes 33 35 0.42 48% 91% 
No 8 85 

1983R+ Yes 27 34 0.32 44% 86% 
No 14 86 

1988 Yes 46 34 0.45 57% 88% 
No 10 71 

DSM-III 'case' 1978 Yes 5 9 0.22 93% 26% 
No 14 128 

1983 Yes 21 18 0.37 54% 84% 
No 20 102 

1983R+ Yes 17 14 0.32 55% 81% 
No 24 106 

1988 Yes 29 14 0.41 67% 77% 
No 27 91 N 

I-' 
w 

+ The second 1983 estimate was a retrospective one, 
derived by rater R.C. in 1988. 



is a trend for the consultation rate for females to be higher by 1988 that may indicate 

that the female preponderance is a real finding. Assuming that professional 

consultation for depression and status as a lifetime depressive 'case' correspond, 

examination of the level of agreement should be a further check on case rate data. 
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Table 9 .14 shows low levels of agreement between report of professional consultation 

prior to 1978 and RDC/DSM-111 caseness (kappas of 0.25 and 0.22). The kappas 

comparing 'immediacy' data (i.e. pre-1983 assessments undertaken in 1983; pre-1988 

assessments undertaken in 1988) show moderate levels of agreement. The sensitivity 

and specificity estimates are encouraging, in that subjects allocated as lifetime 'cases' at 

each assessment were reasonably likely to have sought professional assistance, while 

'non-cases' were less likely to have received professional assistance. The 1988 

retrospectively derived pre-1983 data were less impressive than the pre-1983 data 

derived at the 1983 assessment. On further examination of the data, those categorised 

as 'non-cases' who had sought professional help had approached their general 

practitioner concerning distress over break-up with relationships rather than psychiatric 

consultation. On the other hand, the relationship between early onset episodes of major 

depression reported to both interviewers and help-seeking from psychiatrists has already 

been noted. 

General discussion of reliability of DIS-derived data 

What factors might have determined the inconsistency in reporting pre-1983 

lifetime data, assessed initially in 1983 and subsequently in 1988? Firstly, did the 

second (non-psychiatrist) rater underestimate generally in comparison to the author (the 

psychiatrist rater)? This is unlikely, as the lay rater returned similar total case rates in 

1988 of 42.2% (RDC) and 19.3% (DSM-111), as against the psychiatrist rater's total case 

rates in 1983 in 1988 of 42.2% (RDC) and 24.2% (DSM-Ill). The rates were almost 

identical for females but lower for males. 
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A sub-analysis restricted to those who reported the same pre-1983 lifetime 

episode in 1983 and in 1988, showed clear evidence of fewer symptoms of major 

depression being remembered after a longer interval and, in any such community 

sample, this would tend to move subjects from "case" to "non-case" status, contributing 

to the change to non-caseness of 20% for the DSM-III and of 10% for the RDC system 

(calculated from Table 9.4 and 9.5 data). Any general trends to forget depressive 

episodes and/or specific episode features was balanced by females (but not males) to 

report pre-1983 episodes in 1988 which they did not report in 1983, suggesting that 

females were either more likely to remember earlier forgotten episodes or to report 

more episode features so that they subsequently achieved 'case' status. 

There is no reason to believe that the professional status or training deficits of 

the two interviewers contributed to the inconsistency. Random interviews of cohort 

subjects by the two raters established consensus in diagnostic allocation, while at the 

same time, several subjects actually changed their diagnostic category for previously 

reported episodes. Thus, this analysis suggested that, given the same information, the 

two raters came to the same categorical diagnostic decision and that variation in 

diagnosis-generating data emerged from information presented by the subjects. 

Thus the reliability over time is moderate at least and better than reliability 

between lay and clinician interviewers over shorter durations in some cases. When 

discussing differences between lay and clinical interviewers, it should be noted that 

there is considerable variations in the credentials of both groups (Eaton et al, 1984 ). 

Lay interviewers generally (but not necessarily) have university degrees and, for the 

American studies, are often recent graduates or students on university holidays (Eaton 

et al, 1984). Clinician interviewers in the American studies are also often psychiatrists 

who have recently finished their training (e.g. Anthony et al, 1985), or are still in 

training (Helzer et al, 1985), while in the test-retest reliability studies for the PSE, the 

clinicians tend to be far more experienced (Wing et al, 1977). 
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At the time of the 1983 DIS interview, the author had twelve years' psychiatric 

experience and Ms. Curtain, the lay interviewer, was a recent graduate in Psychology 

(as well as a trained nurse) and was working full-time on the project for twelve months. 

Both interviewers in this study had more clinical experience and longer-term 

commitment to the project than the interviewers on the ECA reliability trials while the 

homogeneity and co-operation of the subjects have already been noted. These factors, 

coupled with the discrete nature of episodes in these subjects (who were generally not 

engaged in chaotic life-styles nor prey to chronic stressors such as long-term poverty) 

may explain the moderate, but satisfactory, reliability of the data over a long (five year) 

follow-up period. 

The corroborative witness interviews are supportive of the pre-1983 lifetime 

estimates in 1983 and of their use in establishing reliability of data where there were 

differing reports of episodes between 1983 and 1988 interviewers. In 1988, there was 

no collaborative witness interview but professional consultation was much more likely 

to be reported for RDC 'cases' [x2 = 36.27, df 1, p <0.001] and DSM-III 'cases' [x2 = 

27.39, df 1, p <0.001]. Thus it seems likely that the estimates of "caseness" (as defined 

by DSM-III and RDC) were valid, and that a real trend for a female preponderance in 

depression rates had then emerged, where statistical significance was related to 

definition of caseness. The inconsistency in pre-1983 estimates suggests, however, that 

such a conclusion can only be part of the answer at best, and that the emerging sex 

difference may be determined entirely or in part by an artifact in reporting. 

This raises a substantial concern. Imagine that the cohort had been surveyed for 

the first time in 1988 and depressive episodes had been assessed over the preceding five 

years and lifetime. The data, and estimates of professional treatment for depression, 

would have indicated a clear female preponderance, as established in numerous 

community surveys (see Weissman and Klerman, 1977; Nolen-Hoeksema, 1987). The 
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cohort study design suggests that, if the female preponderance is a valid finding, then it 

is less marked in a more socially homogeneous group but may still develop when 

subjects grow older and/or demonstrate social role divergence, again arguing against 

exclusive biological determinants. Although the 1988 rates were satisfactory, there is 

an effect of males being less likely to recall previous episodes at later interview. The 

findings based on data generated with the DIS on two quite temporally distant occasions 

indicate that there are likely to be two trends leading to female preponderance. One of 

these is an artifact effect leading to a perceived decrease over time in rates for males 

and the other is a possible increase in rates for females more evident in the past few 

years. The findings are compatible with an artifact effect, with the sexes differing in 

their reporting of depressive episodes, although the difference is likely to reflect both a 

real phenomenon and artifactual biases. This issue will be discussed further in Chapter 

11. 

Summary 

Patterns for responding to self-report questionnaires over a ten-year period 

showed moderate to high levels of reliability, with state scores predictably 

demonstrating the lowest long-term reliability and PBI scores showing the highest. 

The DIS-derived depression categories showed moderate levels of reliability 

that were similar to those demonstrated for test-retest reliability trials over much shorter 

periods. These results were unaffected by whether interviews were carried out in 

person or by a mailed version with telephone clarification. 

The kappa value increased when minor and major depression were considered 

together as some subjects reported the same episodes with changes in the number of 

symptoms sufficient to change the category of episode from minor to major depression 

or vice versa. 
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Rates for dysthymia proved to be the most inconsistent, particularly for males, 

although the base rate for this disorder was low. 

There were sex difference in rates of recall, which led to statistically significant 

sex differences in rates when data were gathered after a five-year lapse. The differences 

become apparent as the threshold criteria for caseness were lowered (i.e. for RDC cases, 

not for major depression alone or DSM-III cases). 

There is support for an artifactual sex bias in forgetting. 

Alternative methods of estimating lifetime prevalence rates were discussed, 

using either (i) 1988 data only, or (ii) all reported cases from 1983 and 1988 data, or 

(iii) 1983 estimates to 1983 and then adding 1988 estimates for 1983-1988 period. 

After comparing reports from collaborative witness data at 1983 to accounts of 

depressive episodes at 1983 and 1988, the 1983 data were found to be more reliable for 

the pre-1983 period so that the third method of estimating lifetime prevalence was taken 

as the most reliable. 

There was low to moderate agreement between help-seeking patterns and 

depressive caseness and some support for a trend towards female preponderance over 

the last five years of the study (1983-1988). 

These results are most encouraging but should not be generalised to other 

population groups too readily as this group are likely to be far more reliable in their 

patterns of reporting due to the special characteristics of the group. Nevertheless, the 

findings should suggest the comparative strengths and weaknesses of several case­

finding approaches and the utility of a number of 'validating' strategies. 



CHAPTER TEN 

RISK FACTORS PREDICTING CASENESS 
CONTENTS 

Choice of predictor variables 
The position taken concerning relevance of negative life events 
Choice of dependent variables 
Method 
Discriminant function analysis predicting caseness at 1983 
and 1988 
Importance of the risk factors in predicting caseness 

Discussion 
Introduction 
Neuroticism as a risk factor 
Dependency as a risk factor 
Low self-esteem as a risk factor 
Perception of poor parenting as a risk factor 
Feminine sex-role characteristics as a risk factor 
High trait depression as a risk factor 
Absence of a 'core tie' as a risk factor 
Presence of three or more children at home as a risk factor 
Female gender as a risk factor 

Conclusions 

Introduction 

219 

The longitudinal nature of the study allows for investigation of risk factors 

measured prior to onset of depression. These will be pursued using several outcome 

indicators of caseness. The three diagnostic groupings used to define caseness are (i) 

DSM-III cases (combined DSM-III categories for affective disorders), (ii) RDC cases 

(combined RDC categories for affective disorders) and (iii) 'defined' cases. Data 

concerning rates and reliability for the first two groupings have been reponed in 

Chapters 8 and 9. The 'defined case' grouping was described in Chapter 8 and was 

introduced to make use of data gathered at more than one assessment (thus increasing 

reliability) and introduce funher operationalisation of impairment criteria that were 

appropriate for this cohort. The different thresholds for caseness implicit in three 

diagnostic groupings allow examination of the proposition that the effect of the putative 

risk factors (especially gender) is influenced by the definition of caseness used. 
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The aim of the study was to examine the relevance of a number of putative risk 

factors in discriminating between cases and non-cases using the three caseness 

definitions. 

Choice of predictor variables 

A number of risk factors have been identified in the literature and were included 

in hypotheses 3 and 4 described in Chapter 6. The choice of predictor variable was 

determined by the original hypotheses, with further consideration of the performance of 

putative risk factors in the univariate analyses detailed in Chapter 7. Preference was 

shown for predictor variables designed to measure trait rather than state effects in order 

to the avoid the confounding effect of depressive state on predictor variables. 

(i) Self-report measures 

Low self-esteem (Brown et al, 1986; Robson, 1988) and high neuroticism 

scores (Weissman et al, 1978; Boyce and Parker, 1985) have both been considered as 

risk factors to depression. There have been concerns about the possible contaminating 

effects of state depression on self-esteem (Ingham et al, 1986) and on neuroticism 

measures (Katz & McGuffin, 1987). However mood state has been found to have little 

effect on EPI neuroticism scores when subjects rate as they "perceive themselves 

generally" (Boyce and Parker, 1985). High trait depression as measured by the 

Costello and Comrey measure (1967) was included as trait depression scores were 

shown to be moderately consistent over the ten-year time period (Table 9.1), unlike 

scores for the state depression measure (Wilson, 1979). 

High dependency is held to be a key personality risk factor to depression 

(Hirschfeld et al, 1077). The Depressive Experiences Dependency sub-scale (Blatt et 

al, 1975) examines the need to rely on, and interact with others when depressed and was 

included as a dependency measure. 
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High scores on the femininity scale of the Bern Sex Role Inventory (Bern, 

1974) quantifies aspects of the feminine sex role which tends to overlap with the 

'nurturant' role considered to be a risk factor for depression (Gove, 1984) and allows 

differentiation between biological sex and femininity as risk factors for female 

preponderance. It is worth noting that both sexes are rated independently on each scale 

so that males can score highly on the femininity scale and females can score highly on 

the masculinity scale. 

(ii) Univariate analysis of vulnerability factors from the Brown and Harris model. 

with consideration of other related psychosocial variables 

Four vulnerability factors to depression for women described by the Bedford 

College team (Brown & Harris, 1977) were (i) presence of a confiding relationship with 

a husband, boyfriend or lover, (ii) death of mother before age of 11, (iii) presence of 

three or more children at home under the age of 14, and (iv) lack of employment outside 

the home. These vulnerability factors were considered to require the presence of 

adversity prior to onset of depression. However, such adversity is partly controlled for 

in this cohort in that subjects tended to be experiencing a similar range of life 

experience (as shown in Chapter 7). At 1983, only one of the four vulnerability factors 

was of relevance, while at 1988, three factors had relevance to this cohort. The factors 

will be considered, where relevant, for both sexes. 

At the 1983 assessment, the only factor of relevance was the absence of an 

intimate partner or, adverse interpersonal characteristics of a partner, where 

present. In considering the relevance of intimate relationships, the group was sub­

divided, allowing comparison of those who had an intimate partner with whom they had 

a confiding relationship [i.e. 'core tie'] and those who had no such partner. 

When subjects reported the presence of an intimate partner, they were asked to 

complete the Intimate Bond Measure or IBM (Wilhelm & Parker, 1988) to assess the 
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quality of the relationship. Inspection of the IBM scores, showed a mean score for the 

care subscale of 30.5 (SD 5.4) at 1983 and 29.5 (SD 6.5) at 1988, approaching the 

maximum potential score of 36; and on both occasions about 40% of the group had 

scores of 32 or above, evidencing considerable skewing. By contrast, for the control 

sub-scale, the mean scores were 6.7 (SD 5.0) at 1983 and 6.9 (SD 6.4) at 1988. 

Correction for the skewing of the care subscale was made by treating both 'care' and 

'control' variables as high/low categorical variables, with putative risk factors being 

defined as follows: 'low care' represented a care score of one or more standard 

deviations below the mean score for IBM care, and 'high control' represented a score of 

one or more standard deviations above the mean score for IBM control. 

Brown and Harris ( 1978) had reported the presence of three or more children 

under age of 14 years as a risk factor in working class women. At the 1988 

assessment, there were a number of subjects with three or more children under the age 

of 14 and, increasingly, the females had left full-time work, so that part-time work or 

lack of paid employment had become reasonably common (as described in Chapter 7). 

By 1988, 18/108 females (16.7%) and 9/53 males (17.0%) had three or more such 

children, so that the presence or 3 or more children was used as a categorical predictor 

variable for both sexes at 1988. 

The numbers of cases and non-cases with .any number of children were also 

compared (for the 161 subjects fully reviewed at 1988, using the three caseness 

definitions). Using the three caseness definitions, 30/50 (or 60%) of DSM-III cases had 

children and 70/111 (63.1 %) of non-cases <x2=0.14, ns); 49/80 (61.3%) of RDC cases 

had children and 51/81 (63.0%) of non-cases (x2=0.05, ns); 26/51 (or 51 %) of 'defined' 

cases and 74/110 (67.3%) of non-cases (x2=3.93, p <.05), the last analysis being 

statistically significant. When comparisons were made for those who had three children 

or more under the age of 14, for both sexes, 7/50 (or 14.0%) of DSM-Ill cases had 3 or 

more children compared with 20/111 (18.0%) non-cases (x2=0.40, ns); 13/80 (16.3%) 
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of RDC cases and 14/81 (17.3%) of non-cases (X2=0.03, ns) and 8/51 (15.7%) of 

'defined' cases and 19/110 (17.3%) of non-cases (x2=0.06, ns). When females alone 

were compared, 4/35 (or 11.4%) of DSM-III cases had three or more children and 14n3 

(19.2%) of non-cases (x2=1.36, ns); 8/58 (13.8%) of RDC cases and 10/50 (20%) of 

non-cases (x2=0.37, ns); 5/36 (13.9%) of 'defined' cases and 13n2 18.1 %) of non-cases 

(X2=0.51, ns). There were no statistically significant differences between cases and 

non-cases in terms of the presence of three or more children for both sexes or when 

females were examined alone. 

Brown and Harris' (1978) third risk factor concerning early death of mother was 

of no relevance to this group and was not considered, as only two subjects had lost a 

parent by death before the age of 11 (in both cases, a father) and a further three subjects 

had been separated from a father in childhood (by parental divorce). 

Dysfunctional parenting was not considered by Brown and Harris but was 

examined here as measured by Parental Bonding Instrument or PBI (Parker et al, 1979) 

scores. Both maternal and paternal subscales for care and protection from the PBI were 

entered separately. 

Those subjects who had lost one parent by death or parental divorce had only 

completed PBI scales against their mothers. Two ways of addressing the issue of 

missing PBI scores for these subjects are by (i) substituting group means for the missing 

values in the analyses or by (ii) using a multiple regression analysis to predict paternal 

PBI scores from the maternal PBI scores for those subjects with no paternal scores. 

After statistical advice from Mr. D. Hadzi-Pavlovic, the second procedure was used to 

predict paternal PBI scores for the five subjects (3 females and 2 males), who all had 

maternal PBI scores. 
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Brown and Harris' fourth risk factor, being at home without paid employment, 

had only limited application to the group studied. Home duties as exclusive 

employment was only relevant for females and was not common (and therefore not 

considered) at 1983, while for 1988 data, a separate analysis (with home duties added as 

an extra variable) was undertaken for females (see Table 10.9). 

The position taken concerning relevance of negative life events 

The method of measurement of life event scores was described in Chapter 6 and 

results for positive and negative life events reported on Table 7 .11, where no sex 

differences were found. Life event score data were available for the 165 subjects who 

completed the 1983 assessment (for the twelve months prior to 1983). Here scores for 

negative life events are compared for cases and non-cases using the three caseness 

definitions. There were statistically significant differences in the means for all three 

diagnostic groupings. For the DSM-III grouping, means for negative life event scores 

were 124 (SD 136) for cases and 71 (SD 91) for non-cases (t=2.28, p <.05); for the 

RDC grouping, means were 107 (SD 118) for cases and 66 (SD 92) for non-cases 

(t=2.39, p <.05); for 'defined' cases, the means were 136 (SD 141) for cases and 60 (SD 

74) for non-cases (t=3.63, p <.005). Thus negative life events (in the twelve months 

prior to 1983 assessment) were higher for cases than non-cases using any of the 

caseness definitions. As life events were only for the twelve months prior to 1983, such 

events were not necessarily related to reported episodes of depression (which could 

have occurred at any time over the subject's lifetime). Life events were taken as 

possible precipitating events and as index of distress but were not included in the 

discriminant function analysis as risk factors. 

Method 

When predictor variables had been rated on several occasions, the original 1978 

variables were used wherever possible. The 1978 PBI, trait depression, neuroticism and 

dependency scale data were used as predictor variables for analyses using caseness at 



1983 and 1988 as the dependent variables. Self-esteem scores for both sexes had 

improved significantly over time, but most markedly from 1978 to 1983 (Tables 7 .16 

and 9.1). Hence the 1978 self-esteem score was used as the predictor variable in the 

equation for 1983 caseness, and the 1983 self-esteem scores were used to predict 

caseness at 1988. 
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As most subjects were single at 1978, presence of a 'core tie' and IBM scores 

were taken at 1983 and 1988 in the respective analyses. Analyses were undertaken 

using either presence or absence of a 'core tie' and then repeated using IBM scores. 

This strategy was employed because 'absence of a core tie' and 'presence of a 

dysfunctional intimate relationship' are not necessarily equivalent risk factors for 

depression. A further methodological consideration was that those without partners 

against whom to score the IBM returned missing values for IBM scales and were thus 

automatically excluded from those analyses where IBM scores were entered. 

Choice of dependent variables 

Outcome variables were derived using three different diagnostic groupings. As 

the numbers of cases and non-cases varied for the different diagnostic groupings, the 

numbers of cases and non-cases is reported for each analysis on the appropriate table 

The diagnostic groupings are (i) DSM-III cases (major depression plus dysthymia); (ii) 

RDC cases (RDC major depression (definite and probable), episodic and (definite) 

intermittent minor depression categories), and (iii) 'defined cases' as described in 

Chapter 8. 

Firstly, the analysis sought to discriminate between those who were lifetime 

cases (irrespective of when the first episode had occurred) and those who had never 

been a case. Here 1983 lifetime prevalence rates for DSM-III and RDC cases were 

collected using data from the 1983 DIS assessment for pre-1978 and 1978-1983 rates 

which together constitute 1983 cases in the respective systems. Lifetime rates to 1988 
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utilised 1983 lifetime rates from 1983 DIS data with addition of the 1983-88 rates from 

the 1988 data ( which corresponds with the 1983/88 rates reported in Table 9 .14 ). 

Some subjects had already experienced an episode of depression prior to the first 

collection of data in 1978 so that a second strategy excluded any subjects who were 

cases prior to 1978. Here, the same predictor variables were used to discriminate 

between those who had become cases since 1978 (termed 'new cases') and those who 

had never been a case (with those who were cases prior to 1978 being excluded). This 

is not as fully prospective analysis of 1978 predictors, as some current psychosocial 

variables included when considered more appropriate (e.g. presence of intimate partner 

or 'core tie' at 1978 was not considered as an important predictor variable as most 

subjects were likely to be single, considering their age and student status. Instead, 

partner status at 1983 was considered to be a more relevant predictor variable). 

Discriminant function analysis prediciting caseness at 1983 and 1988 

The canonical discriminant function loadings for the predictor variables using 

the three diagnostic groupings are reported for (i) the sample in 1983 (Table 10.1) and 

in 1988 (Table 10.5), and (ii) with those subjects who were cases (using the appropriate 

caseness definition) prior to the commencement of the study excluded at 1983 (Table 

10.2) and 1988 (Table 10.6). Analyses for the total group used gender as one of the 

predictor variables, but were repeated separately for females at 1983 and 1988 (Tables 

10.3 and 10.7) and for males, predicting caseness at 1983 and 1988 (Tables 10.4 and 

10.8). The smaller number of males does mean that there is low statistical power for 

small and medium effects but these analyses are included as they show trends for male 

subjects. The numbers of cases and non-cases for each analysis is included in the 

appropriate column. 
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Table 10.1 Standardised discriminant function coefficients 
for lifetime cases and noncases at 1983, using the 
three caseness definitions, for the total group (n=165) 

Variable Year DSM-III RDC Defined 

Sex 
Maternal care 
Paternal care 
Maternal protection 
Paternal protection 
Neuroticism 
Trait depression 
Dependency 
Self-esteem 
BSRI (femininity)# 
Core tie 

1978 
1978 
1978 
1978 
1978 
1978 
1978 
1978 
1983 
1983 

Group means non-case 
case 

+ 

.09 
-.14 

.60* 
-.48 

.68* 
-.18 
-.43 
-.27 
-.09 

.27 

.08 

.24 
-.78 

+ + 

.11 .12 

.20 -.04 

.52* .67* 
-.36 -.32 

.32 .24 
-.03 -.12 
-.54* -.60* 
-.05 -.06 

.07 .26 
-.25 -.05 

.17 .29 

.38 .35 
-.52 -.80 

Number cases/noncases 39/126 71/94 52/113 

Chi square 
Significance 

(df=lO) 25.70 
<.01 

27.72 37.41 
<.001 <.001 

* p <.~5 
BSRI = Bern Sex Role Inventory, femininity subscale 
Self-esteem:higher scores reflect low self-esteem 
Core tie:higher score indicates presence of intimate 
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Table 10.2 Standardised discriminant function coefficients 
for subjects who were 'new cases' after 1978 and 
noncases at 1983, using three caseness definitions 

Variable 

Sex 
Maternal care 
Paternal care 
Maternal protection 
Paternal protection 
Neuroticism 
Trait depression 
Dependency 
Self-esteem 
BSRI (femininity)# 
Core tie 

Year 

1978 
1978 
1978 
1978 
1978 
1978 
1978 
1978 
1983 
1983 

Group means non-case 
case 

Number cases/noncases 

Chi square (df=l0) 

* 

DSM-III 

+ 

.18 

.18 

.54 

.08 

.35 

.43 

. 14 

.09 

-.65* 

-.71* 

- .16 

-.15 
.78 

25/126 

15.80 
ns 

+ 

.04 

.42 

.35 

.29 

. 14 

.08 

.23 

.22 

RDC 

-.36 

-.49 
-.27 

- .17 

-.59 

35/129 

14.73 
ns 

Defined 

+ 

.26 

. 08 

.74* 

.42 

.33 

.17 

.22 

-.40 

-.13 
-.52* 
-.11 

-.08 

-.21 

52/165 

29.55 
<.005 

p <.05 
BSRI# = Bern Sex Role Inventory, femininity subscale 
Self-esteem:higher scores reflect low self-esteem 
Core tie:higher score indicates presence of intimate 
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Table 10.3 Standardised Discriminant Function Coefficients 
for lifetime cases and noncases at 1983, using the 
three caseness definitions, for females (n=109) 

Variable Year DSM-III RDC Defined 

Maternal care 
Paternal care 
Maternal protection 
Paternal protection 
Neuroticism 
Trait depression 
Dependency 
Self-esteem 
BSRI (femininity)# 
Core tie 

1978 
1978 
1978 
1978 
1978 
1978 
1978 
1978 
1983 
1983 

Group means non-case 
case 

Number cases/non-cases 

Chi square 
Significance 

* 

(df=9) 

+ 

.05 

.54* 
-.68* 

.56* 
-.21 
-.36 

.23 

.08 

.39 
-.01 

.33 
-1.05 

26/83 

29.29 
<.005 

+ + 

.12 .05 

.56* .70* 
-.68* 

.48* .39 
-.15 . 10 
-.40 

.27 
-.03 .47* 
-.14 .01 

.20 .22 

.54 .48 
-.70 

48/61 35/74 

31.95 41.02 
<.001 <.001 

p <.~5 
BSRI = Bern Sex Role Inventory, femininity subscale 
Self-esteem:higher scores reflect low self-esteem 
Core tie:higher score indicates presence of intimate 

-.53* 

-.54* 
-.08 

-1.06 



Table 10.4 Standardised discriminant function coefficients 
for lifetime cases and noncases at 1983, using the 
three caseness definitions, for males (n=56) 
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Variable Year DSM-III RDC Defined 

Maternal care 
Paternal care 
Maternal protection 
Paternal protection 
Neuroticism 
Trait depression 
Dependency 
Self-esteem 
BSRI (femininity)# 
Core tie 

1978 
1978 
1978 
1978 
1978 
1978 
1978 
1978 
1983 
1983 

Group means non-case 
case 

Number cases 

Chi square (df=9) 
Significance 

* 

+ 

-.36 
.53 
.26 
. 91 

-.32 
-.01 
-.70 

.26 
-.30 

.43 

.24 
-.80 

13/43 

8.26 
ns 

+ + 

-.50 .20 
-.11 
-.72 .32 

.10 
-.24 .26 

.64 .48 

.48 .42 

.29 .20 

.53 .42 
-.03 

-.26 
.40 .68 

23/33 17/39 

4.85 7.67 
ns ns 

p <.~5 
BSRI = Bern Sex Role Inventory, femininity subscale 
Self-esteem:higher scores reflect low self-esteem 
Core tie:higher score indicates presence of intimate 

-.36 

-.13 

-.41 

-.27 
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Table 10.5 Standardised discriminant function coefficients 
for lifetime cases and noncases at 1988, using the 
three caseness definitions, for the total group {n=l61) 

Variable 

Sex 
Maternal care 
Paternal care 
Maternal protection 
Paternal protection 
Neuroticism 
Trait depression 
Dependency 
Self-esteem 
BSRI (femininity)# 
Core tie 
3 or more children 

Year 

1978 
1978 
1978 
1978 
1978 
1978 
1978 
1983 
1983 
1988 
1988 

Group means non-case 
case 

Number cases/non-cases 

Chi square (df=ll) 
Significance 

* 

DSM-III 

+ 

.13 

.60* 

.31 

.14 

.04 

.41 

.01 

.10 

-.06 

-.45 

-.65* 

-.38 

-.28 
.64 

50/111 

24.65 
<.05 

RDC 

+ 

.42 

.30 

.47* 

.30 

.21 

.56 

80/81 

39.75 
<.001 

-.15 
-.05 
-.42* 

-.34 
-.16 
-.06 

-.24 

-.56 

Defined 

+ 

.16 

.07 

.52* 

.31 

.06 

.42* 

.39 

-.31 

-.14 
-.46* 
-.01 
- .17 

-.14 

-.85 

51/110 

41. 84 
<.001 

p <.~5 
BSRI = Bern Sex Role Inventory, femininity subscale 
Self-esteem:higher scores reflect low self-esteem 
Core tie:higher score indicates presence of intimate 
3 children:higher score indicates presence 
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Table 10.6 Standardised discriminant function coefficients for 
subjects who became cases after 1978 and those who 
were noncases at 1988, using three caseness definitions 

Variable Year DSM-III RDC Defined 

Sex 
Maternal care 
Paternal care 
Maternal protection 
Paternal protection 
Neuroticism 
Dependency 
Trait depression 
Self-esteem 
BSRI (femininity}# 
Core tie 
3 or more children 

1978 
1978 
1978 
1978 
1978 
1978 
1978 
1983 
1983 
1988 
1988 

Group means non-case 
case 

+ 

.15 

.13 
-.44 

.61 
-.74* 

.28 

.15 

.07 

.32 

.19 
-.51 

.29 

-.20 
. 62 

+ + 

-.13 .25 
-.08 .14 
-.27 .61* 

.44 -.37 
-.46 .49* 
-.09 -.15 

.21 -.03 

.32 -.41 

.48* -.08 

.32 -.OS 
-.38 .44* 
. 21 - .10 

-.39 .29 
.67 -1.06 

Number cases/non-cases 

Chi square (df=ll} 
Significance 

36/111 44/81 27 /110 

* 

24.65 27.03 34.61 
<.OS <.005 <.001 

P <.~s 
BSRI = Bern Sex Role Inventory, femininity subscale 
Self-esteem:higher scores reflect low self-esteem 
Core tie:higher score indicates presence of intimate 
3 children:higher score indicates presence 
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Table 10.7 Standardised discriminant function coefficients 
for lifetime cases and noncases at 1988, using the 
three caseness definitions, for females (n=108) 

Variable Year DSM-III RDC Defined 

Maternal care 
Paternal care 
Maternal protection 
Paternal protection 
Neuroticism 
Trait depression 
Dependency 
Self-esteem 
BSRI (femininity)# 
Core tie 
3 or more children 

1978 
1978 
1978 
1978 
1978 
1978 
1978 
1983 
1983 
1988 
1988 

Group means non-case 
case 

Number cases/non-cases 

Chi square 
Significance 

* 

(df=lO) 

+ 

.18 

.93* 

.42 

.OS 

.10 

.60 

35/73 

24 .11 
<.OS 

+ + 

.03 .20 
-.42 -.55* .61* 

.58* 
-.67 -.45 .46* 

.27 

.29 
-.01 -.07 .OS 

.26 .20 
-.18 .25 . 14 
-.22 -.14 .35 
-.02 .20 

-.69 -.70 .51 
.60 

58/50 36/72 

34.29 41.91 
<.001 <.001 

P <.~s 
BSRI = Bern Sex Role Inventory, femininity subscale 
Self-esteem:higher scores reflect low self-esteem 
Core tie:higher score indicates presence of intimate 
3 children:higher score indicates presence 

-.52* 

-.10 
-.36 

-.04 

-1.05 
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Table 10.8 Standardised discriminant function coefficients 
for lifetime cases and noncases at 1988, using the 
three caseness definitions, for males (n=53) 

Variable Year DSM-III RDC Defined 

Maternal care 
Paternal care 
Maternal protection 
Paternal protection 
Neuroticism 
Trait depression 
Dependency 
Self-esteem 
BSRI (femininity)# 
Core tie 
3 or more children 

1978 
1978 
1978 
1978 
1978 
1978 
1978 
1983 
1983 
1988 
1988 

Group means non-case 
case 

Number cases/non-cases 

Chi square 
Significance 

* 

+ 

.28 

.07 

.49 

.82* 

.48 

1.12 

15/38 

17.40 
ns 

-.12 
-.60 
-.33 
-.88* 

-.18 
-.68* 

-.43 

+ 

.01 

.68 

.25 

.95* 

.50 

.21 

. 62 

22/31 

11. 84 
ns 

-.34 
-.16 

-.65 
. -11 

-.42 

-.47 

+ 

.11 

.20 

.37 

.41 

.52 

.80* 

.43 

.58* 

1. 37 

15/38 

21.29 
<.05 

p <.~5 
BSRI = Bern Sex Role Inventory, femininity subscale 
Self-esteem:higher scores reflect low self-esteem 
Core tie: higher score indicates presence of intimate 
3 children: higher score indicates presence 

-.44 

-.56 

-.70* 

-.53 
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The analyses were undertaken with and without IBM scores. As the IBM scores 

made little contribution to most of the results, the Tables 10.1 to 10.8 report data 

without the IBM scores. However, the complete results reporting data with and without 

IBM scores are available in Appendix m. 

In determining whether the predictor variables are able to discriminate between 

cases and non-cases, the degree to which Wilks' lambda departs from unity and the 

significance of the associated chi square are first examined, then the levels of 

significance for individual variables are considered to determine the contribution of 

individual predictor variables, with those variables with weights for canonical 

coefficients greater than 0.30 being taken as important discriminators (reported in bold 

print in Tables 10.1 to 10.8). The significance level for individual predictor variables is 

influenced by the number and characteristics of the specific variables entered, and the 

number of subjects used in the analysis. As the discriminant function aims to produce 

the best linear combination of variables to discriminate between cases and non-cases, so 

the sign of the weights (positive or negative) can vary from one analysis to the next but 

examination of group means (given in Tables 10.1 to 10.8) aids consideration as to 

whether caseness is associated with positive or negative values in each context. One 

can also examine the univariate analyses to contrast how high or low values of the 

variables function independently as risk factors, in comparison to how they function in 

the linear combination defined by the discriminant analysis. Tables 10.10 to 10.12 

report the data for cases and non-cases at 1988 (using the three caseness definitions) to 

allow the pattern of results to be observed (see pages 241-243). 
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Importance of the risk factors in predictina: caseness 

i) Discrimination between those who were cases at any time and those who were 

non--cases at the 1983 and 1988 assessments 

Table 10.1 reports data from analyses using 1983 diagnostic groupings to define 

caseness. The same pattern of results is seen for each grouping. High maternal 

protection and trait depression scores were associated with caseness and high scores for 

paternal care and protection are associated with non-caseness. The chi squares for all 

analyses are statistically significant. There is a 70% to 74% correct classification rate, 

with greatest discrimination between for the 'defined' case and non-case system. 

Table 10.5 reports data from analyses using 1988 diagnostic groupings to define 

caseness. The PBI variables perform in the same fashion as for the 1983 analyses and 

are of equal importance for all diagnostic groupings. For the DSM-III grouping, high 

neuroticism and low self-esteem is associated with caseness and 'presence of a core tie' 

with non-caseness. High dependency, low self-esteem and high femininity scores are 

associated with RDC caseness, while for 'defined' caseness, high trait depression is 

additionally associated with caseness and 'presence of a core tie' with non-caseness. 

The chi squares for all analyses are statistically significant. Correct classification rates 

range from 70% to 73%, with greatest discrimination for the 'defined' case system. 

ii) Discrimination between those who were cases after 1978 and those who were 

non-cases 

Table 10.2 reports results from analyses discriminating between those who had 

become cases after 1978 (up to 1983) and those who had never been cases (by 1983). 

High maternal protection and trait depression scores are associated with caseness, and 

high paternal care scores associated with non-caseness for all three groupings. High 

paternal protection scores are associated with non-caseness for DSM-III and 'defined' 

case groupings. High dependency scores are associated with DSM-III caseness and low 
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self-esteem scores with 'defined' caseness. Only the chi square for discrimination 

between 'defined' cases and non-cases reaches statistical signficance. The correct 

classification rates range from 69% for DSM-III caseness to 74% for 'defined' caseness. 

Table 10.5 reports results from analyses discriminating between those who had 

become cases after 1978 (up to 1988) and those who had never been cases (by 1988). 

The same patterns noted in previous analyses are repeated (except that paternal care is 

less important as a discriminator between RDC cases and non-cases). Low self-esteem 

is associated with caseness for DSM-ID and RDC groupings, high trait depression is 

associated with caseness for RDC and 'defined' cases and high femininity scores are 

also associated with RDC caseness. 'Presence of a core tie' is associated with non­

caseness for all three caseness definitions. The chi squares for analyses discriminating 

between RDC and 'defined' cases are statistically significant and correct classification 

rates are from 66% for DSM-Ill caseness to 72% for 'defined' caseness. 

Gender makes no important contribution to any of the analyses reported in 

Tables 10.1, 10.2, 10.5 or 10.6. There are some variables that are of more relevance 

when the sexes are examined individually and separate analysis of data for each sex will 

now be reported. 

iii) Discrimination between those who had been cases at any time and those who 

had never been cases. for females only 

Table 10.3 reports results from analyses using 1983 caseness definitions as the 

dependent variables. High maternal protection and trait depression scores are 

associated with caseness, high paternal care and protection scores are associated with 

non-caseness. High femininity scores are associated with non-cases for the DSM-Ill 

grouping and low self-esteem for the 'defined' cases. The chi squares for all three 

analyses reach statistical significance and correct classification rates range from 75% 

for RDC caseness to 80% for 'defined' caseness. 
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Table 10.7 reports results from analyses using 1988 caseness definitions as the 

dependent variables. Again, the same consistent pattern for PBI scores is seen. High 

neuroticism scores are associated with DSM-ill cases and high trait depression scores 

with 'defined' cases. The chi squares for all analyses reach statistical significance and 

the correct classification rates range from 70% for DSM-ID and RDC caseness to 79% 

for 'defined' caseness. 

iv) Discrimination between those who had been cases at any time and those who 

had never been cases, for males only 

Table 10.4 reports results from analyses using 1983 caseness definitions as the 

dependent variables. None of the chi squares for the discrimination analyses reach 

statistical significance and the patterns of results are not as consistent as in the analyses 

reported thus far. The correct classification rates vary from 61 % for RDC caseness to 

66% for 'defined' caseness. 

Table 10.8 reports results from analyses using 1988 caseness definitions as the 

dependent variables. Only the chi square for the 'defined' case grouping reach statistical 

significance, however there are some consistent trends. High dependency scores are 

associated with caseness and high paternal protection scores with non-caseness for all 

three caseness definitions. For defined cases, there is an association with high scores on 

neuroticism, dependency, trait depression and femininity scales and low self-esteem 

scores, and the 'presence of three or more children'. For non-cases, there is an 

association with high scores on paternal care and protection and 'presence of a core tie'. 

Further analyses were done for females alone, introducing the variable 'home 

duties only' (Table 10.9), which Brown had found to be an important risk factor for 

working-class women, as discussed earlier. Once again, the PBI scores weight highly 



and the overall patterns of results are similar. Home duties weight significantly for 

RDC cases only. 
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Tables 10.10 to 10.12 report the univariate analyses for the three lifetime (to 

1988) caseness definitions to allow examination of the variables used in the 

discriminant function analyses. There are consistent differences between scores for 

cases and non-cases with cases reporting higher scores for neuroticism, trait depression 

and maternal protection and reporting lower scores for self-esteem, maternal (RDC and 

'defined' cases only) and paternal care, while RDC cases also report lower IBM scores 

for care from partner. 
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Table 10.9 Discriminant Function Analysis for lifetime cases and 
noncases at 1988, using three caseness definitions for 
females only, with 'home duties' added 

Variable Standardised 

Maternal care 
Paternal care 
Maternal protection 
Paternal protection 
Neurotic ism 
Trait depression 
Dependency 
Self-esteem 
BSRI (femininity) 
Core tie 
3 or more children 
Home duties only 

Year 
1978 
1978 
1978 
1978 
1978 
1978 
1978 
1983 
1983 
1983 
1988 
1988 

Group means non-case 
case 

Wilks' Lambda 

Chi square 
Significance 

Sensitivity 
Specificity 
Correct classification 

* p <.05 

Discriminant 
'Defined' 

Cases 
.20 
.61* 

-.52* 
.46* 

-.10 
-.36 

.05 

.20 

.14 

.35 
-.04 
-.00 

.51 
-1.05 

. 64 8 

41.69 
<.001 

75.0% 
80.6% 
78. 7% 

Function Coefficients 
RDC DSM-III 

Cases 
-.00 
-.51* 

.56* 
-.50* 

.25 

.33 
-.08 

.28 

.28 
-.20 

.16 

.31 

-.73 
.63 

.684 

36.48 
<.001 

72. 4% 
82.0% 
76.9% 

Cases 
.16 

-.41 
.93* 

-.69* 
.42 
.07 

-.01 
.10 

-.17 
-.24 
-.03 

.11 

-.36 
.78 

.777 

24.20 
<.05 

68.6% 
76.7% 
74.1% 

# BSRI = Bern Sex Role Inventory, femininity subscale 
Self-esteem:higher scores reflect low self-esteem 
3 children: higher score indicates presence 
Core tie : higher score indicates presence of intimate 
IBM care : higher score indicates low care 
IBM control:higher score indicates high control 
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Table 10.10 Comparison of scores used in discriminant function 
analysis for DSM-III lifetime cases and non-cases to 1988 

Measure 
Year 

assessed 

Personality measures 
Trait depression 1978 
Dependency 1978 
Neuroticism 1978 
Self-esteem# 1978 
Self-esteem 1983 
Femininity 1983 

PBI scores 
Maternal care 
Paternal care 
Maternal protection 
Paternal protection 

IBM scores 
Partner care 
Partner control 

1978 
1978 
1978 
1978 

1983 
1983 

Case 
Mean (SD) 

Non-case 
Mean (SD) 

t-test 

34.53 
53.73 
10.18 
1. 86 
1. 44 
4.74 

24.96 
19.38 
16.64 
13.24 

29.15 
6.97 

(11. 97) 
(10.01) 
( 4.99) 
( 1.41) 
( 1.67) 
( 0.48) 

7. 7 0) 
9.15) 
7.25) 
7. 54) 

29.38 
52.19 

8.39 
1. 42 
0.78 
4.78 

26.88 
22.93 
13. 65 
13.28 

5.86) 31.14 
5.47) 6.53 

(11.27) 
( 9.49) 
( 4.50) 
( 1. 45) 
( 1. 08) 
( 5.00) 

6.38) 
8. 06) 
7.42) 
7.22) 

-2.55* 
-0.91 
-2.17* 
-1. 80 
-2.56* 

0.46 

1.54 
2.36* 

-2.41* 
0.03 

5.17) 1.84 
4.80) -0.44 

Self-esteem# high score denotes low self-esteem 

* p <.05 ** p <.01 *** p <.001 
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Table 10.11 Comparison of scores used in discriminant function 
analysis for RDC lifetime cases and non-cases to 1988 

Year Case 
Measure assessed Mean (SD) 

Personalit~ measures 
Trait depression 1978 34.35 (12.18) 
Dependency 1978 53.87 ( 9. 30) 
Neuroticism# 1978 10.05 ( 4. 84) 
Self-esteem 1978 1. 75 ( 1. 39) 
Self-esteem 1983 1. 40 ( 1. 58) 
Femininity 1983 4.80 ( 0.47) 

PBI scores 
Maternal care 1978 24.83 7. 19) 
Paternal care 1978 19.86 9.31) 
Maternal protection 1978 16.50 7. 28) 
Paternal protection 1978 13.98 8 .11) 

IBM scores 
Partner care 1983 29.25 5. 9 0) 
Partner control 1983 7.27 5. 4 9) 

Self-esteem# high score denotes low 

* p <.OS ** p <.01 *** p <.001 

Non-case 
Mean (SD) 

27.63 (10.21) 
51. 48 ( 9. 90) 
7.85 ( 4. 35) 
1. 37 ( 1. 49) 
0.57 ( 0. 83) 
4.78 ( 5. 21) 

27.72 6.21) 
23.78 7. 26) 
12.68 7. 21) 
12.56 6. 37) 

31.78 4.67) 
6.09 4. 4 6) 

self-esteem 

t-test 

-3.77*** 
-1.57 
-3.03*** 
-1. 67 
-4.16*** 
-0.92 

2.73** 
2.98** 

-3.35*** 
-1. 23 

2.72** 
-1. 35 
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Table 10.12 Comparison of scores used in discriminant function 
analysis for 'defined' lifetime cases and non-cases 
to 1988 

Year Case 
Measure assessed Mean (SD) 

Personalit~ measures 
Trait depression 1978 37.10 (12. 31) 
Dependency 1978 53.30 ( 9. 94) 
Neuroticism 1978 10.49 ( 4. 55) 
Self-esteem 1978 1. 82 ( 1. 49) 
Self-esteem 1983 1. 41 ( 1. 58) 
Femininity 1983 4.69 ( 0. 4 7) 

PBI scores 
Maternal care 1978 24.53 7. 66) 
Paternal care 1978 17.66 8.67) 
Maternal protection 1978 17.65 7. 56) 
Paternal protection 1978 14.52 8. 26) 

IBM scores 
Partner care 1983 29. 53 4. 72) 
Partner control 1983 7.39 5. 56) 

Self-esteem# high score denotes low 

* p <.05 ** p <.01 *** p <.001 

Non-case 
Mean (SD) 

28.16 (10.30) 
52.38 ( 9.55) 

8.23 ( 4.64) 
1. 44 ( 1. 42) 
0.79 ( 1.14) 
4.81 ( 0. 50) 

27.55 6. 06) 
23.91 7. 98) 
13.16 7.02) 
12.65 6.95) 

30.94 5. 66) 
6.39 4.78) 

self-esteem 

t-test 

-4.47*** 
-0.55 
-2.92*** 
-1.56 
-2.53* 
-1. 35 

3.30*** 
4.30*** 

-3.59*** 
-1.39 

1. 45 
-0.96 
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Discussion 

The relationship shown for the putative risk factors and de.pression 

This discussion is not intended as an exhaustive overview of an extensive body 

of literature and will deal particularly with vulnerability factors as quantified by the 

self-report measures used in this study. It is also important to recognise that risk factors 

to mild and moderate levels of depression (which usually implies non-psychotic, non­

melancholic unipolar depression) may differ very much from risk factors to severe 

depression (which implies psychotic or melancholic depression associated with unipolar 

or bipolar disorders). As noted earlier, most of the research into personality and 

vulnerability factors has concentrated on the mildly to moderately depressed groups and 

Bebbington (1988) has summarised a position that would be commonly held: " My own 

speculation is that moderate and severe depression are different entities, that the age 

effect in the former arises because of social influences, and that ageing exerts a 

(probably biological) effect on severe depressions. This makes the age effect in severe 

depressions a default option, open to reversal, but only by social factors of the most 

adverse character". Thus in a group of young adults in a non-clinical cohort, one would 

expect to be encountering mild to moderate levels of depression where the impact of 

psychosocial risk factors would be most evident. 

Different factors may determine onset, outcome and chronicity of depressive 

episodes. The presence of chronic depression itself may also influence scores in 

measures that attempt to quantify risk factors, either as a direct state-dependent effect or 

indirectly (e.g. by such effects as decreasing self-esteem or unemployment). By 1988, 

most depressed members of the cohort had experienced no more than three discrete 

depressive episodes and were then in their mid-thirties, consequently, the presence of 

chronic depression is unlikely to be a major confounding factor for this cohort. 
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Neuroticism as a risk factor 

Neuroticism, as measured by the Eysenck Personality Inventory (Eysenck & 

Eysenck, 1964) has been held to be a key personality risk factor to onset of depression 

as it "encompasses vulnerability to breakdown under stress and a proneness to anxiety 

and emotional instability" (Katz & McGuffin, 1987). In the present cohort, cases report 

higher scores for neuroticism in the univariate analyses but high trait neuroticism did 

not make a consistently significant contribution in discriminating between cases and 

non-cases, but had some relevance as a discriminator for DSM-III cases. 

High neuroticism scores have also been associated with unresolved depression 

(Weissman et al, 1978; Boyce and Parker, 1985) and are held to predict chronicity 

(Hirschfield et al, 1986) but, in both these studies, subjects were already depressed 

when the neuroticism scores were first measured so that it was not clear whether high 

scores reflected a state and/or trait effect. The finding of moderate levels of consistency 

in neuroticism scores over ten years in the teachers' cohort (as reported in Chapter 9), 

despite relatively high rates of depressive disorders, would argue that the EPI 

neuroticism scale is a trait measure, albeit with some state sensitivity during actual 

depressive episodes. 

Dependency as a risk factor 

A personality trait of dependency has also been considered to dispose to 

depression (Birtchnell, 1984). Birtchnell stated that Blatt's construct of dependency 

used in the dependency scale (Blatt et al, 1975) was based on the concept of anaclitic 

depression, which was related to "feelings of vulnerability to feelings of deprivation, 

intense need for support and gratification from others and difficulty in managing anger 

for fear of destroying the object and the gratification it provides". Blatt's dependency 

construct may well be contaminated by state depression effects but was judged to be the 

best available at the commencement of the present study (in 1978). Birtchnell's ( 1984) 

review of the relationship between dependence and depression makes the point that 
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dependence is a personality trait which carries an increased predisposition to depression 

but at the same time, depressed individuals are more likely to display dependent 

behaviour. 

In the univariate analyses, females score higher than the males on the 

dependency (Chapter 7) but there were no differences between dependency scores for 

cases and non-cases in the univariate analyses reported here (Tables 10.10 to 10.12). 

High dependency scores are weighted (and associated with caseness) in discriminant 

analyses for males only (for 'defined' caseness at 1983 and all caseness definitions at 

1988). Against expectation, dependency appears more important as a risk factor for 

males than for females in this cohort. It is possible that male teachers as a group may 

may differ from males in other professions (e.g. engineering, economics) including 

being more dependent or because the nature of their work involves interpersonal 

demands of the sort that are more commonly encountered in female-orientated careers 

(e.g. nursing). This issue will be pursued in the next chapter. 

The notion of interpersonal sensitivity, measured by the Interpersonal Sensitivity 

Measure or IPSM (Boyce & Parker, 1989), may be a more discriminating risk factor 

than dependency but the measure was not available at the commencement of the study. 

IPSM variables such as 'interpersonal awareness' and 'timidity' have been reported as 

important vulnerability factors to depression in young women (Boyce et al, 1990) and 

the IPSM will be rated by the cohort at subsequent reviews. 

Low self-esteem as a risk factor 

Low self-esteem has been considered as a predisposing factor to depression but 

also as part of the process of, or a sequel to, a depressive episode (Ingham et al, 1986; 

Brown et al, 1986; Robson, 1988). Robson (1988) has criticised Rosenberg's (1965) 

scale (the self-esteem measure used in this study) as being too global in concept, 

quantifying such constructs as personal worth, appearance and social competence, but 
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not reflecting the "richer intuitive clinical idea". However, once again, the 

commencement of the present study pre-dated these criticisms. The Rosenberg measure 

was also used by Ingham's group to gauge self-esteem in a group of Edinburgh women. 

They found an association between maintenance of intimate relationships and self­

esteem and concluded that changes in self-esteem were not a consequence of illness or 

mood changes. They postulated that the presence of a close confidant enhances self­

esteem but those who lack self-esteem will have difficulties maintaining a close 

relationship. They considered self-esteem to be a trait measure but suggested that the 

presence of small children may have an effect on self-esteem, for women who develop a 

diagnosable depression. Their proposed relationship between self-esteem and presence 

of a confiding partner leaves one unclear whether they are proposing that the presence 

of a confidant engenders self-esteem or that those with high self-esteem will be more 

able to initiate and maintain a confiding relationship. 

In the univariate analyses of results for the teacher cohort, the difference in 

means between cases and non-cases is statistically significant for the 1983, but not for 

the 1978 self-esteem scores. Self-esteem scores are an important discriminator between 

cases and non-cases for the 'defined' case grouping (for females and the group as a 

whole) at 1983 (where the 1978 self-esteem scores were used). In 1988, when the 1983 

self-esteem scores are used as depression predictors, self-esteem is an important 

discriminator between cases and non-cases for DSM-III and RDC caseness definitions 

(for males and the whole group) and to a lesser extent for 'defined' cases (for males), 

with high scores (reflecting low self-esteem) associated with caseness. 

Cox (1990) made an interesting proposition concerning self-esteem in young 

women following his obstetric experience in Africa. He noted that, in that culture, the 

event of childbirth is accompanied by 'rites of passage' or rituals which are lacking in 

our society. He proposed that the absence of these rituals may relate to onset of 

depression by "lowering the mother's self-esteem, causing uncertainty about the 
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availability of social support, increasing the likelihood of physical fatigue, as well as by 

stressing the relationship with her husband. Furthermore, as the lack of ritual structure 

post-partum represents the ambivalence about the status to be attached to mothering, 

this uncertainty exacerbates her role conflict and increases the threat to her self-esteem". 

In the current study, self-esteem scores did change over time, indicating either a state 

effect or an actual change (which was particularly evident in the first few years of work 

life) due to maturational processes and social role changes within group members. 

Cox's observations may go some way towards explaining the trend for females to report 

more episodes of depression over the 1983-88 period (noted in Chapter 8), when many 

of the females were having babies, but there was not an observed lowering of self­

esteem in females, rather a greater improvement of self-esteem in males. However, 

Cox's comments on lack of ritual in contemporary Western society could apply equally 

to men and build to Murphy's (1986) comments on changing roles for men (i.e. that men 

are being expected to take a more nurturant role in their interpersonal relationships) 

leading to increased vulnerability to depression for men which are discussed further in 

the next chapter. 

Perception of poor parentin~ as a risk factor 

A causal relationship has also been postulated between anomolous parenting (as 

measures by the Parental Bonding Instrument or PBI), self-esteem and non-melancholic 

depression. PBI scores have been demonstrated as stable over time and free of mood 

state effects (Parker, 1989; Gotlib et al, 1988). Parker (1988) has stated that "care from 

a parent appears to have a key influence in setting the child's inherent self-esteem, or 

the degree to which it intrinsically values itself. A lack of care (whether by 

indifference, rejection, critical comments or hostility) promotes a low self-esteem and a 

diathesis to adult depression". A further finding, that the likelihood of depression 

following loss of parent in childhood is influenced both by the child's perception of the 

quality of care received before and following the crisis and the quality of any later 

marital relationship (Parker & Hadzi-Pavlovic, 1984), reflects the interaction between 
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deficits in parental environment, the perception of the child's needs by parents or carers 

'in loco parentis' and the later acquisition of self-esteem. 

PBI scores were completed by the cohort before many of the group had 

experienced depressive episodes, so that causal inferences can be made. Parker's view 

is borne out by the present findings, where PBI scores, most notably low paternal scores 

(care and protection) and high maternal protection scores, are consistent discriminators 

of cases and non-cases, no matter which classificatory system is used. This pattern of 

findings is still present when analyses included only those who had become cases after 

the first PBI measures had been completed. In the analyses, perception of high maternal 

protection is consistently associated with depressive caseness, while perception of high 

paternal protection, along with high paternal care is associated with non-caseness. On 

inspection of the univariate analyses, paternal protection scores do not significantly 

differ between cases and non-cases (unlike the other paternal and both maternal PBI 

scales). It is possible that there are different perceptions of the construct of protection 

related to the sex of the parent and in this cohort, the constructs of paternal care and 

protection may have been viewed more similarly than maternal care and protection. 

The two patterns of PBI scores found in the discriminant analyses suggest either (i) very 

high maternal protection could be associated with lower (but 'good enough') paternal 

care and protection scores and/or (ii) average ('good enough') maternal protection scores 

associated with very low paternal scores. The interactions between the variables cannot 

be further clarified by such a multivariate analysis. 

There are also some sex-related effects in terms of ranking of canonical 

coefficients in the discriminant function analyses, with females ranking maternal PBI 

scores more highly and males ranking paternal scores more highly. This would indicate 

that while high PBI scores attributed to either parent may be important, the effect of the 

same-sex parent may be the more important in vulnerability to depression, as noted in 

earlier PBI research (Parker, 1983b). 
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The effects of perceived lack in the parental environment and poor self-esteem 

are common to both sexes and, in this group, these variables are far more important than 

the effect of gender itself in determining possible onset of depression. As noted, the 

relationship between high maternal protection and low paternal scores for care and 

protection in the discriminant function analyses may relect either maternal 

compensatory over-concern for an emotionally distant father (either through depression, 

illness or indifference) or a father who is deemed to be distant and ineffective because 

of his inability both to father and to intervene with an intrusive and over-protective 

mother. It is beyond the scope of this study to determine which factors in the parental 

environment could determine the constellation found by the discriminant function 

results but possible determinants include (i) a chronically poor marital relationship, (ii) 

an absent father and harried mother, or (iii) the presence of depression in either (or 

both) parents. 

A causal link is hypothesised, with low parental care and high maternal 

protection leading to low self-esteem and high trait depression. It should be noted that 

the results of the discriminant function in this group cannot be generalised to other 

groups, although these findings are in broad accordance with the other research cited. 

Further studies, particularly of a longitudinal nature, starting prior to birth, would be 

necessary to evaluate these hypotheses adequately. 

Feminine sex role characteristics as a risk factor 

Bern (1974) developed her Sex Role Inventory (or BSRI) to measure sex role 

characteristics, with the hypothesis that males reporting high masculinity scores (and 

low femininity scores) or females reporting high femininity scores (and low masculinity 

scores) were seen as operating within sex-role stereotypes which were more inflexible 

and psychologically constricting. Those who scored highly for both masculinity and 

femininity items were termed 'androgynous' and hypothesised to be more flexible in 
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outlook and less prone to psychological distress. The extent to which similar scores for 

the sexes reflect intrinsic personality characteristics and/or the outcome of socialization 

processes cannot be estimated, but assessing the relevance of sex role inventory scores 

to groups demonstrating sex differences in depressive disorder might provide useful 

information about mediating mechanisms. The BSRI includes an additional social 

desirability sub-scale for which there were no sex differences (Table 7 .16), with both 

sexes returning high scores, consistent with their self-esteem scores. 

In this cohort, the scores on the masculinity subscale show no sex differences 

(with females rating highly on the masculinity scale, defined by such descriptors as 

'self-reliant', 'ambitious' and 'aggressive'). The femininity scale is scored more highly 

by females and show a statistically significant sex difference at ten year follow-up in 

1988 (Table 7 .16). Despite this, the femininity construct is more highly related to 

depression in males, so that males who affirm such descriptors as 'sympathetic', 

'understanding' and 'gullible' are more likely to be classified as depressive cases. These 

findings are similar to those seen for the dependency variable and fit with Murphy's 

(1986) suggestion that males are now being expected to assume more active roles as 

partners, rather than simply be bread-winners, but this change to a more nurturant role 

may increase their vulnerability to depression in the mild to moderate range, although 

she also conjectured that there may be a simultaneous decrease in more serious 

psychiatric morbidity (suicide, alcoholism), which remains to be seen. 

In the discriminant function results, high femininity scores were associated with 

caseness for males, an important finding suggesting that sex role may be as important to 

study as gender sex in any community with a female preponderance in depression rates. 

Hi2;h trait depression as a risk factor 

A nine-year study of over 8,000 adults (Kaplan et al, 1978) in California, USA, 

incorporated the Center for Epidemiological Studies Depression Scale or CES-D 
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(Radloff, 1977) to measure depressive state. They found that the base-line level of 

depressive symptoms was the most powerful predictor of high symptom levels nine 

years later, despite the fact that 78% of the sample did not report high symptoms on 

either occasion. Despite the observation (reviewed in Chapter 3) that females tend to 

rate more highly on depressive symptom measures, Kaplan's group concluded that 

gender itself had no predictive value and that the increased long-term risk of high levels 

of depressive symptoms was due to gender-related characteristics rather than gender 

itself. Scores for the state measure used here (Wilson, 1979) are poorly correlated over 

time (see Chapter 9), and, in that respect, consistent with what one would expect of a 

state measure. Despite the possibility that the 1978 state depression scores may have 

predicted depressive caseness, this variable was not used as a predictor in the 

discriminant analysis because of the potential confounding effect of using a measure of 

depressive symptoms to predict lifetime cases of depression (where caseness was 

largely based on reports of depressive symptoms). 

The mean scores for the trait depression measure (Costello and Comrey, 1967) 

are consistently higher for cases (compared to non-cases) using any of the caseness 

definitions but there is the possibility that the instrument is simply measuring depressive 

state. However, as previously noted (in Chapter 9), the trait depression scores are 

consistent over ten years, unlike the state depression measure (Wilson, 1979). The 

items in the trait depression measure are intended to reflect a long-term negative 

cognitive set, which the authors conceptualised as "a person's tendency to experience a 

depressed mood" and are relatively free of sex-role typed factors, with more potential 

overlap with self-esteem responses and locus of control issues than depressive 

symptoms. This variable is weighted highly and consistently in the discriminant 

function analyses, but less so than PBI scores. While there is a seeming tautology in 

depression (trait measure) predicting depression (actual occurrence), the finding 

supports the Costello-Comrey measure as achieving its objective and suggests a 

variable defining subjects at high risk. 
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Absence of a 'core tie' as a risk factor 

When considering comparisons between cases and non-cases using univariate 

analyses at 1988, there is a statistically significant association between the presence of a 

'core tie' (or intimate partner who was a confidant) and depressive non-caseness. This 

effect is only apparent for 'defined' caseness at 1983 but for all caseness definitions at 

1988. Differences between cases and non-cases in terms of perceived adequacy of 

social support in times of stress have been noted earlier and are present for all case 

definitions but more highly significant for 'defined' case criteria and support the view 

that the presence of a 'core tie' provides an important source of social support, consistent 

with the findings of Brown and Harris (1978) and Henderson's group (1981). The 

inclusion of IBM scores (which measure functional aspects of an intimate relationship) 

does not add substantially to the discriminant analyses (see Appendix III), other than for 

males, where the 'presence of three or more children' and high IBM 'control' scores were 

also associated with caseness. IBM scores are shown to have some relevance in 

discriminating cases from non-cases at 1988, but there are problems in that depressive 

cases are more likely not to have a partner, and are therefore dropped from the analyses 

using the IBM scores, so that structural and functional aspects could not be examined in 

the same analyses. The IBM scores are of greater relevance at 1988, which is to be 

expected, as many of the group were still courting or newly married at the time of the 

1983 assessment. The PBI generally assumes higher canonical coefficient weights at 

this stage over the IBM but it is envisaged that over time, the IBM scores may gain 

ascendency. By 1988, most of the subjects had still been married less than a decade and 

the patterns in their relationships, including the effects of small children, are still 

evolving. 

Female eender as a risk factor 

Lastly, and most importantly, female gender is not identified in these analyses as 

a significant risk factor for depressive caseness. Any association between gender and 
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depressive caseness may be mediated through such factors as feminine sex-role, 

perceived lack of care from parents (in past) and partner (in present), and leaving full­

time work to stay home with young children but are not clearly related to "femaleness" 

in the discriminant function analysis. 

Conclusions 

High trait depression and neuroticism, low self-esteem, perception both of low 

paternal care and high maternal protection are all identified as risk factors to depression 

for both sexes. All results for risk factors are as hypothesised (Hypothesis 4). 

The presence of a 'core tie' is commoner in non-cases than cases in the 

univariate analyses. In the discriminant function analyses, the presence of a core tie 

was associated with depressive non-caseness for the 1988 caseness definitions. 

For males, perception of low paternal protection and high control from partner 

are imponant risk factors, also, in some caseness definitions, the presence of 3 or more 

children at home. 

It was hypothesised (Hypothesis 3) that high interpersonal dependency, feminine 

sex role stereotype and exposure to small children at home would be particular risk 

factors for females. This has not been shown, and if anything, these variables constitute 

a greater risk factor for males in this group. 

These findings are in keeping with the hypothesised causal links between the 

perceived parental environment and self-esteem, then affecting later depressive 

experience. 



255 

Results of discriminant function analyses cannot be used to generalise beyond 

this group but are appropriate to issues such as changing social expectations raised for 

contemporary young adults. 

Of the three caseness definitions, the 'defined' case definition (which used DIS­

generated categories, with additional operationalised help-seeking and impairment 

criteria) proved to be the most effective in discriminating between cases and non-cases. 

The DSM-III case definition proved to be the least effective. Overall, the three 

definitions are similar in classification rates by risk factor predictors and the same risk 

factors are relevant for discrimination of cases and non-cases. 
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Were there sex differences in perceptions of social support networks? 
How do the rates for DIS-derived depression categories compare with other studies? 
How accurate are lifetime prevalence rates? 
Why are lifetime prevalence rates higher in younger cohorts in recent times? 
Have there been differences in social role expectations for younger cohorts? 

Other issues pertaining to the study 
What is the relationship between anxiety and depression? 
What is the relationship of life events to onset of depression? 
How do the data from the study compare with the Bedford College model for social 
factors related to depression? 
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How important was gender as a risk factor to depression for the caseness definitions used 
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Conclusions 
Postscript 

There are a number of themes to be drawn together in the discussion of this study. 

Firstly, there are the special characteristics and issues pertaining to this cohort. 

Secondly, the findings from self-report measures and the semi-structured interview will 

be examined with particular reference to any sex differences established. Thirdly, rates 

of depression from DIS-generated data will be discussed in relation to rates from other 

comparable studies, with an emphasis on findings for the 20 to 45 year age group and 

notable sex differences. Data relating to analysis of risk factors to depression will be 

then be examined in light of the concepts of caseness used. 



257 

While the subjects in the cohort did not all go on to teaching as a career, they will 

be referred to as 'teachers' in this discussion for ease of identification and comparison 

with other studies. 

Issues pertainine to the cohort 

How representative is this group of the general population? 

The study design required selection of a group whose male and female members 

had a number of important social risk factors to depression initially controlled. As a 

consequence, and because the selected teacher trainees were predominantly middle class, 

their general experience of depression may differ from that of a more broadly-based 

general population sample. Thus, they are not a representative sample of the general 

population and were never intended to be so. The strength of the study lies in the choice 

of a cohort whose male and female members were as similar as possible at base-line, in 

terms of social roles, career expectations and likely experience of depression, while later 

diversity in all these areas was anticipated. 

Compliance was high throughout, with 97% of the sample being located ten years 

later. However, three males were excluded from the ten-year interview due to ill-health 

so that 95% of the original group were fully reassessed at the end of the ten years. 

Did those who volunteered for the study differ from their peers? 

In 1978, prior to the start of the study, all members of a class of trainee teachers 

were asked to fill in an anonymous screening measure and to provide their name and 

address if they were willing to proceed with the study. One might speculate that 

responders and refusers would differ in terms of basic interest in such a study and that 

females might be more willing to participate than males. As the cohort had been told that 

the objective to observe a normal group developmentally (with depression only being 

mentioned as one of the issues involved and with no emphasis on psychiatric morbidity), 
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there is no reason to assume a strong bias influencing acceptance. Males and females 

showed an equal percentage acceptance rate and there were no sex differences in scores 

on the self-esteem rating used as the screening measure. Romans-Clarkson et al (1988) 

have recently established that refusers in a community survey of psychiatric disorder in 

New Zealand did not differ from participators in terms of rates of attendance at 

psychiatric outpatients clinics, or those with hospitalized medical or psychiatric illness. 

What were the special characteristics of the group? 

The subjects in the study are notable for their level of intelligence, degree of 

cooperation and accessability at follow-up. This was facilitated by the cohort's clear 

commitment at the commencement which involved provision of a long-term contact 

address. Again, they are not comparable with a randomly selected general population 

group. Indeed, the hypotheses were predicated on the selection of such a socially 

homogeneous group which disallowed selection of a general population group, where 

heterogeneity would have disallowed risk factors to be largely controlled at entry. They 

were an interesting group of people most of whom readily shared their experiences. As 

the subjects were volunteers, it is assumed their high motivation favoured the collection 

of accurate data. 

Were there particular issues related to teaching as a career? 

The study took place against a background of political turmoil in the teaching 

profession. In 1978, the group was told that teaching jobs were scarce, which generally 

lowered morale. As most of the group already had a university degree, about 15% found 

alternative employment and did not ever teach, while a minority waited months, or 

sometimes years after graduation before gaining their first teaching job. There was also 

an affirmative action policy in place, whereby women were being promoted more 

quickly than men, without going to a rural school (which had been the time-honoured 

process for rapid promotion in the public school system). There was also increasing 

dissatisfaction with teaching conditions and the 'hardline' policies of two N.S.W. 
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Education Ministers (Susskind, 1987; Lumby, 1989; Kirk, 1990). As there were high 

levels of depressive caseness for both sexes, such issues may have played a pan. Most of 

these issues would have affected both sexes relatively equally but the affirmative action 

policy, which had a more negative effect on the males, seemed to be more of a cause for 

some angry comments than a source of serious depression. 

Finlay-Jones (1986) has reported high levels of stress in Australian teachers. He 

studied over 2000 teachers in Western Australia and, using the GHQ, established that 

17% showed severe psychological stress, as compared to 9% of the general population. 

The rate was not affected by age or sex. Thus, teachers may have high levels of 

morbidity, preceding or as a consequence of their profession, and males and females 

appeared to be similarly affected. Other studies have examined teacher stress (Kyriacou 

& Sutcliffe, 1977; Galloway et al, 1984), usually with a cross-sectional design in the 

work context, but without addressing personality and other possible psychosocial risk 

factors, so that it is difficult to determine how much of the reported stress is solely work­

related. There have been no instruments used consistently to measure stress or working 

conditions for teachers and none seemed to have any particular virtues. As some of the 

cohort were not teaching and employed in a variety of other occupations, including 

home-making and part-time work, the measure selected (Renwick & Lawler, 1979) was 

one designed for an American survey of work practices and was not intended specifically 

for teachers. This was considered appropriate as, in 1983, it was not known how many of 

the cohort were actually still teaching. The finding that females rated their expectations 

of work more highly in 1983 was unexpected, but in keeping with a higher level of 

anticipated pleasure in their work when asked in 1978. There were no such sex 

differences at 1988, by which time many women were engaged in part-time work or at 

home with small children, while male work patterns were unchanged. 

Both sexes reported that the most demoralising feature of their profession was the 

frustration of being unable to do their job as they saw it (i.e. to impart knowledge) 
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because of continuing discipline problems within the classroom. A proportion stated that 

in the first few years of their teaching career they had been given notoriously difficult 

classes when they were inexperienced, rather than a more gentle introduction. Other 

sources of discontent commonly cited were low wages and frustrations with a 

cumbersome education bureaucracy. In general, there were some particular issues 

related to teaching but they appear to have affected males and females equally. These 

work-related difficulties may have contributed to the high rates of depressive disorder in 

the first few years after graduation but it is unlikely that there were any sex differences in 

perception of such stressors. If anything and against expectation, females reported more 

satisfaction from their work conditions at the 1983 assessment. 

Is there evidence that the males and females within the group differ from each other 

or expected social norms? 

Two possible explanations of the dearth of sex differences are that the females 

were a particularly resilient group, or that the males were particularly vulnerable. Self­

esteem improved over time for both males and females, but to a greater extent for males. 

Females consistently reported higher scores on the neuroticism scale and dependency 

sub-scales (reported in Chapter 7), but there were no sex differences shown on the other 

measures, most notably, the trait and state depression measures. Females were far more 

likely to weep, over-eat and visit friends when depressed, all of which are in keeping 

with expected sex-role related differences and the higher femininity scores for females on 

the Bern Sex Role Inventory or BSRI (Bern, 1974). All of these differences are in line 

with expected sex-role typed behaviours but do not necessarily indicate any decreased 

resilience among the females. A study of depressed university students (Funabiki et al, 

1980) had previously shown that depressed females were more likely to over-eat, engage 

in self-deprecation and avoid large social gatherings, while seeking out personal contact 

with friends, all of which are completely consistent with the current findings. Two 

further studies (Frank et al, 1988; Young et al, 1990) of more severe depressives (i.e. 

patients meeting criteria for at least DSM-III major depression), also found statistically 
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significant sex differences only for increased appetite and weight gain in both sexes and 

also increased rates of somatization and expressed anger but neither study demonstrated 

sex differences in more "core" depressive symptoms nor in global severity of depression. 

There were no sex differences in the teachers' masculinity scores on the BSRI, 

and it is of interest that the female teachers reported higher masculinity scores, in fact, 

closer to the males than the females in Bern's original sample of college graduates (Bern, 

1974). Another group (Steinberg et al, 1987), investigating clinically depressed men and 

women, have subsequently noted that females rated equally with males on the 

masculinity subscale while females rated higher than males on the femininity subscale, 

with both sexes viewing masculine sex-role typed traits as more socially desirable. This 

finding and the lack of sex differences in self-esteem scores (with which the construct is 

said to be highly correlated) are in keeping with findings from a group of Australian 

university students (Antill & Cunningham 1979). This means that as a group, the 

females are more androgynous and possibly more psychologically resilient than groups of 

more highly feminine sex-role typed females, but not more so than the males in the 

group. 

The trend for a greater increase in self-esteem for males is in keeping with 

findings from a longitudinal study of recent graduates (Holstrom et al, 1987) described in 

Chapter 3. Those authors found that males and females performed similarly in the years 

postgraduation but females experienced lower self-esteem, particularly when 

commencing work. The women were reported as talking more freely and the males were 

more likely to use alcohol. 

In Chapter 7, there is a trend noted for males to consume more illicit drugs and 

alcohol (and the trend towards a sex difference in alcohol consumption may become 

more apparent over time), but there are low levels of usage in both sexes. The overall 

alcohol consumption for all Australian adult mate! is 135 gm/week and for femalet 40 

+-
in lhc 20 10 40 year range 
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gm/week (Dept. of Comm. Services & Health, 198-8). Both sexes were less likely to 

smoke cigarettes when they staned work, but both sexes smoke less than the mean rates 

for young Australian adults where rates were 34% for males and 31 % for females, with a 

further 26% of males and 19% of females being ex-smokers (Dept. of Comm. Services & 

Health, 1990). 

One may expect males who select teaching as a career and endorse "working with 

children" as an important motivating factor to be more nurturing than the stereotypical 

'macho' male. While no attempt was made to corroborate details, there seemed to be low 

levels of sociopathy in the group, with the only known arrest in one male being for a 

drug-related crime. The males reported help-seeking patterns that were similar to the 

females but they were significantly more likely to engage in reckless behaviour when 

depressed in the first few years after graduation (before they became husbands and 

parents). There were many symptoms and a number of coping styles that both sexes 

endorsed (therefore no sex differences), but no symptoms and only one coping style 

(recklessness in 1983) that the males endorsed more than females. In general, the males 

seem to be behaving like males, but are possibly more androgynous than would be 

expected if derived from a more heterogeneous (and less well educated) group, but were 

similar to Australian male university students(Antill & Cunningham 1979). 

Jenkins' study (1985) of a socially homogeneous group of civil servants in their 

mid-20s was noted in Chapter 3, and provides the most comparable study group. She 

sought to "assess the likely magnitude of the contribution of biological factors to the 

reported sex difference in minor psychiatric morbidity by controlling and minimizing" 

environmental differences. In selecting a group of university graduates in their late 

twenties, she too chose to examine a group of males and females closely comparable in 

age, marital status, educational attainments, paternal social class, domestic 

responsibilities and overall social supports and stresses, but did not formally assess 

depressive episodes. 
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Her men and women did not differ in terms of the prevalence of minor psychiatric 

morbidity and she found current impairment in about one-third of each sex, but the 

women were more likely to report depressive symptoms than men (39% vs 28%) and the 

men tended to recover from episodes of depression more quickly. 

In the teachers' group, there were no sex differences in number or duration of 

episodes. There are several possible explanations. (i) The male teachers may be less 

resilient than the male civil servants in Jenkins' group, or (ii) more stressed, or (iii) the 

male civil servants, like the young men in Angst's study (Angst & Dobler-Mikola, 1984c) 

may be tending to "forget" depressive episodes more quickly than females over the 

ensuing twelve months, whereas the male teachers who sought help (and did not resort to 

alcohol) may be more likely to recall depressive episodes for longer periods. The teacher 

cohort has reported similar help-seeking patterns to a study of young adults in Sydney, 

Australia (Reynolds et al, 1979) where 13-14% of adults under 26 years of age, and 11 % 

of males and 12 % of females aged 26-45 had sought professional help for personal 

problems, with no sex difference in either age group. 

Are there sex differences in recall? 

The data have been examined in a number of ways to determine consistency over 

time. There is moderate to high consistency for self-report scales measuring aspects of 

personality and perception of earlier parenting, and fair to low consistency for reports of 

depressive categories, help-seeking and perception of care and control by partners over 

time. 

As the DIS has not been validated as a measure of depressive disorders, it was 

judged that collaborative information should be sought where possible. Such a procedure 

corresponds somewhat with that adopted by Leckman and colleagues ( 1982) for the 

lifetime version of the SADS, in that they interviewed probands and normals, together 



264 

with a percentage of their spouses and first degree relatives for a corroborative report, 

and (for the patients) they consulted medical records to derive a 'best estimate' diagnosis. 

It is useful here to report the experience with the 'corroborative witnesses'. Most of the 

subjects were willing to nominate a witness to be interviewed and, while most of the 

witnesses had reasonable concerns about privacy, these were allayed with explanation. 

The author was impressed that both parties generally understood there to be differences 

between sadness and depression, and between functional and dysfunctional depressive 

states. 

A problem that became evident was that those subjects who did not wish to 

provide witnesses were also likely to be those who guarded their privacy and often had 

poorer relationships with their families, and fewer friends, so that consistency of 

reporting by witnesses was likely to have been low if such reporting had been possible. 

Thus, consistency of reporting may be artifactually high due to the exclusion of such 

subjects. Some of these subjects had reported frequent and long-standing episodes and 

reports from other sources (e.g. time away from work, medical records) would have 

assisted in checking the reliability of reporting in subjects who did not wish contact with 

a collaborative witness. 

Most subjects seemed to be reporting accurately and honestly concerning 

significant life events and issues deemed important to them, whether they had 

experienced an easy or difficult time. It seems unlikely that there was a substantial 

practice effect operating as most could not recall the content of the previous 

questionnaires and interview (indeed, a small minority of subjects could not even 

remember being interviewed previously) due to the spacing of follow-ups at five-year 

intervals. 
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The re-interview of subjects also raises the issue of the first interview having a 

therapeutic effect on subjects. Again, any likelihood of such an effect is minimised by 

the five-year interval between interviews. 

At base-line in 1978, subjects were only asked to nominate the number and 

duration of episodes in the past twelve months. There were no sex differences in these 

data. The rates for depressive cases with varying thresholds for case definition were 

detailed in Chapter 8, both for fixed periods and lifetime rates. There was a trend for 

both sexes to report fewer symptoms and fewer episodes over time, but there were no 

significant sex differences in rates for the higher thresholds (major depression +/­

dysthymia). The second (lay) interviewer was slightly more likely to rate subjects as 

functioning well (reported in Chapter 7) but these differences were small. Higher rates 

by the first (clinician) rater may have been due to (i) the clinican being slightly more 

likely to rate dysfunction, (ii) subjects being found to be slightly less deviant at re­

interview (Jorm, 1989), or (iii) some increase in confidence and maturation of personality 

by cohort subjects over the five years between interviews. 

The findings based on data generated with the DIS on two occasions, five years 

apart, indicate that there are likely to be two trends leading to female preponderance. 

One of these is an artifact effect leading to a decrease over time in reporting rates for 

males, and the other is a possible increase in rates for females more evident over the 

latter five years ( 1983-1988), when there had been a wider diversity in social roles. So it 

is proposed that the difference is likely to reflect both a real phenomenon and an 

artifactual bias. 

If the artifact hypothesis is supported, then how may such a bias operate? The 

sample have been noted as interested and motivated, in that members took part 

voluntarily and appeared pleased to be interviewed on each occasion - so that it is 

unlikely that that the artifact can be attributed to sex differences in 'interview 
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characteristics' (whereby men might be more peremptory, impatient or dismissive at 

interview). The possibility that men might report fewer symptoms (for remembered 

episodes) is not suggested by the analyses in Chapter 9, with both sexes (and for females 

significantly) reducing symptom counts for episodes reported at each interview. It 

appears most likely that men may be more likely to forget actual episodes, which might 

be a direct sex difference, or a second-order effect emerging because the episode was less 

severe, less distressing, less disabling, less socially impairing or otherwise less 

'memorable'. 

There is no evidence in terms of duration, number of symptoms or help-seeking 

to suggest that the episodes occurring in males were less severe or distressing, but a 

recent paper discussing accessibility of sex difference in differentation of psychiatric 

symptomatology (Briscoe et al, 1989) suggests such a possible mechanism. The authors 

note that males tend to be field-independent (i.e. analytical, perceptually discriminating, 

keeping experiences separate) while females tend to be field-dependent (i.e. do not 

perceive patterns as discrete entities). As noted previously, both subjects and witnesses 

tended to recall depressive episodes in terms of possible depressogenic life events and it 

may well mean that field-dependent individuals are more likely to recall life events and 

accompanying depressive episodes which cue recall in either direction while field­

independent individuals separate the depressive episodes from life events, so that neither 

were likely to be recalled by prompting of the other. The other possibility is that subjects 

who "forgot" and were later diagnosed as 'new cases', failed to recall previous episodes 

because other episodes (either depression or in some subjects, panic disorder) had 

occurred subsequently. 

While the numbers are small, the data may also indicate two different sub-groups 

of subjects reporting episodes of depression. First, those who became depressed at an 

early age (late teens or early twenties), who went on to have recurrent episodes, and 

another group who experienced a first episode of depression later (in late twenties or 
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thirties). The group with a younger age of onset would be similar to the young adults 

described by Weissman (Weissman et al, 1984), where high familial loading for 

depression (both genetic and environmentally induced) possibly plays a more dominant 

role than sex. The latter group may be more influenced by current life events (such as 

child-birth) and as such, one would expect sex differences to emerge in a cohon in their 

thirties leading to a female preponderance for either social or biological reasons 

(panicularly associated with child-rearing) or a combination of the two. 

Examination of sex differences 

Socio-demographic variables 

There were increased numbers of married subjects at each wave, with a consistent 

increase in rate of parenthood, but importantly, the males and females continued to make 

these changes at the same rate. There was one predictable sex difference, in that some of 

the women left work during the early child-rearing years (particularly in the 1983-88 

period). However, two men became chronically unemployed for psychiatric reasons (one 

with schizophrenia was excused from the study due to ill-health in 1988, the other 

experienced several episodes of depression and was involved in volunteer community 

work while receiving social service payments). 

Findings of low levels of alcohol and drug consumption, and high levels of 

employment indicate that the effects of such potential confounding social risk factors 

such as chronic poveny, alcoholism and unemployment were minimised. A substantial 

group of females, but none of the men, left work to raise children which led to a sex 

difference in rates of full-time paid employment at ten-year follow-up. This difference in 

work patterns may have contributed to the trend towards female preponderance in rates 

of depressive episodes in the 1983-88 period. 
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Are the lack of sex differences due to a Type II error? 

There is sufficient power in the sample size to detect differences in the continuous 

variables where there is an effect size of greater than 0.45 standard deviations and to 

determine differences in the combined categories of depression if the sex differences 

were of the order expected (that is, a 2: 1 female:male sex ratio). There is not sufficient 

power to reliably detect differences if the individual diagnostic categories are used 

(Cohen, 1977). 

Were there sex differences in perceptions of social support networks? 

An interesting finding was of sex differences in perceived social support being 

greater during times of stress and that different help-seeking patterns evolved for each 

sex over time. Females consistently sought out family and friends in times of stress, over 

the decade of the study, while help-seeking patterns in males appeared determined by the 

most available source. Males increasingly turned to their partners for solace in times of 

stress (more so than females), while relinquishing the other avenues that females 

retained. Females reported higher levels of satisfaction with responses to requests for 

support in times of stress. There may be a relationship between satisfaction of perceived 

emotional support and recovery from depressive episodes, for females at least. 

This finding supports a recent study examining gender issues, social support and 

recovery from depressive illness (determined by PSE) in 119 subjects (Brugha et al, 

1990). They reported similar recovery rates from first onsets of depressive disorders but 

found that "living as married" and, to a lesser degree, number of social contacts 

(acquaintances rather than close friends) were positive predictors only for men, while 

negative interaction with their primary group (spouse, close family, good friends) was a 

negative predictor. For women, the base predictors of recovery were the number of 

primary group members named and satisfaction with social support. They raised the 

possibility that "men and women derive different benefits from their social networks, 

which may in turn relate to the future course of illness". The possibility of males using 
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networks of acquaintances, rather than close friends or family (Brugha et al, 1990) was 

not specifically examined in the teachers' study. Kessler and McLeod (1984) examined 

sex differences in rates of depressive symptoms (using CES-D and Zung's SDS) 

following negative life events. They found no sex differences in the effect of marital 

disruptions or events affecting spouses and children, but stated, that for men, "as soon as 

we moved beyond this small field of concern the impact of network events vanished, 

while it persisted among women". They reported that males showed greater distress than 

females after loss of income, and females, after ill-health, death of a loved one and 

network events (which involved persons other than spouse or children). They concluded 

that females were sought out more often in times of crisis than were males, knew more 

about events outside of their immediate family and considered interpersonal contact with 

their network as being more important than did males. These findings are concordant 

with the data from the present study. 

The present data suggest that the females tended to maintain ties with friends and 

family, despite living with a partner and starting their own families, while the males 

became more reliant on their partners, particularly in times of stress. This is a finding 

that seems to be evolving over the years and, if confirmed, may explain the differential 

effects of marital state on the sexes. Overall, both males and females tend to go to 

females in times of stress (males, to their female partners; females to their female friends 

and family members). In young adult females, this is occurring at a time when they are 

often parents of young children themselves. These behaviours are in keeping with 

Gove's nurturant role hypothesis (Gove, 1984 ), that "the cost of caring" is increased 

depressive symptomology (Turner, 1988) and it does not seem surprising that the females 

reported increasing tiredness over the last five year period, when all of these factors were 

having an impact. However, these nuturant roles are not necessarily confined to women, 

and may increasingly involving men, particularly in middle-class, educated groups like 

this cohort. 
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How do the rates for DIS-derived depression categories compare with other studies? 

Studies reporting rates for depression categories using RDC and DSM-III criteria 

were discussed in Chapter 3. In comparison to large-scale general population studies, the 

numbers in this study were too small for detailed analysis of current prevalence rates and 

the discussion will focus on lifetime prevalence rates. 

The lifetime rates in this study (by a mean age of 34 years) were 26%-32% for 

females, 17%-27% for males (for major depression alone); 31 %-38% for females, 19%-

32% for males (for DSM-III cases); 52%-60% for females, 36%-42% for males (for RDC 

cases), with the ranges of rates being predicated on which method of estimation of 

lifetime prevalence is used (as detailed in Chapter 9). 

A New Haven study (Weissman & Myers, 1978) reported lifetime prevalence 

rates of 26% in females and 12% in males for RDC probable or definite major 

depression; 12% in females and 6% in males for RDC minor depression while 34% of the 

females and 17% of the males experienced one or both types of episodes. Reich et al 

(1980) determined a lifetime prevalence of major depression as 20-26% for females and 

8-12% for men. In the ECA study, Robins et al (1984) calculated a 7% rate for females 

and 3% for males in lifetime major depression (being 5.5% for the whole sample and 

8.7% in the sub-group aged 25-44 years). The rates for the individual centres are 

reported in Table 3.3. Additionally, they calculated a lifetime prevalence rate for 

dysthymia of 3.9% of the females and 2.0% of the males (the rate was 3.0% for the total 

group but 3.8% for those aged 15 to 44 years). The rates for major depression in the the 

teachers' cohort are comparable to rates quoted in the first two studies but lower than 

those in the ECA study. The RDC case rates are higher in the teachers than in the New 

Haven study due to the contribution made by higher RDC minor depression rates. 

However, concerns about the low rates of minor depression in the New Haven study have 

already been raised in Chapter 3. 
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A study from Edmonton (Bland et al, 1988b) reported lifetime rates of 11.4% in 

females and 5.9% in males for major depression and 13.2% in females and 7 .1 % in males 

for DSM-III affective disorders. They also reported rates of 26.8% in females and 40.7% 

in males for "any core disorder", which includes anxiety and alcohoVdrug abuse 

categories. They noted lifetime prevalence rates of 11.5% for major depression, 3.9% for 

dysthymia and 12.6% for affective disorders in the 25-34 age group (which is 

comparable in age to the teacher group) and the highest lifetime prevalence rates for 

phobias (35.4%) and substance abuse disorders (24.6%) and "any core disorder" (49.9%) 

in this age group. The rates for substance abuse are much higher than the teacher group. 

As the categories are not mutually exclusive, the rates for affective disorders and 

alcohoVsubstance abuse cannot be combined, but it is possible that for the 25 to 34 age 

group, the higher rates for depression in the teachers would be compensated for by the 

lower rates for alcohol and substance abuse. Rates for phobias are high in the Edmonton 

study. This category has been shown to be unreliable, as the DIS-derived data tend to 

over-report phobias (Myers et al, 1984; Burvill, 1987) or the diagnostic threshold for 

DSM-III criteria are set too low. The category for simple phobias was also the most 

unreliable anxiety disorder category in the teachers' study. The Edmonton group report a 

lifetime morbidity risk (Newman et al, 1988) of 22% in females and 16% in males for 

major depression alone, and 14.3% in females and 43.8% in males for alcohol abuse or 

dependence and 0.0% risk in females and 5.3% in males for antisocial personality. The 

question arises as to what these rates would be for both sexes in a group (such as the 

teacher cohort) with lower levels of alcohol abuse and sociopathy, and to what extent 

these high rates in males are masking affective disorders. 

A Christchurch study (Wells et al, 1989) described rates of 16% in females and 

9% in males for major depression only (see Table 3.3) and 19% in females and 10% in 

males for DSM-III cases. Their rates for anxiety disorders were obscured by combining 

agoraphobia and simple phobia and combining anxiety with somatoform disorders, which 

does not allow comparison with the teachers' data. For substance abuse disorder, they 
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report rates of 8.7% in females and 33.6% in males, and 68.5% in females and 63.0% in 

males for "any disorder covered". They also report lifetime prevalence rates for the 25 to 

44 year age group, 15.5% for major depression alone, 5.5% for dysthymia, 16.8% for any 

affective disorder, 11.6% for anxiety/somatoform disorder, 22.6% for substance abuse 

disorders and 64.4% for any DIS-generated disorder. The rates for major depression and 

DSM-III cases in the teachers' study are higher but comparable while rates for dysthymia 

alone are lower. As in the Edmonton study, there are sex differences in lifetime rates for 

affective disorders but the presence of sex differences for "all psychiatric disorders" is 

determined by the inclusion or otherwise of alcohol or substance abuse and personality 

disorders. 

Helgason (1986) summarised the position thus: "The comparison of expectancy 

rates between men and women shows that mental illness occurs with similar frequency 

among both sexes, but as different syndromes. This is reflected in the high expectancy of 

alcohol abuse and moderate expectancy of neuroses among men and high expectancy of 

neuroses and low expectancy of alcohol abuse among women. The obvious 

epidemiological hypothesis is that these disorders have some common etiologic 

factors .... This hypothesis could be tested by studying a new cohort that has been subject 

to different attitudes towards alcohol and increasing per capita consumption of alcohol". 

The current cohort had low levels of alcohol consumption for both sexes, which may be 

reflected in higher rates of depression in the males. 

Parker ( 1987) questioned the reliability of rates in the ECA study, but the points 

he raised are equally applicable to other studies using the DIS or similar case-finding 

instrument. He noted that the six-month prevalence rates were about half the lifetime 

prevalence rates and wondered whether the lifetime rates were accurate. He also 

questioned whether lay interviewers were as reliable as clinician interviewers and noted 

concern about the differences in rates between younger and older cohorts, postulating 

that older people may be less likely to endorse the questions about depression, for 
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cultural reasons (that they had not been encouraged to self-disclose), partly because they 

were less healthy and perhaps more likely to couch symptoms in terms of physical 

complaints. 

Burvill (1987) had the same concern about the reliability of lifetime estimates, 

stating "personal experience and common-sense appraisal of the concept makes me 

sceptical that it is possible to estimate accurately the lifetime prevalence ... when such 

estimates are made solely on the basis of a single structured interview with a respondent 

by a lay interviewer in a community survey, as was the case in the ECA Program". He 

was also critical that the authors of the ECA Program paper made no attempt to compare 

their rates to any other study, although it must be conceded that there were no other 

studies using the DIS at that time. He viewed the Lundby study (Essen-Moller et al, 

1956) as the most comparable, and noted the advantages of a prospective study with a 

small team and access to supplementary information. He doubted the reliability of 

simple phobia and obsessive-compulsive disorder categories but concluded that affective 

disorder categories were likely to be among the more reliable. He compared the New 

Haven rates for four age groups for all DIS disorders (34.7% in 18-24 years old; 35.8% in 

25-44 year olds; 22.2% in 45-64 year olds; 18.7% in those over 65 years) with the 

Lundby rates which reported a lifetime prevalence of psychiatric illness, which was 

73.0% for females and 43.4% for males. 

Since then, Bebbington's group (Bebbington et al, 1989) have also reported a very 

high morbid risk of depressive disorder (with entry criteria similar to minor depression), 

with rates of 70% for women and 49% for men to the age of 65 years. A longitudinal 

study of 998 community subjects (Amenson & Lewinsohn, 1981) used CES-D self-report 

measure, then SADS to determine depressive caseness. They concluded that "49% of the 

men and 62% of the women had experienced a diagnosable episode of depression some 

time during their lives". The last two studies report figures that are more comparable to 

the Lundby study and all use methodology requiring more than one estimation of 
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caseness and more extensive evaluation of the subjects in their personal context than the 

studies that have been quoted that used the DIS. 

In 1985, Klerman stated that if he were to design a large community study again, 

he would include a screening self-report measure prior to using the case-finding 

interview with symptomatic subjects. Weissman (1988) has also questioned the use of 

the DIS as a stand-alone instrument and stated that "it is possible that full determination 

of lifetime rates requires more probing than is allowed in the DIS. Further evidence for 

this finding is that a large number of cases reported for a lifetime had occurred in the 

previous year ... accurate determination of prevalence rates may require use of multiple 

informants and best estimates". Another group (McLeod et al, 1989) have advocated the 

use of a time-line to record depressive episodes and other key events (e.g. birthdays, 

holidays, crises) to aid recall. Spitzer's (1983) Longitudinal and All Available Data or 

LEAD standard had already been cited in Chapter 2 as a guide to the sort of information 

the researcher should consider gathering to make a reliable diagnosis of past episodes for 

psychiatric disorders. 

While having one clinician interviewer (the author) recording data at both DIS 

interviews would have removed the problem of inter-rater reliability and differences 

between clinican and lay interviewers, it would have raised the problem of a 'halo effect' 

arising from prior knowledge influencing the manner in which the 1988 DIS interview 

was conducted. Even in a highly structured interview, it is possible to ask a question in a 

tone that suggests a positive or negative response. While some orienting information was 

provided (e.g. place and timing of previous interview, a particular hobby or interest of the 

person) to Robyn Curtain, the 1988 interviewer, intentionally no information was given 

that would determine whether the subject was likely to have been depressed. Inter-rater 

reliability was improved by the fact that both the author and Ms. Curtain were trained in 

the use of the DIS by Professor. Andrews' team, which had extensive experience with the 

instrument. Ms. Curtain was herself a trained nurse and psychology graduate, so that she 
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had more maturity and inter-personal experience than many of the ECA lay interviewers 

(who were frequently college students on holiday), and studies with volunteers and a 

random selection of study subjects indicated that inter-rater reliability was high (see . 

Chapter 9). On both DIS assessment occasions, the instrument was given after a semi­

structured interview that covered a wide range of topics from employment and health 

issues to social support networks and coping styles. At both interviews, a time-line was 

used to record all episodes of depression and any life events offered, which may have 

enhanced memory recall and led to a more accurate estimation of lifetime prevalence of 

major and minor depressive episodes. 

The use of two interviewers over a relatively long period allowed for three 

different methods of estimation of lifetime prevalence (reported in Chapter 8). It is 

assumed that the real rates are somewhere within the range quoted and summarised early 

in this chapter. All three methods give rates that are comparable (for major depression) 

to the New Haven (Weissman & Myers, 1978) study and, in females, also to the 

Christchurch study (Wells et al, 1989. When minor depression is included, the lifetime 

rates are similar to those for the Lundby (Essen-Moller et al, 1956), Midtown Manhatten 

(Srole et al, 1978) and Camberwell (Bebbington et al, 1989) studies. Indeed, these is 

considerable consensus that about 40% of the population will be categorised as 'well' 

with the remaining 60% being categorised as mildly to severely impaired (in Midtown 

Manhatten study) or at least mild depression (Lundby study) or borderline episodes of 

depression (Camberwell study). 

In the teachers' study, diagnoses were moderately stable over time. 

Inconsistencies from one assessment to the other were largely due to (i) changes in 

reported numbers of symptoms (so that the depressive experience was recalled but there 

was a change in diagnostic category) or (ii) changes in attribution (so that the incident 

was recalled on both occasions but only noted as "having a significant impact on life" or 

as constituting depression on one assessment). Dysthymia was relatively uncommon and 
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did not exceed rates from other studies, but this category was the most inconsistently 

recalled depressive category. The episodes generally lasted just over two years and were 

often termed minor depression if reported five years later, when reported episodes later 

failed to reach the minimum two years' duration. Often professional help was not sought 

for such episodes. There has been some concern over the heterogeneity of this category 

(Akiskal, 1983; Kocsis & Frances, 1986) and its high co-morbidity with other medical 

and psychiatric conditions (Weissman et al, 1988). Those two groups have noted that the 

category may include unresolved major depression and long-lasting characterological 

and non-melancholic depressions, otherwise subsumed under the rubric of 'neurotic 

depression'. In the teachers' cohort, those subjects who attracted the diagnosis usually 

reported episodes in their early 20's following a relationship break-up, at a time when 

they were unsure of re-evaluation of their life goals. These episodes fulfilled the criteria 

but probably not the spirit of the diagnosis of dysthymia (which implies minor depression 

for much of the time, for a minimum of two years) but were more in keeping with the 

diagnosis of RDC intermittent minor depression which implies episodes of minor 

depression fluctuating over at least a two-year period. The difference in these concepts 

and earlier comments on heterogeneity all reflect the lack of clarity in defining this 

category. 

Why are lifetime prevalence rates higher in younger cohorts in recent times? 

Parker's ( 1987) questioning of the higher rates of depression in the younger-age 

cohon in the ECA study also coincided with repons of a cohon effect of increasing rates 

of depression, and decrease in sex differences in rates in younger groups (Srole & 

Fischer, 1980; Hagnell, 1982; Klerman et al, 1985; Murphy, 1986). All these latter 

groups judge there to be a real change in rates, with young males experiencing increased 

rates of depression, with a possible decline in expression of anxiety symptoms, while 

rates for depression in females have either remained stable or declined. It is also possible 

that this is an artifactual change, in that males may be becoming more willing to discuss 

their symptoms, or may be seeking help rather than 'self-medicating' with alcohol. It is 
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too early to know which is the correct explanation but the findings in the male teachers 

reflect this phenomenon of increased rates in males. 

Another finding in two longitudinal studies (Srole & Fischer, 1980; Murphy, 

1986) was that, while rates of depression for females had risen quickly during the 20-35 

age range, females in their forties reported declining rates of depression not evident in 

males. However in the Midtown study, there was a methodological problem in that some 

of the women who had married and changed their names were the most difficult to trace, 

so that the sample may not have been representative (Srole, 1980). 

It is likely that there are a number of explanations for the finding of increased 

rates of depression in younger adults. Firstly, that depression is not sufficiently 

recognised in the elderly, partly due to problems already mentioned, including (i) 

inaccurate recall of lifetime prevalence, (ii) the possibility that older people being more 

likely to attribute their distress to physical rather than psychological causes (when the 

DIS probes would exclude such symptoms), or (iii) their being less accustomed to self­

disclosure of symptoms (Hasin & Link, 1988), or (iv) that there is a bias in the wording 

of the constructs in the DSM-III criteria towards depressive experience in young people. 

Secondly, the criteria for DSM-III affective disorders have shorter minimum 

duration for depressive disorders than for anxiety disorders, giving the potential for 

episodes with mixed features of anxiety and depression to be more readily categorised as 

depressive disorders. Kendell (1989) has pointed out that most clinicians assume that 

depressive disorders take precedence over anxiety disorders in such hierarchies and a 

hierarchical approach is implicit in DSM-III. He stated that "our habits of thought are 

now so strongly based on hierarchical assumptions that we are often unaware of the full 

range of the patients' symptoms". For this reason, it is important to use standardised 

diagnostic interviews such as the DIS and SADS, and to compare rates derived from 

these interviews with those from other sources, such as clinician interviews and family 
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history sources. The same diagnostic hierarchy can be applied or disregarded when 

DIS/DSM-III algorithms are used. When exclusion criteria were ignored in an 

examination of the ECA data (Boyd et al, 1984 ), there was "a general tendency towards 

co-occurrence, so that the presence of any disorder increased the odds of having almost 

any other disorder, even if DSM-III does not list it as a related disorder". Thus the rates 

for depressive disorders may, at least to some extent, be artifactually raised by use of the 

DSM-III system, although this does not explain changes in rates in the Lundby study 

(Hagnell et al, 1982). The overlap between anxiety and depressive disorders will be 

discussed later in this chapter. 

If the findings of increased rates in younger cohorts are not artifactual, possible 

explanations include secular changes to, or increased exposure in current depressogenic 

stressors, increased rates of help-seeking in the young (reinforcing recall), or more 

individuals with a high risk for depression becoming parents themselves (e.g. the advent 

of such effective treatments as tricyclic antidepressants may have allowed more people 

genetically predisposed to depression to produce offspring who were in tum predisposed 

to depression). 

Have there been differences in social role expectations for younger cohorts? 

If the equal rates of help-seeking for the male and female teachers in any way 

reflect the wider population of young adults, then it is possible that males are seeking 

more help for their emotional problems, which could be reflected as increased rates of 

depressive disorders in males, either because of an actual increase in rates of depression 

or increased awareness and recall of such episodes. 

Srole and Fisher ( 1980) interpreted the findings on changing rates between the 

sexes in terms of increased mental health in "a new breed of women" and proposed that 

even from one generation to the next, society can have very different expectations of 

both sexes. They concentrated on womens' increasing penetration into previously male-
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dominated professions and occupations, and suggested that this new-found freedom was 

associated with declining rates of anxiety and depression for women. This finding is in 

keeping with other studies which have shown that women involved in employment away 

from the home have less experience of depression (Weissman et al, 1973; Radloff, 1975; 

Brown & Harris, 1978; Cochrane & Stopes-Roe, 1981). The changing status of women 

could be expected to have an impact on men. Kessler and McRae (1982) found higher 

rates of depressive symptoms in men whose wives worked outside the home compared to 

those whose wives were solely engaged in home duties, but for those with working 

wives, the husbands who helped their wives with the care of the children experienced 

fewer symptoms than those who left these tasks solely to their wives. These findings are 

affected by the very issues of care and control that the IBM was designed to quantify, but 

draw attention to the changes for men, from sole breadwinner to a role of 'partner' in a 

symmetrical relationship. These roles are still evolving in contemporary society (Young 

& Willmott, 1973; Murphy, 1986) and this cohort is part of the generation involved with 

such issues. The finding that mean scores on the femininity and masculinity subscales of 

the sex role inventory (Bern, 197 4) reflected the concept of androgeneity for both sexes is 

in keeping with the hypothesised social role changes and the finding that both sexes 

endorsed similar reasons (whether primarily masculine or feminine in sex-role typing) for 

teaching as a career choice. 

So the largely negative findings in terms of significant sex difference in lifetime 

and extended period prevalence data were against initial expectation but consistent with 

the cohort's professional utilization rates (assessed both at base-line and reviews in 1983 

and 1988), supported by corroborative witness data in 1983 and in keeping with the 

trends reported from the other longitudinal studies quoted. Equally important, there were 

virtually identical incidence rates for the males and females for depressive disorders over 

the first five years of the study when both sexes were involved in social role transition 

but a non-significant trend for higher rates of depression in females from 1983-88, 
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measured at the 10-year follow-up, which coincides with females raising children and 

leaving work (i.e. greater social role disparity between the sexes). 

Weissman and colleagues (1984) reported a median age of onset of 27 years for 

major depression, which was the mean age of the cohort at the 1983 assessment when 

rates of depression were high for both sexes. However, form (1987) showed a sex 

difference in rates of depression emerging in adolescence and being pronounced in the 

twenties but has suggested that the sex difference does not peak until the early thirties 

and the peak may occur later in a middle-class group (e.g. by delaying birth of first 

child). Thus a sex difference may be starting to emerge, either due to the effects of 

rearing children (whether biological or simply of being at home with young children) or 

effects of marriage and patterns of social support. 

The other possibility is that, as social variables effectively remained controlled 

throughout the study (in that age, marital status, parenthood, and employment apart from 

home duties) did not differentiate the sexes, a sex difference was prevented from 

emerging. 

What is the relationship between anxiety and depression? 

Studies reporting the increasing rates of depressive disorder in young people, 

particularly males, and possible declining rates of anxiety disorders (Bagnell et al, 1982; 

Klerman et al, 1985; Murphy, 1986) have been noted earlier. The question of whether 

this finding is partly an artifact (due to changes in emphasis in psychiatric diagnosis) was 

raised (Murphy, 1986). Eaton and Ritter (1988) stated that the DIS-derived data for 

anxiety and depression from the ECA study were analysed in parallel fashion, but when 

the data were analysed together, only slight separation between the two sets of 

syndromes was evident. They questioned whether this lack of separation was due in 

some way to use of the DIS. Earlier, the Bedford College group (Finlay-Jones et al, 

1980) had found cases of anxiety (free-floating or situational anxiety or panic attacks) 
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and depression (depressed mood and a number of depressive symptoms) generated from 

PSE data in a community sample to be mutually exclusive. 

A likely explanation for this apparent discrepancy was put by Winokur (1985) 

when he noted that European psychiatrists have always categorised neurotic depression 

on a phenomenological basis, whereas in the 1940s to 1970s, American psychiatrists had 

turned to a dynamic-interpretive basis, which was found to lack diagnostic validity. He 

stated that DSM-III major depression was a lowest common denominator seen under 

multiple syndromes (e.g. primary depression, alcoholism, schizophrenia) and that "DSM­

III essentially regards all depressions as equal and attempts to separate then with a 

separate axis (i.e. personality disorders)." The same might equally be said for the anxiety 

disorders, so that it may well be the use of the DSM-III criteria, rather than the DIS, 

which is causing problems in differentiating anxiety and depression for American 

researchers, while European researchers, generally using ICD-9/PSE criteria do not seem 

to have encountered the same difficulties. 

A review of studies of lifetime occurrence of anxiety and depression (Brier et al, 

1985) suggested that most researchers identified panic disorder and agoraphobia as 

discrete categories, and reported that they often coexisted with major depression, but 

found less evidence to support a separate category of generalised anxiety disorder. 

Leckman et al ( 1983) found an increased risk of major depression, panic disorder and 

generalised anxiety disorder in relatives of those with major depression and panic 

disorder over those with major depression alone and postulated a shared, familial 

diathesis to major depression and panic disorder. Reich ( 1986) summarised his review of 

the literature thus: "A reasonable middle position to take would be that in many cases 

anxiety and depressive disorders can be distinguished by symptom complex and course 

of illness ... those patients who are suffering from both anxiety and depressive disorders 

are at especially high risk for both disorders and a poor prognosis." The last point had 

previously been made by Murphy ( 1985) in her reanalysis of the Stirling County data. 
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In this study, anxiety disorders generally were co-occurrent with or post-dated the 

onset of depression. There was no instance of panic disorder (with or without 

agoraphobia), or generalised anxiety disorder in subjects who had not experienced at 

least an episode of minor depression. These findings fit with the reported overlap 

between anxiety and depressive disorders but have meant that the category of RDC cases 

(when all RDC depressive categories were combined) has also incorporated all of the 

major anxiety disorder categories, as well as depressive categories and some who may 

have been classified as 'neurotic' or 'anxiety disorder' if another (unspecified) set of 

diagnostic criteria were in operation. Whatever the name, the 'RDC cases' grouping 

seems to have encompassed those cases with a general neurotic diathesis, such as the 

"general neurotic syndrome" proposed by Andrews' group (1990), which is an interesting 

finding in itself. This finding also implies a primary mood disorder in neurotic 

depression, rather than seeing all such episodes as maladaptive responses to anxiety 

(Wolpe, 1986). 

What is the relationship of life events to onset of depression? 

This is another area where there has been a large body of research which will only 

be dealt with briefly. As the life events scale of Holmes and Rahe (1967) simply rank­

ordered potentially distressing life events, researchers moved to examining more 

subjective ratings of the impact of life events on the individual, and the effects of specific 

life events, such as child-birth, nuclear disaster (Bromet et al, 1986), unemployment 

(Jacobson, 1987; Bolton & Oatley, 1987). Such research established that the effect of the 

life event will be influenced by other determinants both practical (e.g. Jacobson found 

that the impact of unemployment was determined by available finance), and psychosocial 

(e.g. Bolton and Oatley found that depression was likely in unemployed men, if job loss 

also constituted loss of social support that was not replaced). 

The Bedford College team have made continued contributions in the area of life 

event research. The group has come to rely on interviewer-generated assessment of life 
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events (which are then appraised by the group to give an objective rating of impact on the 

subject's life) rather than self-report measures (Brown et al, 1987). Additionally, they 

have postulated that 'danger' events precipitate anxiety and 'loss' events precipitate 

depression (Finlay-Jones and Brown, 1981 ). It would be very important to be able to 

separate anxiety and depressive disorders if these concepts were to have any validity. 

Brown's group (Brown et al, 1986) later added the concept of being 'let down' by 

important figures in the subject's social support network, which they hypothesised as a 

risk factor for depression but noted that an inherent difficulty in assessing the importance 

of the construct is that the person involved in the 'letting down' was often the same 

person who was the cause of the distress. They have also examined two social factors, 

reduction of a severe difficulty (e.g. a chronically unemployed husband starts work) and 

a 'fresh start' event (e.g. a separated woman gains a divorce and moves into a comfortable 

home) which are both reported to be statistically significant in relation to recovery from 

depression (Brown et al, 1988). 

Thus research effort has now moved to determining the availability of social 

support in times of stress, with confiding relationships being considered to be the most 

protective (Surtees, 1980). Some suggested gender differences in help-seeking patterns 

have been discussed earlier (Brugha et al, 1990). 

In the teachers' study, life events were controlled to some extent as, in 1979, the 

entire cohort left Teachers' College to start work and both sexes took up other adult roles 

of marriage and parenthood at similar rates. Those who were cases in 1983 (using all 

three diagnostic groupings) had experienced more negative life events in the twelve 

months preceding the 1983 assessment. There was no evidence of plaintive set nor prior 

sensitivity to life events in cases, as the estimated impact scores were similar to the actual 

weightings given when events occurred both for cases and non-cases. Life events were 
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factors, which is in keeping with the Bedford College model. 
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How do the data from the study compare with the Bedford College model for social 

factors related to depression? 

The work of Brown, Harris and their colleagues has been already noted in 

Chapters 1 and 10. Harris (1989) has recently reviewed the scope of the group's work 

over the past 15 years, from which has evolved a comprehensive model for social origins 

of depression (which also acknowledges the importance of psychological and biological 

factors). The group generated definitions of caseness, based on the PSE, with 'definite' 

and 'borderline' case categories. They conceptualised 'cases' as subjects for whom 

clinical intervention would be appropriate, at least at the level of psychiatric outpatients, 

and 'borderline cases' as those subjects manifesting social difficulties where intervention 

would not necessarily be required (Brown et al, 1985). While the PSE was used as the 

case-finding instrument, the diagnostic criteria have been defined so as to be comparable 

with DSM-Ill and RDC categories, although there are no minimum duration criteria for 

episodes (Finlay-Jones et al, 1980). 

They then examined factors leading to the onset of depression, identifying four 

'vulnerability factors' which seemed to potentiate the role of 'provoking agents', namely 

absence of a husband or boy-friend who was also a confidant, loss of mother prior to age 

of 11, presence of 3 or more children in the home of 14 years or less, and lack of paid 

employment outside the home. Since then, the first factor has been found to be the most 

robust and also coincides with Gove's findings that the quality rather than the presence of 

a relationship with a husband or live-in partner is the important determinant of depression 

(Gove et al, 1983). The effect of the second factor was later shown to be influenced 

more by the quality of parental care and circumstances before and fol1owing the Joss 

(Parker & Hadzi-Pavlovic, 1984; Harris & Brown, 1985). The effect of the other two 

factors (lack of employment and presence of 3 or more children at home) may also 
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depend on the context and may reflect underlying personality, as well as social factors. 

Brown and Bifulco (1990) hypothesied that low self-esteem, or 'negative evaluation of 

self, may be an important underlying determinant but have not attempted to quantify the 

construct. They link both early separation from a parent and lack of close confidant with 

poor self-esteem, suggesting a model whereby poor unsupportive early relationships lead 

to long-term cognitive vulnerability to depression (low self-esteem) and further 

vulnerability in the greater likelihood of having unsupportive relationships in adult life. 

In the presence of a provoking agent, these factors lead to lack of hope in self or others, 

with subsequent generalisation of hopelessness and depression. The possible restorative 

'reduction of difficulty' or 'fresh start' life events have already been noted. Harris 

concluded that there may be gender differences in that women may develop their sense of 

identity from emotional rather than functional relationships, which again echoes Gove's 

(1984) differentiation of nurturant and fixed roles. 

A group in Edinburgh have tested some social vulnerability factors in a 

community sample of 376 women (Surtees et al, 1983, 1986). They used the PSE with 

additional questions from SADS, so that CATEGO and RDC diagnostic criteria could be 

generated to define caseness. They noted 7 vulnerability factors, lack of close social 

support, lack of diffuse social support, poor relations with household members, living 

alone, an unemployed spouse, loss of a parent prior to 11 years of age, previous 

professional help-seeking for 'nerves' and low self-esteem (using the Rosenberg self­

esteem measure which was the instrument in the present study). They reported that prior 

episodes of depression were a more significant predictor of subsequent episodes of 

depression than low self-esteem (Ingham et al, 1986) and later reported that major 

depression was best predicted by "an interaction between total stress and low self­

esteem" (Miller et al, 1989). Henderson's group (Henderson et al, 1981) in Canberra 

have also examined social support in cases of depression and anxiety (derived by 

PSE/CA TEGO). The findings concerning the importance of perceived availability of 

support have become influential in terms of discriminating between support in general 
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and specifically in times of stress, and between actual and perceived support. Henderson 

later stated (Henderson & Brown, 1989) that the study should have included more 

measures of personality, rather than relying solely on the EPI neuroticism scale. The 

Edinburgh and Canberra groups have made significant contributions to the body of 

knowledge in the social psychiatry field but have not come up with such a 

comprehensive model of depression as the Bedford College group. 

The definite depressive case definition used by Brown's group is similar to 

definition of DSM-III major depression and is roughly comparable to rates for the DSM­

III cases in the teachers' study, while RDC cases are roughly comparable to the combined 

categories of definite and borderline cases for anxiety and depression, so that 

comparisons between the two studies are possible. Indeed, the one-year prevalence rates 

for 363 Camberwell women (Brown et al, 1985) were 17 .6% for definite cases of 

depression and 49.0% for definite and borderline cases of anxiety and depression 

(excluding simple phobias), so that their twelve-month prevalence rates show a similar 

pattern to lifetime prevalence rates (to the age of mid-30's) for the teachers. The teachers 

in this study are at the other end of the social spectrum from the working class women of 

Camberwell but the studies are similar in that both groups were selected for their social 

homogeneity. As men were excluded from the Camberwell investigation, one can only 

postulate on the effects of the proposed vulnerability factors on them. It is highly likely 

that being unemployed and having three children at home would also be risk factors for 

Camberwell males and that as in the teachers, low self-esteem would be a risk factor for 

both sexes. 

The present study has not concentrated much on identifying current social 

vulnerability factors but more on those risk factors that were evident, as much as 

possible, prior to the onset of the depressive episodes. For the teachers, the consistent 

findings concerning perceptions of childhood experience, with low parental care 

(particularly paternal) and high overprotection (particularly maternal) are postulated as 
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precursors to low self-esteem and to dysfunctional intimate relationships in adult life. 

One could postulate that those subjects whom Brown reported as suffering adversely 

from effects of parental death or separation may well have also returned scores indicating 

at least low parental care (with high overprotection being more dependent on individual 

circumstances) if the PBI had been used. Low self-esteem is seen as a significant risk 

factor with an hypothesised relationship between self-esteem and inadequate perceived 

parental care. The fact that these variables are found to be significant in two very 

different social groups using different methodology (but somewhat similar definitions of 

caseness) increases the possibility that these variables have an important part to play in 

predicting vulnerability to depression. 

The findings reflect Bowlby's (1973) attention to the importance of secure 

attachment to an important figure in childhood to provide a basis for self-reliance as an 

enduring trait. Robson (1988) has examined the concept of self-esteem and found that it 

was an idea that was conceptualised in a variety of ways. He concluded that there was a 

definite association demonstrated between self-esteem and clinical disorder but that 

research had been hampered by lack of clearly conceptualised scales to measure self­

esteem, and noted a need for prospective studies to disengage the effect of depression on 

self-esteem. Robson's criticism of Rosenberg's ( 1965) scale has already been noted in the 

previous chapter. The improvement in self-esteem (as measured by the Rosenberg 

scale), after the cohort started work could reflect such constructs as personal worth and 

social competence. If self-esteem is an internalisation of the parental environment, the 

PBI itself may capture these constructs better. 

The effects of high trait neuroticism may be independent but additive, particularly 

in times of stress. Brown's group do not have measures comparable to the trait 

depression, dependency and sex-role scales, so that no comparisons are possible. 
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What is an appropriate definition of caseness? 

The importance of definitions of caseness for identification of subjects with 

depressive disorders rather than distress was discussed in Chapter 1. Besides the obvious 

research and clinical considerations, there are also political and feminist considerations 

that have been raised in connection with the derivation of DSM-III classification system. 

Russell ( 1986) has stated that the focus of DSM-III is on the problems of individuals 

rather than the social context, so that treatment of the individual is encouraged, rather 

than social change. This is a valid concern that research in the area of social psychiatry 

tries to address while underlining the importance of using caseness definitions 

appropriate to the question at hand. The feminist concerns (also touched on in Chapters 

1 and 4) include the differing yardsticks for mental health in males and females, and need 

for attention to wording of questions, possibility of different rates of recall of episodes, 

and numbers and types of symptoms generated by either sex. All of these factors will 

have an effect on prevalence rates and generally tend to increase rates in females. 

The current study used the DIS as a case-finding instrument from which three 

definitions of caseness have been considered, two of which are based entirely on data 

derived from the DIS-generated categories. The combined RDC categories, termed RDC 

cases (major depression, definite episodic minor depression and definite intermittent 

minor depression), and DSM-III cases (significant major depression or dysthymia) 

provided categories that were comparable to other studies. The DSM-III case categories 

could be compared with the three studies of general population groups where data were 

also available for sub-groups of similar age. The RDC case grouping provided a lower 

entry threshold which may have been relevant in an examination of sex differences. If 

women complained of more symptoms at a sub-clinical level, one would expect more 

females to be included as the threshold for caseness was lowered. The RDC impairment 

criteria incorporated in the DIS also made some provision for defining caseness in terms 

of help-seeking behaviour, which is also important in investigating sex differences in 

rates of depression in a community sample. These issues of help-seeking were pursued 
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independently in more detail in the study and it is suggested that the RDC impairment 

criteria require further operationalisation, particularly in relation to the question as to 

whether the episode has had a 'significant impact' on the subject's life. The attention to 

social role impairment applied by Angst's group (1984c) and Keller's group (1987) are 

appropriate to general population groups, and provide models for defining impairment 

that could be incorporated in future studies. 

A third 'defined cases' method was based on the DIS-generated categories, with 

additional criteria that amplified the RDC functional impairment appropriate to this 

cohort. The criteria used for 'defined cases' were listed in Chapter 8 and were designed 

to delineate the group whose depressive episodes had caused significant disruption to 

their normal role function and that may have required psychianic intervention. This 

method allowed for the inclusion of subjects who had not sought help, if they had taken a 

prolonged period away from work, attempted suicide or had a sustained episode of 

depression (reported on at least the first assessment occasion with a minimum duration of 

twelve weeks with at least two symptoms). In this way, there was an attempt to 

operationalise psychosocial impairment in a fashion that was relevant to cohort members 

of both sexes and compatible with the information elicited. The RDC case rates were the 

highest, the DSM-TII rates the lowest, and the 'defined case' rates fell between the two. 

None of these case-finding methods was intended to derive cases of melancholic 

depression, as it was expected that this depressive diagnosis would be relatively 

uncommon in such a cohort. 

Vaillant and Schnurr (1987) had found that the presence of a DSM-TII diagnosis 

was a "valid categorical definition of a case", while Kendell (1989) has commented that 

"validation depends on the elucidation of aetiological processes". For the teachers, a 

number of predictor variables were able to discriminate consistently between cases and 

non-cases defined with DSM-III and RDC criteria, although extra criteria (for 'defined 
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cases') were shown to enhance the definitions of caseness. Thus the same risk factors 

were of relevance whichever method of case definition was used, although the third 

method ('defined cases') led to the highest rates of correct classification and greatest 

discrimination between cases and non-cases. The 'defined' caseness method 

demonstrates a useful combination of the DIS-generated data with further citeria applied 

that were relevant to this group, and was successful in increasing the correct 

classification rates for cases and non-cases in the discriminant function analyses. 

How important was gender as a risk factor to depression for the caseness definitions 

used in this study? 

Gender was irrelevant as a risk factor for DSM-III and 'defined' cases, but had 

some relevance for RDC cases (where the diagnostic threshold was lowest). 

The lack of significance of sex as a risk factor shows the importance of 

comparing the sexes for evaluation of risk factors. Sex biasses should also be taken into 

account when selecting definitions of caseness and consideration of length of time period 

under investigation. 

Conclusions 

The findings from the study vindicate the original aim of studying a 

homogeneous group in that a number of potentially confounding risk factors (such as 

economic privation, substantial alcohol and substance abuse, unemployment, gross sex 

differences in expectations from careers and relationship opportunities) were minimal. 

There were no sex differences in rates of depressive experience at base-line, 

allowing for acceptance of the first hypothesis. 
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There was satisfactory consistency and reliability of data gathered at five-year 

intervals. Differences in information recall by subjects was an important factor in 

differences, which were partly sex-related. 

Rates for depressive disorders were high and equal for both sexes. When 

compared to other studies, rates were comparable, particularly for females, while male 

rates may have reflected the relatively low rates of alcohol abuse and sociopathic 

personality disorder in this group of males, and the possibility that teaching as a 

profession is favoured by males who are more nurturant when compared to other general 

population groups in the same age range. 

Trends towards sex differences in rates increased as the criteria for depressive 

caseness were lowered. There were sex differences in lifetime prevalence rates for RDC 

cases (the category with the lowest entry criteria). Lifetime prevalence rates were also 

influenced by the length of time from experience of episode to interview. Thus, the 

second hypothesis was largely disallowed. 

The generally negative findings do establish that it is unlikely that biological 

factors have any direct effect on determining sex differences in mild to moderate 

depression. The theoretical relevance of possible genetic or hormonal factors to any sex 

difference has been considered in Chapter 4. Any biological determinants are likely to 

have greatest impact around child-birth. Here there has been a modest rise in rates for 

the 1983-88 period, when more females were having a second child and leaving full-time 

employment, but the overall rise in new case rates fails to reach statistical significance 

(although this could be due to low rates). Overall, this does not constitute a compelling 

argument for biological causation but biological factors may still have an effect. 

The longitudinal design means that data were collected from subjects, in most 

cases, prior to their first depressive episode. However, there was a group of subjects who 
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had been depressed prior to the commencement of the study and data were analysed both 

including and excluding this subset. Despite losing some of the benefits of the 

longitudinal design, it was deemed important to include them in many of the analyses as 

subjects in this subset were among the more severely affected by depression. Where 

analyses included only 'new cases after 1978', the results were virtually unchanged, 

however, some of the more depressed subjects were excluded which lessened the ability 

of the variables to discriminate between cases and non-cases. 

The risk factors for mild to moderate depression include negative perceptions of 

early parental environment (especially low paternal care and high maternal over­

protection), low self-esteem, high dependency and high trait depression. Negative life 

events are conceptualised as precipitating events, which must then be viewed in the 

context of availability of adequate social support, particularly in times of stress, which 

may be different for each sex. Absence of a confidant constituted a risk, as did the 

presence of an unsupportive intimate relationship characterised by low care and/or high 

control, the former being of more importance in females and the latter in males. In this 

group, the presence of three or more young children at home constituted an added risk for 

both sexes. 

The risk factors hypothesised as being important for female vulnerability to 

depression (Hypothesis 3), such as high interpersonal dependency, high femininity scores 

and presence of three or more children at home were found to be risk factors for both 

sexes, while there was some support for exposure to motherhood and home duties in 

females. Hypothesis 3 was partially supported in that the risk factors were shown to be 

relevant to both sexes, and more so for males rather than solely for females. 
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Risk factors considered to be associated with depression for both sexes (low 

perceived care and high overprotection from parents, high neuroticism, low self-esteem, 

low care and high control from partner) were found to be risk factors for depression. 

Hypothesis 4 was accepted. 
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Postscript 

A ten-year study affords time for reflection and change in the research context in 

which the study is placed. Over this time, the basic concepts of depression are still being 

examined and undergoing change (Parker et al, 1990) and a further edition of ICD, 

namely ICD-10 (W.H.O. 1990) is now in draft form and a further edition of DSM, 

namely DSM-IV is in planning stages. There has also been opportunity for researchers to 

take stock of the utility of structured case-finding instruments and they have been found 

to be reliable, particularly if the data can be checked by multiple assessments or other 

sources. The findings concerning reliability of data over long periods question the 

reliability and validity of lifetime prevalence data gathered at one interview only. 

Large-scale epidemiological studies can provide useful data on prevalence rates, 

while studies of smaller numbers provide data which has more depth and takes note of 

subjective experience. Both have their place and the use of similar case-finding 

techniques and instruments across studies allows for a pooling of research findings. 

Longitudinal studies need to commence early in life if new cases are being 

considered and, as a corollary, some of the most severely affected subjects may be those 

that present earliest. The most severely affected are often more difficult to contact and 

may also have more disturbed relationships with their family of origin and be less likely 

to have a partner or a well-functioning intimate relationship, and these issues require 

consideration in research design. 

The high rates of depression when caseness threshold is lowered to include minor 

depression or borderline cases (with lifetime prevalence rates of about 60% from a 

variety of studies) call into question the meaning of these concepts and the relationship 

between anxiety and depression. 

As a psychiatrist, it has been interesting to follow a group of normal young 
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people, to examine how such a group copes with life and how those with serious episodes 

of depression cope with or without professional intervention. There is no doubt that 

examining both sexes simultaneously added to the depth of the study. It is my intention 

to continue following the group and I would predict that those likely to have depressive 

episodes in the future have generally 'declared themselves' by now, at least until the 

cohort reach the 50-60 year age group, when a small number may report episodes of 

melancholic depression. Theoretically such episodes would be more likely to be 

associated with a positive family history of melancholia or bipolar disorder, older age 

and physical illness and could occur equally in cases or non-cases but that is an 

interesting research question in itself. 

Other questions that can be examined with a longitudinal design include (i) the 

possible evolution of sex differences in social support and marital styles, with interaction 

between gender, marital state and depressive caseness, (ii) the relationship between 

perceived parental style and evolving relationships with partner, particularly whether 

marital relationships come to resemble perceived parental relationships over time, (iii) 

the long-term consistency of self-report measures, (iv) the effects of the presence of 

small children and changes in work patterns on parents of both sexes, and (v) in this 

group, there is the possibility of using the data to improve the lot of the teaching 

profession in Australia. 
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Appendix I Instructions, items and scoring for IBM 

This questionnaire lists some attitudes and behaviours which 
people reveal in their close relationships. 
Please judge your partner's attitudes and behaviour towards you in 
recent times and tick the most appropriate bracket for each item. 

1. Is very considerate of me 
2. Wants me to take his/her 

side in an argument 
3. Wants to know exactly what 

I'm doing and where I am 
4. Is a good companion 
5. Is affectionate to me 
6. Is clearly hurt if I don't 

accept his/her views 
7. Tends to try and change me 
8. Confides closely in me 
9. Tends to criticise me over 

small issues 
10. Understands my problems 

and worries 
11. Tends to order me about 
12. Insists I do exactly as 

I'm told 
13. Is physically gentle and 

considerate 
14. Makes me feel needed 
15. Wants me to change in 

small ways 
16. Is very loving to me 
17. Seeks to dominate me 
18. Is fun to be with 
19. Wants to change me in big 

ways 
20. Tends to control 

everything I do 
21. Show his/her appreciation 

of me 

Very Moderately Somewhat Not at 
true true true all 

(3) 

(III) 

(III) 
(3) 
(3) 

(III) 
(III) 

( 3) 

(III) 

(3) 
(III) 

(III) 

( 3) 
(3) 

(III) 
(3) 

(III) 
(3) 

(III) 

(III) 

( 3) 

(2) 

(II) 

(II) 
(2) 
(2) 

(II) 
(II) 
(2) 

(II) 

(2) 
(II) 

(II) 

(2) 
(2) 

(II) 
(2) 
(II) 
(2) 

(1) 

(I) 

(I) 
(1) 
( 1) 

(I) 
(I) 
( 1) 

(I) 

( 1) 
(I) 

(I) 

( 1) 
(1) 

(I) 
(1) 
(I) 
(1) 

( 0) 

(0) 

( 0) 
( 0) 
( 0) 

( 0) 
( 0) 
(0) 

( 0) 

(0) 
(0) 

( 0) 

( 0) 
(0) 

(0) 
(0) 
(0) 
( 0) 

22. Is critical of me in private (III) 
(3) 

(II) 

(II) 

( 2) 
(II) 
(2) 

(I) 

(I) 

(1) 
(I) 
( 1) 

( 0) 

( 0) 

( 0) 
( 0) 
( 0) 23. Is gentle and kind to me 

24. Speaks to me in a warm and 
friendly voice (3) ( 2) ( 1) ( 0) 

'CARE' scale, Arabic numerals 
'CONTROL' scale, Roman numerals 



Appendix II 

Positive and negative Life Events Scales used in the study, as described in Chapter 6. 



(A) !IJ .:o: 

~ow e:,ar.li.r.,2 :si:~ilarly this oc~cr !is~ cf life e· .. ·~~~.s. 3core :hc•sc? c?-..!.4: occ·..:rrt.'t.i 
in the last .. 6 :no:-at~s .:ir.d s::ore their degr-.!~ of asscciat,;cl. distri!l:S. 

Not distressing 
at all 

0 

Somewhat 
distressing 

2 

Fairly 
distressing 

4 6 

Very 
distressing 

a 

As distressing 
as could 
possibly be 
imagined 

If YES your score 

l. h major financial crisis developed YES/110 

2. You were i1l"lolved in a legal action that couH have YF.S/NO 
damaged your reput~tion to a moderate or severe degree 

3. You were involved in an accident that ::.?riously 
threatenc.d your life 

4. You were told that you were performing poo~ly 
at work 

YES/NO 

YES/NO 

S. You started a completely different job YES/NO 

6. You were. given significantly increased work 
responsibilities YES/!10 

7. Significant problems w!.th superiors or fellow 
workers developed YES/HO 

8. You were do1,,11-gradecl or dcrnotci at: work Yt:S/tlO 

9. · You were dismissed fro:n your job YES/NO 

lC. You were unemployed (but wished to work) for 
:io0re than one r.ionth YES/tlO 

il. 1ou were pr~>Ventcd from en~cring. or exclu~cd from, 
an educational cour~e YO'~ wished to pursue YCS/NO 

12. Y01., failed a."1 import.ant: cxa.'11 

l 1. ~ou wzre told by your pa1.tner that :.•01.. were no 
lo:l<,jer lo·:ed 

14. Increasingly ser.i.,-,,,s arguments with your partner 
develo,l-"<!r\ 

1S. You separatea:d from your part.ucr ,,fter /\ 
lJrc.akuown in t:hc relat.i.onst.ip 

16. You disccwerr:d your part:ncr was un(aithful 

17. You were for~ally divorced 

113. You broke off your en<Jagei:1cnt to Ix! mar:i:fod 

19. You t-roke off a "stead)•,. relationship 

20. IncrC!.\Sinc:;ly se·:crc argu:~c.itfi wit:h your ~arcntE 
d,;,veloped 

21. !;c,r.ic,o:.~ close to y01. (far'lil)· ::i::r.ilY.;r or cthe:r) 

YI:S/,:O 

YES/1;0 

n:s/::o 

Yt;S/~10 

n:s/:.;o 
n:.c;1110 

YI:S/1,0 

\'ES/tlO 

Y1;s/1m 

dcvelo;::>cd .:i serious illness YSS/:10 
~2. You d:?V\.Ol<>[>'-'d .:i scrio:.is illness, injury or cp~ratic,n 

needing ho:::pitali~.at:ion or a nY.>i.th or more of! ..-ork YZS/:lO 

23. Your chilu wns stillborn YES/NO 

24. You:: par~ncr died YI:S/1:0 

2s. .. .. child of youi:s die:d YCS/110 

26, h clost. fa:nil:.,, =~•be:c died (e.'J. pilre:nt, 
brothc,r, sii.to::) Y-.:S/110 

27. 1, clo::c fa:l'ily h"icnd or rclat:.i,·c died (c.g. au!lt, 
coudn, grlllldr.'OtJ1e::) .,.,.!;/NO 

2ti. Yoo or y01.11" parlne:: found )"OU ,.,,.,re pr;,911.int aurl 
the ,,regn~ncy WAS lll&Wcmtcd YES/110 

2~. '.'ou or ~·our partm.!1· hild c:. c!Jort:ion fo-:: any rcn,;c,n YEf;/110 

30. 'tou or yoo.1r partner h,il a nii:1c.1r.riaq~ uurin~• 
w.iatl:<1 pregn.:u:,;y '1:£5/UO 

l . 

} 



(A) Now please examine the following list of life events and note first, if they 
occurred in the last 6 nonths (i.e. ) · and secondly, how pleasant 
each felt like to you using the scaling figures sug9ested below: 

Not at all 
pleasing 

0 

Somewhat 
9leasing 

2 

Fairly 
pleasing 

4 

Very 
pleasing 

6 8 

As pleasing as 
could possibly 
he imagined 

(You maz· therefore score any event that occurred as either O, 1, 2, 3, 4, S, 6, 7 or 8). 

If YES your score 
1. 

2. 

3. 

4. 

You took up a new hobby or sport 

You moved into ·a new house 

You achieved some tlegree of fame 

You had an overseas holiday 

5,· You had a holiday lasting at least a week in your 
own country 

6. 

7. 

8. 

9. 

You started a course (e.g. university or other training 
course) that you had been keen to commence 

You• financial situation improved dramatically 

Y<.11 were able to buy· somethir,g quite expensive and 
wanted for a long time 

You achieved a long-desired goal at work 

YES/NO 

YES/NO 

. YES/HO 

YES/UO 

YES/NO 

YES/~O 

YES/NO 

YES/NO 

YES/HO 

10. You were able for financial or other reasons to stop worlc YES/UO 

11. You were told by a number of people that you ,-,ere 
performing extrenely well at work YES/NO 

12. You were pronoted at work YES/Im 

13. You were told by someone or sor.ie group that you had 
helped them t.o a r.1ost significant extent YES/NO 

14. You became aware that you had achieved a sense of 
fulfilment in your identity YES/NO 

15. You fell in ).eve YES/NO 

16. You becallle avo.re that a partner loved you with great de2,th YES/NO 

17. You started a "ste..J.dy" relationship 

lll. The relation!chip with yo~ir partner ir.iprovec:. drarr.r1.tically 

19. You ~ot married 

20. You becarr.e engaged to Le married 

21. You passed iD,portnnt exams 

;;:2. Son,eonc you like came to live in your house 

23. Your fir.st child. ".:az born 

24. A chi)d other thc,n your. f:in:t was bor.n 

(PEl·IALt::·; O:;L·;) 

25. You bcc.:<11nc prcgr,ant 1-,ith a wanted prc<Jnancy 

(MALES O:JLY) 

YES/l:O 

Y£S/!l0 

YES/NO 

YES/NO 

YES/HO 

~~;s/NO 

YES/!lO 

YES/NO 

YES/NO 

YJ:S/110 

( 

( 



Appendix III 

Scores for discriminant function analyses described in Chapter 10. 

For each category (e.g."1983 lifetime cases" in Table 1 of Appendix Ill), the 

left-hand column reports results where 'presence of a core tie' is used as a predictor 

vaiable, while the corresponding right-hand reports results with IBM 'care' and 'control' 

scores entered as variables. The IBM scores were entered as categorical variables, 'high 

care' and 'low care', 'high control' and 'low control' using the method described in 

Chapter 10 (see p 222). 



Appendix I II 

Table 1 Discriminant Function Analysis using DSM-III 
lifetime cases and noncases at 1983 

Variable Standardised Discriminant Function Coefficients 
1983 Lifetime 1978-83 New 

Year Cases Cases 

Sex 
Maternal care 
Paternal care 
Maternal protection 
Paternal protection 
Neuroticism 
Trait depression 
Dependency 
Self-esteem 
BSRI (femininity># 
Core tie 
IBM (care) 
IBM (control) 

1978 
1978 
1978 
1978 
1978 
1978 
1978 
1978 
1983 
1983 
1983 
1983 

Group means non-case 
case 

Wilks' Lambda 

Chi square 
Significance 

Sensitivity 
Specificity 
Correct classification 

* p <.05 

.09 
-.14 

.60* 
-.48 

.68* 
-.18 
-.43 
-.27 
-.09 

.27 

.08 

.24 
-.78 

.843 

25.70 
<.01 

64.1% 
73.0% 
70.9% 

.06 
-.18 

.87* 
-.47 

.65* 
-.26 
-.19 
-.12 
-.01 

.15 

.13 

.12 

.22 
-.76 

.855 

19.08 
ns 

62.1% 
71. 3% 
69.2% 

.18 

.18 
-.65* 

.54 
-.71* 

.08 

.35 

.43 

.14 
-.16 

.09 

-.15 
.78 

.892 

15.80 
ns 

72. 0% 
64.3% 
65.6% 

.28 

.18 
-.74 

.50 
-.62 

.17 

.16 

.34 

.18 
-.10 

.14 
-.03 

-.15 
.70 

.905 

11. 36 
ns 

61. 9% 
65.3% 
64.8% 

# BSRI = Bern Sex Role Inventory, femininity subscale 
Self-esteem:higher scores reflect low self-esteem 
Core tie :higher score indicates presence of an intimate 
IBM care :higher score indicates low care 
IBM control:higher score indicates high control 



Table 2 Discriminant Function Analysis using DSM-III 
lifetime cases and noncases at 1983 

Variable Standardised Discriminant Function Coefficients 

Maternal care 
Paternal care 
Maternal protection 
Paternal protection 
Neuroticism 
Trait depression 
Dependency 
Self-esteem 
BSRI (femininity)# 
Core tie 
IBM (care) 
IBM (control) 

Year Female 

1978 
1978 
1978 
1978 
1978 
1978 
1978 
1978 
1983 
1983 
1983 
1983 

.05 

.54* 
-.68* 

.56* 
-.21 
-.36 

.23 

.08 

.39 
-.01 

Group means non-case .33 

Wilks' Lambda 

Chi square 
Significance 

Sensitivity 
Specificity 

case -1.05 

.742 

29.29 
<.005 

Correct classification 

73.1% 
79.5% 
78.0% 

* p <.05 

Female 

-.19 
.73* 

-.60 
.so 

-.23 
-.32 

.02 

.02 

.28 

-.03 
.12 

.28 
-.97 

.783 

18.98 
ns 

68.4% 
74.2% 
72. 9% 

Male 

-.36 
.53 
.26 
.91 

-.32 
-.01 
-.70 

.26 
-.30 

.43 

.24 
- . 80 

.836 

8.26 
ns 

69.2% 
62.8% 
64.3% 

Male 

-.17 
1.03 

.26 
1.20 
-.60 

.45 
-.37 

.03 
-.68 

-.35 
. 09 

.38 
-1. 32 

.657 

15.77 
ns 

76.9% 
83.7% 
82 .1% 

# BSRI = Bern Sex Role Inventory, femininity subscale 
Self-esteem:higher scores reflect low self-esteem 
Core tie :higher score indicates presence of an intimate 
IBM care :higher score indicates low care 
IBM control:higher score indicates high control 



Table 3 Discriminant Function Analysis using 
RDC cases and noncases at 1983 

Variable Standardised Discriminant Function Coefficients 

Sex 
Maternal care 
Paternal care 
Maternal protection 
Paternal protection 
Neurotic ism 
Trait depression 
Dependency 
Self-esteem 
BSRI (femininity)# 
Core tie 
IBM (care) 
IBM (control) 

Year 

1978 
1978 
1978 
1978 
1978 
1978 
1978 
1978 
1983 
1983 
1983 
1983 

Group means non-case 
case 

Wilks' Lambda 

Chi square 
Significance 

Sensitivity 
Specificity 
Correct classification 

* p <.OS 

1983 Lifetime 
Cases 

.11 

.20 

.52* 
-.36 

.32 
-.03 
-.54* 
-.05 

.07 
-.25 

.17 

.38 
-.52 

.832 

27. 72 
<.005 

67.6% 
72. 3% 
70.3% 

.09 

.32 

.53* 
-.10 

.32 

.02 
-.48 

.07 

.07 
-.26 

-.17 
.24 

.37 
-.55 

.928 

23.01 
<.05 

69.2% 
71. 8% 
70.8% 

1978-83 New 
Cases 

.04 

.42 

.35 
-.36 

.29 

.14 
-.49 
-.27 

.08 

.23 
-.17 

.22 
-.59 

.882 

14.73 
ns 

65.7% 
67.0% 
66.7% 

.07 
-.57 
-.26 

.12 
-.39 
-.20 

.35 

.15 

.00 

.27 

.28 

.20 

-.23 
. 66 

.866 

14.01 
ns 

70.4% 
69.2% 
69.5% 

# BSRI = Bern Sex Role Inventory, femininity subscale 
Self-esteem:higher scores reflect low self-esteem 
Core tie :higher score indicates presence of an intimate 
IBM care :higher score indicates low care 
IBM control:higher score indicates high control 



Table 4 Discriminant Function Analysis using 
RDC cases and noncases at 1983 

Variable Standardised Discriminant Function Coefficients 
Year Female Female Male Male 

Maternal care 1978 .12 .18 -.so -.32 
Paternal care 1978 .56* .52 -.11 -.29 
Maternal protection 1978 -.68* -.so -.72 -.66 
Paternal protection 1978 .48* .45 .10 -.34 
Neuroticism 1978 -.15 -.11 -.24 -.16 
Trait depression 1978 -.40 -.44 .64 .39 
Self-esteem 1978 .27 .17 .29 .06 
Dependency 1978 -.03 .10 .48 .39 
BSRI (femininity)# 1983 -.14 - .13 .53 .53 
Core tie 1983 .20 -.03 
IBM (care) 1983 -.22 .27 
IBM (control) 1983 .14 . 64 

Group means non-case .54 .45 - . 26 -.26 
case -.70 -.68 .40 .41 

Wilks' Lambda . 722 .762 .899 .731 

Chi square 31.95 21. 05 4.85 8.15 
Significance <.001 <.OS ns ns 

Sensitivity 72. 9% 64.7% 60.9% 72 .2% 
Specificity 77.0% 78. 4% 60.6% 77.8% 
Correct classification 75.2% 72. 9% 60.7% 75.6% 

* p <.05 
# BSRI = Bern Sex Role Inventory, femininity subscale 
Self-esteem:higher scores reflect low self-esteem 
Core tie :higher score indicates presence of an intimate 
IBM care :higher score indicates low care 
IBM control:higher score indicates high control 



Table 5 Discriminant Function Analysis using 
'defined' cases and noncases at 1983 

Variable Standardised Discriminant Function Coefficients 

Sex 
Maternal care 
Paternal care 
Maternal protection 
Paternal protection 
Neuroticism 
Trait depression 
Dependency 
Self-esteem 
BSRI (femininity)# 
Core tie 
IBM (care) 
IBM (control) 

Year 

1978 
1978 
1978 
1978 
1978 
1978 
1978 
1978 
1983 
1983 
1983 
1983 

Group means non-case 
case 

Wilks' Lambda 

Chi square 
Significance 

Sensitivity 
Specificity 
Correct classification 

* p <.05 

1983 Lifetime 
Cases 

.12 
-.04 

.67* 
-.32 

.24 
-.12 
-.60* 
-.06 

.26 
-.05 

. 29 

.35 
-.80 

.780 

37.41 
<.001 

75.0% 
73.5% 
73.9% 

.14 

.11 

.71* 
-.18 

.21 

.03 
-.61* 
-.06 

.41 

.06 

.06 
-.27 

.32 
-.86 

. 782 

20.00 
<.005 

74.3% 
73.7% 
73.9% 

1978-83 New 
Cases 

.26 

.08 

.74* 
-.40 

.42 
-.13 
-.52* 
-.11 

.33 
-.08 

.17 

.25 
-.99 

.797 

29.55 
<.005 

75.0% 
76.1% 
75.9% 

.27 

.31 

.68* 
-.14 

.29 
-.07 
-.54* 
-.09 

.41 
-.14 

.24 
-.21 

.22 
-.93 

.776 

27.62 
<.01 

77.3% 
77.9% 
77.8% 

# BSRI = Bern Sex Role Inventory, femininity subscale 
Self-esteem:higher scores reflect low self-esteem 
Core tie :higher score indicates presence of an intimate 
IBM care :higher score indicates low care 
IBM control:higher score indicates high control 



Table 6 Discriminant Function Analysis using 
'defined' cases and noncases at 1983 

Variable Standardised Discriminant Function Coefficients 

Maternal care 
Paternal care 
Maternal protection 
Paternal protection 
Neurotic ism 
Trait depression 
Dependency 
Self-esteem 
BSRI (femininity)# 
Core tie 
IBM (care) 
IBM (control) 

Year Female 

1978 
1978 
1978 
1978 
1978 
1978 
1978 
1978 
1983 
1983 
1983 
1983 

.05 

.70* 
-.53* 

.39 

.10 
-.54* 
-.08 

.47* 

.01 

.22 

Group means non-case . 4 8 

Wilks' Lambda 

Chi square 
Significance 

Sensitivity 
Specificity 

case -1.06 

.658 

41.02 
<.001 

Correct classification 

77.0% 
82.9% 
78.9% 

* p <.05 

Female 

.22 

.67* 
-.38 

.28 

.11 
-.57* 
-.09 

.57* 

.03 

-.02 
-.01 

.42 
-1.14 

.670 

31. 04 
<.005 

78.3% 
79.0% 
78.6% 

Male 

.20 
-.36 

.32 
-.13 

.26 

.48 

.42 

.20 

.42 
-.41 

-.27 
.68 

.841 

7.67 
ns 

64.7% 
66.7% 
66.1% 

Male 

.17 
-.55 
-.44 
-.51 

.27 

.36 

.38 

.05 

.46 

.06 

.63 

-.38 
1.06 

.702 

13.26 
ns 

47.1% 
79.5% 
69.6% 

# BSRI = Bern Sex Role Inventory, femininity subscale 
Self-esteem:higher scores reflect low self-esteem 
Core tie :higher score indicates presence of an intimate 
IBM care :higher score indicates low care 
IBM control:higher score indicates high control 



Table 7 Discriminant Function Analysis using 
DSM-III lifetime cases and noncases at 1988 

Variable Standardised Discriminant Function Coefficients 

Sex 
Maternal care 
Paternal care 
Maternal protection 
Paternal protection 
Neuroticism 
Dependency 
Trait depression 
Self-esteem 
BSRI (femininity)# 
Core tie 
3 or more children 
IBM (care) 
IBM (control) 

Year 

1978 
1978 
1978 
1978 
1978 
1978 
1978 
1983 
1983 
1988 
1988 
1988 
1988 

Group means non-case 
case 

Wilks' Lambda 

Chi square 
Significance 

Sensitivity 
Specificity 
Correct classification 

* p <.05 

1988 Lifetime 
Cases 

-.06 
.13 

-.45 
.60* 

-.65* 
.31 
.04 
.14 
.41 
.01 

-.38 
.10 

-.28 
. 64 

.845 

24.65 
<.05 

59.6% 
75.8% 
69.5% 

-.20 
.22 

-.33 
.68* 

-.47 
.32 

-.06 
.11 
.41 

- .11 

. 11 

.24 

. 16 

-.22 
.59 

.884 

14.56 
ns 

50.0% 
71.7% 
65.9% 

1978-88 New 
Cases 

.15 

.13 
-.44 

.61 
-.74* 

.28 

.15 

.07 

.32 

.19 
-.51 

.29 

-.20 
. 62 

.890 

15.57 
ns 

61. 8% 
70.1% 
68.9% 

.16 

.25 
-.10 

.56 
-.32 

. 19 

.14 

.11 

.52 

.05 

.36 

.22 

.29 

-.22 
.65 

. 911 

10.13 
ns 

48.0% 
66.3% 
62.4% 

# BSRI = Bern Sex Role Inventory, femininity subscale 
Self-esteem:higher scores reflect low self-esteem 
Core tie :higher score indicates presence of an intimate 
3 children: higher score indicates presence 
IBM care :higher score indicates low care 
IBM control:higher score indicates high control 



Table 8 Discriminant Function Analysis using 
DSM-III lifetime cases and noncases at 1988 

Variable Standardised Discriminant Function Coefficients 

Maternal care 
Paternal care 
Maternal protection 
Paternal protection 
Neuroticism 
Dependency 
Trait depression 
Self-esteem 
BSRI (femininity)# 
Core tie 
3 or more children 
IBM (care) 
IBM (control) 

Year 

1978 
1978 
1978 
1978 
1978 
1978 
1978 
1983 
1983 
1988 
1988 
1988 
1988 

Group means non-case 
case 

Wilks' Lambda 

Chi square 
Significance 

Sensitivity 
Specificity 
Correct classification 

* p <.05 

Female 

.18 
-.42 

.93* 
-.67 

.42 
-.01 

.05 

.10 
-.18 
-.22 
-.02 

-.69 
.60 

.779 

24 .11 
<.05 

65.7% 
76.7% 
73.1% 

Female 

.11 
-.15 

.90* 
-.34 

.52 
-.17 

.00 

.18 
-.33 

-.08 
.06 
.23 

-.39 
.79 

.795 

18.16 
ns 

62.9% 
75.3% 
71. 3% 

Male 

-.12 
-.60 
-.33 
-.88* 

.28 

. 49 

.07 

.82* 
-.18 
-.68* 

.48 

-.43 
1.12 

.664 

17.40 
ns 

60.0% 
84.2% 
77.4% 

Male 

-.01 
-.85 
-.42 

-1.01* 
.28 
.38 
.58 
.58 
. 71 

.52 
-.04 

.05 

-.48 
1. 59 

.555 

18.23 
ns 

53.3% 
89.5% 
79.3% 

# BSRI = Bern Sex Role Inventory, femininity subscale 
Self-esteem:higher scores reflect low self-esteem 
Core tie :higher score indicates presence of an intimate 
3 children: higher score indicates presence 
IBM care :higher score indicates low care 
IBM control:higher score indicates high control 



Table 9 Discriminant Function Analysis using 
RDC cases and noncases at 1988 

Variable Standardised Discriminant Function Coefficients 

Sex 
Maternal care 
Paternal care 
Maternal protection 
Paternal protection 
Neurotic ism 
Trait depression 
Dependency 
Self-esteem 
BSRI (femininity)# 
Core tie 
3 or more children 
IBM (care) 
IBM (control) 

Year 

1978 
1978 
1978 
1978 
1978 
1978 
1978 
1983 
1983 
1988 
1988 
1988 
1988 

Group means non-case 
case 

Wilks' Lambda 

Chi square 
Significance 

Sensitivity 
Specificity 
Correct classification 

* p <.05 

1988 Lifetime 
Cases 

-.15 
-.05 
-.42* 

.42 
-.34 
-.16 

.30 
-.06 

.47* 

.30 
-.24 

.21 

-.56 
.56 

. 762 

39.75 
<.001 

61.0% 
77.9% 
69.5% 

-.26 
-.02 
-.43 

.41 
-.46 

.01 

.44 

.09 

.SO* 

.36 

.25 

.15 
-.03 

-.46 
.53 

.802 

25.91 
<.05 

57.6% 
76.1% 
67.5% 

1978-88 New 
Cases 

-.13 
-.08 
-.27 

.44 
-.46 
-.09 

.32 

.21 

.48* 

.32 
-.38 

.34 

-.39 
.67 

.789 

27.03 
<.005 

60.0% 
72. 7% 
68.0% 

-.18 
-.02 
-.16 

.39 
-.49 
-.05 

.36 

.24 

.51* 

.38 

.37 

.32 
-.03 

-.38 
.71 

.745 

22.89 
<.05 

58.3% 
73.1% 
68.0% 

# BSRI = Bern Sex Role Inventory, femininity subscale 
Self-esteern:higher scores reflect low self-esteem 
Core tie :higher score indicates presence of an intimate 
3 children: higher score indicates presence 
IBM care :higher score indicates low care 
IBM control:higher score indicates high control 



Table 10 Discriminant Function Analysis using 
RDC cases and noncases at 1988 

Variable Standardised Discriminant Function Coefficients 

Maternal care 
Paternal care 
Maternal protection 
Paternal protection 
Neuroticisrn 
Trait depression 
Dependency 
Self-esteem 
BSRI (femininity)# 
Core tie 
3 or more children 
IBM (care) 
IBM (control) 

Year 

1978 
1978 
1978 
1978 
1978 
1978 
1978 
1983 
1983 
1988 
1988 
1988 
1988 

Group means non-case 
case 

Wilks' Lambda 

Chi square 
Significance 

Sensitivity 
Specificity 
Correct classification 

* p <.05 

Female 

.03 
-.55* 

.58* 
-.45 

.27 

.29 
-.07 

.26 

.25 
-.14 

.20 

-.70 
.60 

.701 

34.29 
<.001 

67.2% 
80.0% 
73.2% 

Female 

.01 
-.52 

.58* 
-.45 

.14 

.34 
-.08 

.36 

.31 

.20 

.12 
-.28 

-.66 
.58 

.735 

24.36 
<.05 

74.1% 
80.0% 
76.9% 

Male 

-.34 
-.16 

.01 
-.65 
- .11 

.25 

.68 

.95* 

.so 
-.42 

. 21 

-.47 
. 62 

.757 

11.84 
ns 

72. 7% 
74.2% 
73.6% 

Male 

.04 
-.25 
-.06 
-.71 
-.04 

.27 

.49 

.80* 

.40 

.54 
-.17 
-.69 

-.56 
.88 

.659 

12.98 
ns 

72. 7% 
80.6% 
77.4% 

# BSRI = Bern Sex Role Inventory, femininity subscale 
Self-esteern:higher scores reflect low self-esteem 
Core tie :higher score indicates presence of an intimate 
3 children: higher score indicates presence 
IBM care :higher score indicates low care 
IBM control:higher score indicates high control 



Table 11 Discriminant Function Analysis using 
'defined' cases and noncases at 1988 

Variable Standardised Discriminant Function Coefficients 

Year 

Sex 
Maternal care 1978 
Paternal care 1978 
Maternal protection 1978 
Paternal protection 1978 
Neurotic ism 1978 
Dependency 1978 
Trait depression 1978 
Self-esteem 1983 
BSRI (femininity)# 1983 
Core tie 1988 
3 or more children 1988 
IBM (care) 1988 
IBM (control) 1988 

Group means non-case 
case 

Wilks' Lambda 

Chi square 
Significance 

Sensitivity 
Specificity 
Correct classification 

* p <.05 

1988 Lifetime 
Cases 

.16 .27 

.07 .17 

.52* .51* 
-.31 -.23 

.31 .23 
-.14 .01 
-.01 .06 
- . 46* -.54* 
-.17 -.09 

.06 .04 

.42* 
-.14 -.16 

.25 

.00 

.39 .31 
-.85 -.88 

.751 .780 

41. 84 29.17 
<.001 <.01 

66.7% 66.7% 
75.5% 74.2% 
72. 7% 72 .2% 

1978-88 New 
Cases 

.25 .28 

.14 .29 

.61* .54* 
-.37 -.24 

.49* .37 
-.15 -.08 
-.03 -.03 
-.41 -.43 
-.08 -.09 
-.05 -.14 

.44* 
-.10 -.15 

.18 

.10 

.29 .24 
-1.06 -1.10 

.762 .791 

34.61 24.49 
<.005 <.05 

72. 4% 80.0% 
75.5% 75.3% 
74.8% 76.1% 

# BSRI = Bern Sex Role Inventory, femininity subscale 
Self-esteem:higher scores reflect low self-esteem 
Core tie :higher score indicates presence of an intimate 
3 children: higher score indicates presence 
IBM care :higher score indicates low care 
IBM control:higher score indicates high control 



Table 12 Discriminant Function Analysis using 
'defined' cases and noncases at 1988 

Variable Standardised Discriminant Function Coefficients 

Maternal care 
Paternal care 
Maternal protection 
Paternal protection 
Neuroticism 
Dependency 
Trait depression 
Self-esteem 
BSRI (femininity)# 

Core tie 
3 or more children 
IBM (care) 
IBM (control) 

Year 

1978 
1978 
1978 
1978 
1978 
1978 
1978 
1983 
1983 

1988 
1988 
1988 
1988 

Group means non-case 

Wilks' Lambda 
Chi square 
Significance 

Sensitivity 
Specificity 

case 

Correct classification 

* p <.05 

Female 

.20 

.61* 
-.52* 

.46* 
-.10 

.05 
-.36 

.20 

.14 

.35 
-.04 

.51 
-1.05 

.648 
41.91 
<.001 

75.0% 
80.6% 
78.7% 

Female 

.24 

.52* 
-.49 

.30 

.02 

.19 
-.42 

.15 

.07 

-.03 
-.17 

.07 

.45 
-1.18 

.647 
34.44 
<.001 

75.0% 
77.8% 
76.9% 

Male 

.11 
-.44 

.20 
-.56 

.37 

.52 

.41 

.80* 

.43 

-.70* 
.58* 

-.53 
1. 37 

.570 
23.89 
<.05 

80.0% 
81. 6% 
81.1% 

Male 

.07 
-.27 

. 64 
-.41 

.49 

.45 

.35 

.65* 

.40 

.86* 

.16 

.35 
-.53 
1. 77 

.503 
21.29 

<.05 

66.7% 
92.1% 
84.9% 

# BSRI = Bern Sex Role Inventory, femininity subscale 
Self-esteem:higher scores reflect low self-esteem 
Core tie :higher score indicates presence of an intimate 
3 children: higher score indicates presence 
IBM care :higher score indicates low care 
IBM control:higher score indicates high control 



Psychological Medicine, 1989, 19, 401-413 

Printed in Great Britain 

Is sex necessarily a risk factor to depression? 
KAY WILHELM 1 AND GORDON PARKER 

From the School of Psychiatry, University of New South Wales, and Mood Disorders Unit, Prince Henry 
Hospital, Sydney, Australia 

SYNOPSIS To isolate and quantify possible determinants of any increased prevalence of depressive 
disorders in women we studied a select group of men and women, initially similar in terms of a 
number of putative social determinants of depression, and reviewed the sample five years later when 
social role diversity was anticipated. We used the Diagnostic Interview Schedule (DIS) to generate 
DSM-III and RDC diagnoses to estimate lifetime depressive disorders, and established (via 
corroborative reports) the likely accuracy of those data. Despite lifetime depression being a relatively 
common experience, no significant sex differences in depressive episodes were demonstrated, 
suggesting the possible irrelevance of biological factors in determining any sex difference. As there 
was not major social role divergence over the five year study, we interpret the lack of a sex difference 
as a consequence, and suggest that findings support the view that social factors are of key relevance 
in determining any female preponderance in depression described in general population studies. 

INTRODUCTION 

Over the past decade considerable interest has 
been generated by reports of an increased 
prevalence of non-endogenous depressive dis­
orders among women, both in community and 
clinical samples (Weissman & Klerman, 1977; 
Boyd & Weissman, 1981; Briscoe, 1982; Weiss­
man et al. 1984; Jenkins, 1985; Jorm, 1987). The 
review by Weissman & Klerman considered a 
number of explanations, broadly divided into 
artefactual (e.g. over-reporting by women) and 
real factors, before considering biological, gen­
etic and social determinants of any real 
difference. 

As exceptions to the female preponderance 
have been described in isolated studies in 
developing countries (Weissman & Klerman, 
1977), in college or university students (Parker, 
1979; Hammen & Padesky, 1977) and in a 
young, employed group (Jenkins, 1985) of men 
and women matched for age, education and 
occupation. socio-cultural explanations have 
been advanced. A quantitative analysis (Jorm, 
1987) of the published literature established that 
there is little sex difference in depression in either 

' ,\JJne., for ,orne.p,n><kn..-.-: Dr Kay Wilhelm. S.:hool of 
l',,\dn•tr), Pnr><"<" Hrn~ Hmp,tal. Lillie Bay :!OJ6, Sydnc), 
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childhood or advanced old age, so that the sex 
difference is greatest during the period when 
male and female occupational and social roles 
diverge the most, again favouring a social role 
explanation. Rising rates of depression in men, 
with a consequent tendency towards more equal 
rates of depression between the sexes, have been 
shown in four longitudinal studies (Murphy, 
1986), and have also promoted interest in social 
determinants. As most of the studies offering a 
social role explanation have focused on de­
pressive symptoms, rather than depressed 
·cases·, the possible relevance of social factors 
to the sex difference in depressive disorders 
appears a priority issue. 

We judge that the appropriate test of the 
social determinant hypothesis is to examine for 
any variation in depressive disorders between 
the sexes when the putative social determinants 
are firstly controlled and then non-controlled, 
and now report such a study. We elected to 
study a group of men and women, initially 
homogeneous in terms of age, marital state, 
social class and occupation, and subsequently 
after social role diversity was anticipated. We 
selected a group of teacher trainees, as a previous 
study looking at the preceding year's students 
engaged in a similar course at this college 
(Parker, 1979) had suggested similar levels of 
depression for the sexes during that university 
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year when social roles were somewhat similar. In 
our present study, we anticipated no sex 
difference at the initial asessment, but hypo­
thesized that differences would subsequently 
emerge in proportion to subsequent social role 
divergence. 

A predictable concern was to measure epi­
sodes of depression in a rigorous and clinically 
meaningful way, no easy task when the issue of 
what is a 'case' bedevils psychiatric epidemi­
ology and research. Additionally, when we 
commenced intake into our study in 1978, 
nosological systems (e.g. ICD-9, DSM-II) used 
very general and non-specific descriptive state­
ments to generate diagnoses. Being aware in 
1978 that case-finding lifetime prevalence 
measures were being developed, we decided to 
delay such judgements to a follow-up review and 
to assess our subjects at intake only on a number 
of depression inventories and general interview 
variables. 

Subsequently, we chose to use the Diagnostic 
Interview Schedule (DIS) (Robins et al. 1981) 
as our case-finding technique at a 5-year review. 
Use of the DIS had major advantages in that it 
can generate both Research Diagnostic Criteria 
(RDC) (Spitzer et al. 1981) and DSM-III (APA, 
1980) point, period and lifetime prevalence 
diagnoses of major and minor depressive dis­
orders, so allowing comparison with other 
epidemiological studies, including the Epidemio­
logic Catchment Area (ECA) study (Regier et al. 
1984) where it was the case-finding instrument. 
We elected to have one psychiatrist (K.W.) 
administer the DIS to all subjects, so as to 
control for diagnostic and observation variance 
generated by multiple raters. The DIS had not 
been validated as a case-finding measure before 
commencing the ECA study and remains un­
validated at present (Parker, 1987). Therefore, 
we decided to obtain corroborative information 
to establish the extent to which DIS-derived 
data on occurrence and impact of depressive 
disorders corresponded with judgments of wit­
nesses. 

We anticipated that depressive disorders 
would be less severe in our sample (compared to 
depression in a clinical group) and that many 
would cluster on the boundary between major 
and minor depressive disorders, and between 
'caseness' and 'non-caseness '. The RDC system 
has several advantages over DSM-III in non-

clinical groups in this regard, in having wider 
boundaries between depressive categories (minor 
depression requiring two symptoms, as against 
probable major and definite major depression 
requiring four and five symptoms respectively). 
Additionally, by imposing impaired function 
and help-seeking criteria, it aids a focus on more 
'clinical' expressions of depression. Apart from 
an implicit assumption of impairment in DSM­
III (1980) categories (p. 6), the DSM-III de­
pressive disorders do not (apart from adjustment 
disorder) include specific impairment criteria, 
because DSM-III was designed for use by 
psychiatrists in clinical settings where help­
seeking and impairment criteria would, by 
definition, be met and therefore be redundant. 
Such a difference suggests, however, that DSM­
III 'caseness' in general population samples 
may be less clinically relevant than 'cases' 
defined by the RDC system. In recognition of 
these differences, we elected to generate both 
DSM-III and RDC diagnoses and, to assist 
consideration of 'caseness' definitions for each 
system, we have tabulated their criteria and two 
minor modifications imposed by us in Table I. 
With the use of the DIS, one can generate 
'significant cases' of DSM-III disorders by 
imposing the RDC impairment criteria. In this 
paper, DSM-III rates are reported without the 
imposition of these help-seeking/impairment 
criteria, as RDC rates are being simultaneously 
reported, and it allowed an opportunity to 
examine sex differences if help-seeking was in 
fact a determining factor. 

SUBJECTS AND METHODS 
Sample selection 
In September 1978, 380 students who had 
completed a basic Arts or Science university 
course, and who were then undertaking a one­
year teachers' training programme, were _ap­
proached in class and invited to participate in a 
five-year research project. While it was explained 
that information on their depressive experience 
would be sought over time, they were not 
informed of the research workers' focus on sex 
differences in depressive experience, or of the 
study of a similar group of trainees in the 
preceding year (Parker, 1979). 

Three hundred and fifty of these studC!115 

successfully completed a questionnaire which 
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Table I. RDC and DSM-III criteria for depressive disorders with study differences noted 

Number of Impaired functioning 
Minimal symptoms and help-seeking 
duration required criteria required 

RDC diagnoses 
Major depression: 

probable 1-2 weeks* 4/8 Yes 
definite 2 weeks 5/8 Yes 

Minor depression: 
definite 2 weeks 2/16t Yes 

lntermillenl depression At least hours 2/16t Yes 
and present for 
at least 2 years 

DSM-Ill diagnoses 
Major depression: 

total 2 weeks 4/8 No 
significant 2 weeks 4/8 Not 

Adjustment disorder Nol specified• Not specified Not 
Dysthymia 2 years 3/13t Not 

• A minimum of two weeks imposed. 
t We limited the symptoms to eight, being those listed for RDC major depression. 
t RDC help-seeking/impairment criteria imposed with use of DIS 

included a self-esteem scale (Rosenberg, 1965), 
assessment of paternal occupation to rate social 
class on a four-point rating scale (Congalton, 
1969), and a question assessing whether they 
were willing to take part in the longitudinal 
project. Of the 197 students expressing pro­
visional acceptance, 170 completed and returned 
a mailed baseline questionnaire and were 
tegarded as the study cohort. As a brief screen to 
determine if the 170 study subjects (114 female, 
56 male) differed from the remaining 181 
students ( 119 female, 62 male) who had finally 
elected not to take part, scores on the self-esteem 
scale were compared. The mean scores for the 
ttspective groups were l ·53 and 1 ·43, the 
differences not being significant (t = 0·74, NS). 
Male· ref users· did not differ from male sample 
IIICmbers on the self-esteem measure (t = I· 39) 
or in age (t = 1 ·32). Similarly, female · refusers' 
did not differ from female sample members on 
the self-esteem measure (t = 0·04) or in age (t = 
°'46). Males and females did not differ in their 
likelihood of either refusing or joining the sample 
It= 0·06). 

t'.atry imessment 
At entry, we compared male and female members 
of the cohort on a number of measures assessing 
depressive experience. including state (Wilson. 
1979) and trait (Costello & Comrey. 1967) 
depression scales. the latter. according to its 

designers, being a measure assessing a 'person's 
tendency to experience a depressive mood'. 
Finally, we gave two personality measures, a 
dependency scale derived from the Depressive 
Experiences Questionnaire (Blatt et al. 1975) 
and the Eysenck Personality Inventory neur­
oticism scale (Eysenck & Eysenck, 1964). 

Five-year review 
In November 1983, five years after intake, a 
concerted effort was made to obtain follow-up 
data on all 170 subjects in the cohort, and 165 
(97· 1 % ) were successfully located. From Decem­
ber 1983 to May 1984 the first author was able 
to interview 150 (91 % ) of these while, for the 
remaining 15 (9·0 % ), data were collected from 
mailed questionnaires. For most of those in the 
latter group who were no longer in Sydney, 
telephone contact was made to clarify details. 
To evaluate the acceptability and accuracy of 
such non-interview derived data. I O subjects 
(three female, seven male) were requested to 
complete a mailed version of the DIS assessing 
anxiety and depression symptoms. and were 
subsequently interviewed in person with the first 
author administering the DIS. For nine of the 10 
subjects the judgements made at interview were 
the same as those made from the mail-generated 
data, although there was a tendency for subjects 
to report more symptoms at interview. For one 
subject. an episode of major depression was 
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elicited at interview that had not been otherwise 
reported. Overall, we concluded that collection 
of data by mail was likely to lead to a slight 
underrepresentation of episodes of depression in 
those who were possible 'cases'. Nevertheless, in 
order to achieve a high response rate for those 
entering the study 5 years earlier, and because 
any bias was small and affecting only 15 of the 
sample, we elected to include their data but 
decided, for those reporting any depressive 
symptoms in their mailed questionnaires, to seek 
careful clarification by telephone contact. 

None of the 165 subjects located refused to be 
interviewed, although, after interview (including 
the DIS), one subject decided not to complete 
the self-report questionnaires and not to have 
any further involvement, stating that material 
discussed in the interview had reminded her of 
previous depressive episodes that she wished to 
forget. 

The five-year follow-up data were collected by 
the first author, a psychiatrist then with 12 years 
of clinical experience, and trained in administra­
tion of the DIS. The follow-up comprised 
completion of a number of self-report measures, 
and a comprehensive semi-structured interview 
which established a framework for an informal 
psychiatric, family and developmental history to 
be taken, before administration of those sections 
of the DIS dealing with anxiety states and 
depression. 

We need now to make some specific comments 
about our use of the DIS (See Table I). While 
DSM-III uses diagnotic criteria for major 
depression and dysthymia, it merely offers a 
brief description in defining a minor depressive 
disorder such as 'adjustment disorder with 
depressed mood', so allowing considerable sub­
jectivity in rating. While the DIS is not designed 
to generate diagnoses for minor depressive 
disorders, the standardized questions generate 
material readily encapsulated by the RDC defini­
tion of minor depression. We elected to allow a 
'case' of RDC minor depression if there had 
been a depressive episode lasting at least 2 weeks 
and possessing two of the eight DSM-III 
symptoms used for major depression with 
severity criteria also fulfilled. This allowed for 
inclusion of subjects who reported a depressive 
disorder with 2-3 of the eight allowed symptoms 
but a duration of less than 2 years. In such 
instances, a diagnosis of RDC definite minor 

depression was used, but categorization was 
more problematical for a DSM-III diagnosis 
which requires that the reaction be 'maladaptive' 
to qualify for a diagnosis of adjustment disorder 
allowing interviewer variance in assessing mal: 
adaption. Additionally, for adjustment disorder 
there is no minimum number of symptom; 
stated, so, for our purposes, we required that the 
subject judge the episode as significant, with a 
duration of at least two weeks, precipitated 
within three months of a psychosocial stressor 
and fulfilling the RDC impairment criteria. 

At interview, each subject was asked to 
nominate another person who had known the 
subject well for a number of years and who 
might be able to provide an independent account 
of the subject's depressive experience. Consent 
and a completed corroborative interview were 
achieved for 133 of the 150 (88·7%) subjects 
interviewed in person, and therefore 80·6% of 
the whole cohort. Where and when possible, the 
nominated witness was interviewed immediately 
to avoid discussion and 'priming' by the 
subjects, and this occurred for 56 of the 133 
corroborative interviews. If the person nomi­
nated was not available, the subject was asked to 
inform that witness that there would be tele­
phone contact in the next few days but not to 
describe the exact nature of the information to be 
sought, this procedure being adopted for the 

. remaining 77 subjects. On a number of occasions 
more than one witness was sought to clarify 
details. 

Whether contact was in person or by phone, a 
similar approach was used. The objectives _of the 
research were briefly explained (but without 
reference to the issue of sex differences) and the 
following question was put: 'Has X, in th~ time 
that you have known him/her, ever expenenced 
an ·episode of depression lasting at least two 
weeks, when he/she seemed depressed or sad or 
behaved very differently from normal or gave 
you cause for concern?'. If the answer was 
negative, the informant was prompted 0~ 

more 'are you sure that ...... ' and if as::.° 
negative, no further exploration occurred, If e 
answer was positive, the informant w~s mc;; 
asked: 'Could you te~I me when. the cpt~1n. 
occurred and something about tt (them) · 
formation was sought as to whether th~re w:,; 
persistent and qualitative difference tn rn. 
and behaviour, the timing of onset and duratiOII 
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/episodes, and the impact of the episode on the 
111bject and others. If the informant volunteered 
itails of possible causes for such episodes, this 
ras noted but not otherwise pursued. Infor­
mation concerning timing and severity of epi­
iodes was compared by the interviewer at that 
ime to that given by the subject, without the 
nformant being aware of what the subject had 
-eported. If there were discrepancies (e.g. an 
:pisode being noted in a different year), further 
iuestions were asked for clarification. 
A number of questionnaires completed in 

978 (assessing self-esteem, state depression, 
rail depression, dependency, and neuroticism) 
w:re readministered, together with two addi­
ional measures considered here, one assessing 
a:upational satisfaction and importance (Ren­
rick & Lawler, 1978). The other was the BEM 
8cm, 1974) sex role inventory designed to rate 
nasculinity and femininity as two independent 
bllensions, so that subjects may be characterized 
ijfflasculine, feminine, androgynous or neutral. 
fbis measure was included to examine the 
dcvance of sex roles in our sample. 

IFSULTS 

We report data on the 165 subjects assessed at 
nlry and five-year review, comprising 109 
cmales and 56 males. The mean age of the 
nhort was 23·4 years at entry, and there was no 
~crence in mean ages of the males and females. 
\ lotal of 22 subjects acknowledged then that 
~ had previously consulted a primary phys-

ician or a psychiatrist for an episode of 
depression, the consultation rate being similar 
(x2 = 0· 29, NS) for females (14·6 % ) and males 
(10·7 %), although women were more likely to 
have sought help from a friend for depression 
(x2 = 5·81, P < 0·05). Medication for 'nerves' 
had been taken by l I ·9 % of the females and 
7· l % of the males (x2 = 0·55, NS). Table 2 
shows that mean scores on the state depression, 
trait depression and self-esteem scales were quite 
similar for males and females, both in I 978 and 
in I 983. Females scored significantly higher than 
males on the dependency and neuroticism 
measures, and on both occasions of testing. The 
only change over time on any of the tabulated 
measures was for self-esteem to improve signi­
ficantly, and for both sexes (females: t = 3·37; 
males; t = 3·49; both P < 0·001 ). The occu­
pational scale established that the females rated 
their principal work as both more satisfying and 
as more important than did the males in 1983. 
While there were trends for the females to score 
more highly than males on the BEM femininity 
sex role scale and for males to score more highly 
on the masculinity scale, neither of these trends 
was significant. 

Sociodemographic data at 1978 and 1983 

Table 3 reports socio-demographic data. At 
baseline, the sexes did not differ on any of the 
socio-demographic variables examined (e.g. 
marital status, number of children, employment, 
age and paternal social class), although, if 
subjects are dichotomized (classes I and 2 v. 

Table 2. Mean scores on several depression and personality scales 
--=--==--·--- ---~--

Measure Assessment Female Male t test Significance 

Self-esteem• 1978 1·6 1·5 0·63 NS 
1983 l·I 0·7 1·73 NS 

Trait depression 1978 30·5 32·3 0·90 NS 
1983 30·9 31·7 0·44 NS 

State depression 1978 57·2 56·7 0-49 NS 
1983 55·5 54·6 0·92 NS 

lkpcndenq 1978 53·9 50-4 2·24 < 0·05 
1983 54·2 50·1 2·89 < 0·01 

N~uroticism 1978 9·5 8·0 1·97 < 0·05 
1983 9·5 7·3 2·57 < 0·025 

Dysfunctional altitudes 1983 78·4 78·4 0-00 NS 
BEM Scak 

Masculinity 1983 4·54 4·74 1·85 NS 
Femininity 1983 4·83 4·65 2·16 NS 

0..-cupallonal sa11,fac11on 1983 89·1 81·8 2·79 < 0-01 
0..-.:upalional importan,-., 1983 95·0 89·4 2·60 < 0-01 

~--
----------- -----

• H it?her scores rcflccl a lower self-esteem. 
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Table 3. Socio-demographic characteristics of the sample, by sex 

Year of Female Male Sex 
Variable assessment N= 109 N= 56 difference 

Marital state 
Married 1978 23 9 x'=0-31 

1983 58 25 x' = 0·76 
Never married 1978 80 45 x' = 0·64 

1983 32 24 x' = 2·43 
Other (e.g. divorced, de facto, 1978 6 2 x' = 0-03 

widowed) 1983 19 7 x' = 0·36 

Partner status 
Living with partner 1978 23 II x' = o 

1983 66 30 x' = 0·48 

Age 1978 23·1 23·9 I= -1·21 
1983 29·1 30·1 I= -1·51 

Children 
Number with children 1978 9 4 x' = o 

1983 39 17 x' = 0-21 
Mean number of children 1978 0·20 0·10 I= 0-53 

1983 0·56 0·57 I= -0·07 

Employment 
Full-time work (81 % teaching) 1979* 83 47 x' = 0·92 
Full-time work (78 % teaching) 1983 87 50 x' = 1·72 
Part-time work (83 % teaching) 1979* 21 8 x' = 0-34 
Part-time work (65 % teaching) 1983 13 4 x' = 0-48 
Unemployed 1979 12 3 x' = o-83 

1983 13 6 x' = o 
Home duties 1979 2 0 x' = 0-01 

1983 II 0 x' = 4·54t 
Experience of unemployment during study 29 17 x' = o-11 
Mean duration of unemployment in weeks 24·4 21·3 I= 0·46 
Social class 1978 I 16 4 

2 46 19 x' = 4·98 
3 39 29 
4 6 2 

• First year of work. 
t P < 0·05. 

classes 3 and 4) there is a trend for the males to 
be slightly lower on social class (x2 = 3· 38, df I, 
NS) as estimated from paternal occupation. At 
the five-year review, 75 % were in the 26-29 
year age range, with only four being forty years 
or older. Fifty-three per cent of the females and 
45 % of the males were then married as against 
21 % and 16 % respectively at the intake 
assessment, with the likelihood of having married 
over the interval being similar for the two sexes. 
Similarly, while less than 10% were parents in 
1978 as against a third in 1983, the increased 
parenthood rate was similar for males and 
females (x2 = 0). Neither the full-time employ­
ment rate in 1983 (x2 = 0) nor the un­
employment rate over the interval (x2 = 0·61) 
showed any sex difference. There was a differen­
tial in being engaged in home duties, however, 

with no male being so assigned over the five 
years but with an increase from two to eleven 
females so engaged between 1979 and 1983. 

By the five-year review, 45 (27% ofthe81:oup) 1 

had at some time of their life sought profess10nal I 
help for psychological problems, although · 
females (28 %) were no more likely (x1 == ~27. 
NS) to do so than males (27 %). Twenty-eight 
(17 %) had sought such assistance from 3 

primary care physician, 21 (13 %) from a SOC13I 
worker or counsellor, and 14 (8·5%) from 3 

psychiatrist. . a 
At interview four (2·4 % ) subJects had 

' • d on current definite or probable maJor ~resst 
and five (3.0 % ) a minor depression, using Rf 
diagnoses, with the six-month prevalence or 
these diagnoses being 3·0% and 4·2% respect: 
ively. The DSM-III point and six-month Pre't1 
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Table 4. Prevalence and incidence data using RDC diagnoses, by sex 

Female Male Total 
Diagnosis and time interval (N= 109) (N= 56) (N= 165) 

Cases before intake in 1978 
Major depression (MDD): 

definite 7(6·4%) 2(3·6%) 9(5·5%) 
definite and probable 9(8·3%) 2(3·6%) II (6·9%) 

lntermillent minor depression (IMD) 3(2·8%) 0(0·0%) 3(1·8%) 
MMD (definite and probable) and IMD 12(11·0%) 2 (3·6%) 14(8·5%) 
Minor Depression 16 (14·7%) 10 (17·9%) 26(15·8%) 
MDD, IMD and minor depression 25 (22·9) II (19·6%) 36(21·8%) 

New cases - 1978-83 
Major depression (MDD): 

definite 9(8·3%) 6(10·.7%) 15(9·1 %) 
definite and probable 12(11·0%) 9(16·1%) 21 (12·7%) 

lntermillent minor depression (IMD) 3 (2·8 %) 3(5·4%) 6 (3·6%) 
MDD and IMD IS (13·8%) II (19·6%) 26(15·8%) 
Minor depression 16(14·7%) 6(l0·7%) 22 (13·3%) 
MDD, IMD and minor depression 23 (21·1 %) 12(21·4%) 35 (21·2%) 

Cases - Total lifetime 
Major depression (MDD): 

definite 16 (14·7%) 8 (14·3%) 24(14·5%) 
definite and probable 21 (1~·3%) II (19·6%) 32(19·4%) 

lntermillent minor depression 6 (5·5 %) 3 (5·4%) 9(5·5%) 
MDD+IMD 27 (24·8%) 13(23·2%) 40(24·2%) 
Minor depression 32 (29·4%) 16 (28·6%) 48 (29·1 %) 
Major+ lntermillent + Minor 48 (44·0%) 23 (41·1 %) 71 (43·0%) 

Table 5. Prevalence and incidence data using DSM-III diagnoses, by sex 

Cases before intake in 1978 
Major depression (total)• 
Dysthymia 
Major+ Dysthymia 
Adjustment disorder 
Major+ Dysthymia + Adjustment 

New cases - 1978-83 
Major depression (total)• 
Dysthymia 
Major+ Dysthymia 
Adjustment disorder 
Major+ Dysthymia + adjustment 

Cases - Total lifetime 
Major depression (total)• 
Dysthymia 
Major depression and dysthymia 
Adjustment disorder 
Major+ Dysthymia + Adjustment =--

Female 
(N= 109) 

10(9·2%) 
3(2·8%) 

13(11·9%) 
26 (23·9%) 
25 (22·9%) 

17 (15·6%) 
3(2·8%) 

19(17·4%) 
17(15·6%) 
28 (25·7%) 

27 (24·8%) 
6(5·5%) 

32 (29·4%) 
33(30·3%) 
54(49·5%) 

Male 
(N= 56) 

2(3·6%) 
0(0·0) 
2(3·6%) 

II (19·6%) 
10 (17·9%) 

9 (16·1 %) 
3(5·4%) 

12(21·4%) 
6 (10·7%) 

13 (23·2%) 

II (19·6%) 
3(5·4%) 

14(25·0%) 
16(28·6%) 
24(42·9%) 

Total 
(N= 165) 

12(7·3%) 
3 (1·8%) 

15(9·1 %) 
37 (22·4%) 
35(21·2%) 

26 (15·8%) 
6(3·6%) 

31 (18·8%) 
23 (13·9%) 
41 (24·8%) 

38 (23·0%) 
9(5·5%) 

46(27·9%) 
49 (29·7%) 
78 (47·3%) 

x' 

1·00 
0·41 
2-20 
0·17 
0·31 

0·02 
0·17 
0·17 
0·38 
0·02 

0·29 
0·10 
0-17 
0·01 
0·42 

407 

x• 

0·16 
0·66 
0·41 
1-77 
0·10 
0·08 

0·05 
0·46 
0-17 
0-57 
0·22 
0·02 

0·03 
0·02 
0-10 
0·01 
0 
0·04 

• Note, rates for major depression (total), are given without imposed impairment criteria. refer to Table I. 
laia for major depression (significant) arc identical with RDC major depression (definite and probable) and arc found on Table 4. 

'8cc data were similar. with the low base rate 
lllggcsting that analyses of sex differences in 
Illes would be unwise. 

Tables 4 & 5 provide pre-intake, total lifetime 

and 5-year incidence depression data (all being 
derived from the data obtained at the review 
assessment) using the RDC and DSM-III classi­
fication systems respectively. In calculating rates 
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we allocated subjects to more than one single 
category when relevant but, for combined 
categories, individuals diagnosed positively on 
more than one diagnostic category were logically 
only counted once. 

Life-time prevalence of depression 
The RDC 'definite' case rate of 14·5% and the 
'definite and probable' case rate (19·4%) for 
major depression are somewhat less than that 
for DSM-III (23·0%) because such a DSM-III 
diagnosis requires fewer symptoms than RDC 
'definite' and imposes no help-seeking or social 
impairment criteria as in RDC 'probable' cases. 
For neither the DSM-III or RDC system is there 
a sex difference for lifetime major or minor 
depression, nor is there any trend for a sex 
difference. When all categories of depression are 
combined to create 'cases' and 'non-cases', we 
find that almost half of the sample (using either 
RDC or DSM-III systems) had had a lifetime 
depressive episode, with the RDC and DSM-III 
estimates corresponding closely, and with any 
trend for females to be more likely to report a 
lifetime depressive episode being non-significant. 
Subsidiary examination suggested that this trend 
emerged because women positive for depression 
more often tended to report either major or 
minor depressive episodes, whereas men positive 
for depression more often tended to report both 
major and minor episodes of depression. In the 
five-year interval between assessments when the 
sample formally took up adult responsibilities, 
there is no suggestion of any female prepon­
derance in onset cases of major depression Qr 
combined depressive categories. 

The mean length of major depressive episodes 
was also examined as there is the possibility that 
women have longer episodes, so accounting for 
a higher prevalence. While there was a trend for 
women to experience longer RDC episodes, the 
mean length being 29·4 weeks (s.D. 33· 1) for 
women and 25·3 weeks (s.D. 20·2) for men, the 
difference was not significant (t = -0·65). For 
DSM-III diagnoses of major depression, the 
overall mean length of episodes was shorter, 
reflecting the inclusion of subjects without 
impairment criteria. For women, the mean 
length of reported DSM-III episodes was 26·4 
weeks (s.o. 29·0) and for men 22·3 weeks (s.D. 
19· 7), the difference again being non-significant 
(I= 0·81). 

In terms of anxiety disorders, the DIS­
generated diagnoses established that nine 
females and three males had a simple phobia, 
four females and one male a social phobia, two 
females and three males agoraphobia, and four 
females and two males a generalized anxiety 
disorder, with a number being represented in 
more than one diagnostic group, so that a 
diagnosis of anxiety disorder was made for 16 
(15%) of the females and six (11%) of the 
males. Seventeen (77 % ) of those with an anxiety 
disorder developed depression concurrent with 
(12 subjects) or subsequent to (five subjects) 
their anxiety disorder. It is important to note 
that no subject received a diagnosis of bipolar 
disorder. 

Occurrence of depressive episodes pre 1978, and 
from 1978 to 1983 

In Tables 4 & 5 we report data on new cases of 
RDC and DSM-III depression before intake 
assessment in 1978 and over the 5 year interval. 
While there are non-significant and slight trends 
for the females to be more likely to have reported 
a major depressive episode, the rarity of such an 
episode for each sex suggests caution in any 
interpretation. Any trend for a higher pre-intake 
RDC major depression rate for females is 
countered by a higher trend for males to develop 
episodes during the study, so that the lifetime 
rates are very similar. 

Corroborative reports by nominated wimes.ws 
We examined our subject-generated data against 
reports by corroborative witnesses, given that 
we had such a witness for 81 % of the cohort. 
For RDC major depression, we established_ tha! 
98 % of witnesses agreed with the sub,JCCts 
judgement of it being present or absent,_ the 
Kappa coefficient being 0·93. Of the 32 subJects 
reporting an episode, 26 volunteered cont~ctable 
witnesses, with 23 of the 26 agreeing with the 
subject's report in regard to occurrence and 
impact (impairment). In the three instances of 
dissonant views, two informants confirmed ~he 
timing but considered the episode less dis_abling 
than judged by the subject, while one faded to 
confirm severity or timing. 

For the 54 subjects reporting eithe~ R~ 
intermittent minor or minor deprCSSJOn, ~- ! 

'th tu• witnesses were contacted and 41 agreed WI b( 1 

subject's view about timing and impact. t J 
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uppa coefficient being 0·86. Specifically, for the 
rbole group of 'cases' and 'non-cases', three 
ritnesses judged episodes as having occurred 
mich had not been volunteered by subjects 
mile, for five subjects volunteering episodes, 
wo witnesses had not noted the episode and an 
dditional three agreed with the timing but did 
iot judge the episode as having had any 
ignificant impact. 

IIISCUSSION 

)ur study design required selection of a group 
mose male and female members had a number 
l important social risk factors to depression 
nitially controlled. As a consequence and 
nuse the selected teacher trainees were pre­
lominantly middle class, their general experience 
i depression may differ from that of a more 
roadly-based general population sample. The 
dtlal prevalence estimates for the whole sample 
ai therefore not of central importance. Never­
beless, we need to examine the likely accuracy 
I our data and their comparability with other 
nvalence estimates before addressing our main 
~jective, the issue of sex differences. 
For those who entered the study, we achieved 

1vcry high compliance (97 % ) with the five-year 
mew and, as the subjects were volunteers, we 
111ume their high motivation favoured the 
~lcction of accurate data. As poor agreement 
ttween lay interviewers and physician inter­
,rwers in DIS diagnoses of major depression 
IS been shown in a number ofECA sub-samples 
Folstein et al. 1985; Anthony et al. 1985; 
idz.er et al. 1985), with lay interviewers 
overdiagnosing' in the first two studies and 
llldcrdiagnosing' in the latter study, we need to 
Ul!Sider the likely accuracy of our DIS-generated 
~- Use of a single interviewer, a trained 
l)thiatrist, for our sample members argues for 
inimal rater variance, while we believe that the 
ltUracy of DIS data was improved by in­
lllporation of the schedule within a general 
IYthiatric interview. 

As the DIS has not been validated as a 
tasure of depressive disorders, we judged that 
lllaborative information should be sought 
~ possible. Such a procedure corresponds 
llllewhat with that adopted by Leckman and 
llleagues (1982) for the lifetime version of the 
dicdulc for Affective Disorders (SADS) (Endi-

cott & Spitzer, 1978), in that they interviewed 
probands and normals, together with a percent­
age of their spouses and first degree relatives 
for a corroborative report, and (for the patients) 
they consulted medical records to derive a 'best 
estimate' diagnosis. It is useful to report our 
experience with corroborative 'witnesses'. Most 
of our subjects were willing to nominate a 
witness to be interviewed and, while most of 
the witnesses had reasonable concerns about 
privacy, these were allayed with explanation. We 
were impressed that both parties generally under­
stood there to be differences between sadness 
and depression, and between functional and 
dysfunctional depressive states. Corroborative 
report data were most encouraging, and 
particularly for major depression, when no 
witness reported major depression when it was 
not reported by a subject and only three 
witnesses failed to report an episode acknow­
ledged by subjects. 

Such analyses encourage the view that we 
obtained accurate estimates of depressive dis­
orders. While offering support for the utility of 
the DIS, the study cannot however be regarded 
as having provided a precise test of its validity. 
The DIS was administered after a semi-struc­
tured interview which, at times, addressed 
depressive experiences and highlighted episodes 
of depression, so that more information was 
obtained to generate diagnoses than might have 
been elicited by the DIS alone. Again, while we 
interviewed witnesses to establish existence, 
impact and timing of any episodes, we did not 
review individual DIS items. In terms of the 
utility of the DIS, our rater's view is that, if 
administered by a clinician, the DIS has distinct 
clarity, is 'user friendly', and assists generation 
of clinical diagnoses by its firm operational 
criteria. As noted earlier, significant disparities 
have been demonstrated in ECA sub-samples 
between clinician and lay interviewers on the 
DIS, generally suggesting higher 'case' rates 
with clinicians. An experienced clinician is 
perhaps more likely, in comparison to a lay 
interviewer, to note and pursue non-verbal clues, 
clarify responses that initially have a · social 
desirability' bias. and phrase questions (even 
standardized ones) with a distinct clinical em­
phasis on distinguishing functional and dys­
functional features. As a consequence, we believe 
that clinician raters are more likely to generate 
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accurate estimates, particularly if the DIS is 
complemented by open-ended interview and 
corroborative reports. 

There are three important studies of lifetime 
prevalence worth noting for comparability of 
data. 

In a New Haven study (Weissman & Myers, 
1978), 25·8 % of the females and 12· 3 % of males 
had RDC probable or definite major depression, 
11 · 7 % of the females and 5·9 % of the males had 
RDC minor depression, and 33·7 % of the 
females and 17·4 % of the males had one or 
both. Reich et al. (1980) determined a lifetime 
prevalence of major depression as 20-26 % for 
females and 8-12 % for men. In the ECA study, 
Robins et al. (1984) calculated a 7· 1 % rate for 
females and 3· l % for males in lifetime major 
depression (being 5·5 % for the whole sample 
and 8·7 % in the sub-group aged 25-44 years). 
Additionally, they calculated a lifetime dys­
thymia diagnosis for 3·9 % of the females and 
2·0 % of the males (3·0 % overall, but 3·8 % in 
the 15-44 year sub-group). Thus, our lifetime 
rates (RDC female= 44·0%, male= 41·1 %; 
DSM-III female= 49·5 %, male= 42·9 %), are 
considerably higher and principally contributed 
to by the minor categories. 

While variation in prevalence estimates ob­
viously depends on the decision rules used by 
differing categorical systems, our combined male 
and female major depression prevalence data 
are generally comparable with previous studies 
(but not with the ECA rates), while our minor 
depression rates are considerably higher. Our 
key finding, against expectation, is the absence 
of any significant sex difference in lifetime and 
extended period prevalence data, a finding 
consistent with the sample's professional utiliza­
tion rates (assessed both in 1978 and 1983) and 
supported by corroborative witness data. 
Equally importantly, we established virtually 
identical incidence rates for the males and 
females for depressive disorders over the five 
years of the study when social role divergence 
was expected. 

Some possible explanations for the similarity 
of the depression rates for the men and women 
will be examined. As Jorm (1987) has suggested 
that the sex difference in depressive states does 
not peak until the early thirties, it may be that 
our subjects had not reached the vulnerable age 
range, although we judge this explanation as 

unlikely when form's quantitative synthesis 
showed a difference emerging in adolescence and 
being pronounced in the twenties. We intend 
however, to continue to review the group a; 
regular intervals, both to examine for any age 
effect and any effect of differential risk factors to 
the sexes (a ten-year follow-up is now in 
progress). As our lifetime depression rates for 
males were higher than expected from other 
studies (while the female rates were generally 
similar), males entering the teaching profession 
may be a vulnerable group as against the 
females being a more resilient group, or our data 
could reflect a recent, and more universal trend 
for an increasing prevalence of depression in 
males aged 20-40 years (Murphy, 1986; Hagnell 
et al. 1982). We favour most the possibility that, 
as social variables effectively remained con­
trolled throughout the study, in that age, marital 
status, parenthood, and employment (apart from 
home duties) did not differentiate the sexes, a sex 
difference was prevented from emerging. We 
now explore that proposition further by drawing 
attention to a relevant and rigorous study. 

Jenkins (1985) sought to 'assess the likely 
magnitude of the contribution of biological 
factors to the reported sex difference in minor 
psychiatric morbidity by controlling and 
minimizing' environmental differences. Public 
servants (university graduates in their late 
twenties) in the British Home Office were 
selected. She too chose to examine a group of 
males and females closely comparable in age, 
marital status, educational attainments, paternal 
social class, domestic responsibilities and overall 
social supports and stresses, but did not formally 
assess depressive episodes. 

The men and women did not differ in terms of 
the prevalence of minor psychiatric morbidity 
assessed by the Clinical Interview Schedule 
(Goldberg et al. 1970), but the women recorded 
slightly higher scores than the men and, on 3 

symptom profile, women were more likely to 
report depressive symptoms than men (39'/, •·· 
28 % ). Such findings, together with result~ not1 
in two studies of young adults (Obver 
Simmons 1985 · Angst & Dobler-Mikola, 1984). 

' , ~~ 
suggest that women are more likely to ra 
'cases' if the criterion is number of symptoms 
and/ or if rated symptoms are weighted to ~rt 

feminine depressive responses such as~ . 
(Parker, 1979) so that any female prepon ' 
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iD a sample is likely to be artefactual to some 
cstcnt (Weissman & Klerman, 1977). If such 
!fJCCUlations are valid, then criteria-based diag­
nostic and classificatory systems may require 
!Ollle modification, as suggested by Angst and 
Dobler-Mikola ( 1984) to convert the current 
weighting given to the number of symptoms in 
determining · caseness •. A sex difference in 
depression might then be expected to emerge 
more on the basis of any •real' determinant. 

We did, nevertheless, establish some sex 
differences in our sample: higher scores (both at 
entry and follow-up) were reported by the 
women on neuroticism and dependency 
measures, while scores on the occupational scales 
suggested that the women found their work 
more satisfying and important than the men. 
Ncuroticism, as measured by the Eysenck Per-
10nality Inventory (Eysenck & Eysenck, 1964) 
and by related measures, has been held (Katz & 
McGuffin, 1987) to be a key personality risk 
!actor to depression as it • encompasses vul­
nerability to breakdown under stress and a 
proneness to anxiety and emotional instability'. 
A personality trait of dependency (Hirschfeld 
11 al. 1977) has also been held to dispose to 
depression. Despite our female subjects scoring 
higher than the males on these two measures, 
ifctime depression rates were similar for the two 
aes. This finding suggests that if dependency 
and neuroticism are risk factors, they do not, by 
lbcmselves, dispose to depression but require 
interaction with other disposing (e.g. low social 
dass) or triggering (e.g. life events) factors to 
Plteipitate a depressive episode. 

We failed to demonstrate any differences 
between the men and the women on the BEM 

· ICl role inventory given in 1983, suggesting that 
ICl·lyped standards were not a characteristic of 

. Ibis group, be any such similarity an antecedent 
1 lo, or a consequence of choosing teaching as a 
1 Clrecr. As this lack of difference intrigues us, we 
1 would encourage the use of sex role inventory 
. ralcs in samples demonstrating sex differences 
I I depressive disorder as such data might pro­
: lldc useful information about mediating 
. lechanisms. 
; While our generally negative findings suggest 
; ~ it is unlikely that biological factors have 
: lly direct effect on determining sex differences 
1 1 depression. we must concede and consider 
: "'era) anticipated caveats about this study. 

First, there is the possibility of a type II error. 
There is sufficient power in the sample size to 
detect differences in the continuous variables 
where there is an effect size of greater than 0·45 
standard deviations and to determine differences 
in the combined categories of depression if the 
sex differences were of the order that we had 
expected (that is a 2: 1 female to male sex ratio). 
There is not sufficient power to reliably detect 
differences if the individual diagnostic categories 
are used (Cohen, 1977). 

Secondly, might our responders have intro­
duced a bias? Our study design involved us 
addressing classes of trainee teachers, asking all 
to complete a brief screening measure anony­
mously, and noting whether they would be 
prepared to take part in a longitudinal study of 
adult development examining depressive dis­
order together with a number of other issues 
and, if so, providing their name and address. We 
would speculate that responders and refusers 
would differ in terms of basic interest in such a 
study, and in being comfortable or diffident 
about the potential intrusiveness. As the stated 
objective to the classes was to observe a normal 
group developmentally, with depression being 
only one of a number of issues mentioned and 
with no emphasis on psychiatric morbidity, we 
doubt the possibility of a strong bias influencing 
acceptance. In support of this speculation we 
note a recent empirical study by Romans­
Clarkson et al. ( 1988), which established that 
refusers in a community survey of psychiatric 
disorder did not differ from participators in 
terms of hospitalized medical or psychiatric 
illness or in rates of attendance at psychiatric 
out-patient clinics. Additionally, we did establish 
that our participants and refusers did not differ 
on a self-esteem measure, and it might be 
imagined that such a measure would have 
differentiated the groups if they differed dis­
tinctly in lifetime depressive experience. 

Thirdly, are teachers themselves an idiosyn­
cratic group? The answer is almost certainly in 
the affirmative to the extent of any professional 
group differing from a random selection of the 
population. Additionally, we have drawn 
attention to our findings on the BEM measure 
which might suggest that teachers might be 
somewhat more androgynous in social roles 
than other groups, perhaps reflecting their focus 
of interest in teaching. Such differences are only 
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of import, however, to the extent of explaining 
any influence on our results. Finlay-Jones (1986) 
studied more than 2000 school teachers ( of all 
ages) in Western Australia and established that 
17 % rated as having severe psychological 
distress as compared to a 9 % rate for the 
general population, but that neither age nor sex 
had any influences on rates. Thus, teachers may 
have higher levels of psychological morbidity 
(for reasons that precede or are a consequence 
of a teaching career) and male and female 
teachers may well be expected to record similar 
rates of psychiatric morbidity over time. 
Whether the latter is a reflection of homogeneity 
of work roles, as suggested by Jenkins (1985) for 
British civil servants, or is more intrinsic to 
teachers, cannot be answered. The relevant 
question, however, is: even if teachers are so 
idiosyncratic as to have similar rates of psycho­
logical morbidity, how can any biological factor 
imputed as determining sex differences in the 
general population be over-ridden in such a 
select group? The most parsimonious expla­
nation for the absence of a sex difference is that 
social role divergence for our cohort has been 
slight (against expectation), suggesting the key 
relevance of social factors as determining any 
sex difference found in general population 
studies. The importance of a negative finding, if 
confirmed in other studies, is that primary 
biological determinants could be dismissed, to 
allow a more refined set of possible determinants 
to be examined. In undertaking future studies 
there are clearly design problems. A null 
hypothesis cannot be proved, although it may be 
supported. While a similar study of a general 
population group would appear appropriate, 
there is a clear paradox in that similar attempts 
to control psychosocial variables in such a 
sample would ensure that the group is no longer 
representative of the general population. Stat­
istical control of putative determinants in such a 
study may provide some useful information but 
we would argue that our present cohort design 
would be even more useful in a sample initially 
matched, and which subsequently diverged 
substantially in terms of social role variables, to 
test the critical hypothesis that change in 
depression rate covaries with change in social 
role. Such a situation may, of course, occur in 
our current cohort as we review members over 
time. 
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SYNOPSIS This paper discusses the relevance of assessing the nature of intimate relationships and 
reports on the development of such an instrument. The Intimate Bond Measure (IBM) is a self­
report measure assessing two key underlying dimensions, care and control. Its properties are 
assessed in separate studies, establishing its high test-retest reliability, the homogeneous nature of 
the isolated dimensions, its insensitivity to broad socio-demographic influences and its minimal 
sensitivity to depressed mood state. Support for its validity, in terms of both perceived and actual 
characteristics of care and control, is demonstrated. It provides a simple and efficient measure of 
central constructs underlying intimate relationships, and is of potential use in studies attempting to 
assess the relevance of intimate relationships to the onset and course of psychiatric disorders. 

INTRODUCTION 

In this paper we consider several measures of 
'intimacy' and 'adjustment' currently being 
used to describe marital or other intimate 
relationships. We then define key constructs 
underlying such relationships, and describe the 
development of a self-report measure quanti­
fying the derived constructs. 

Our inquiry reflects current research interest 
in the relevance of social support systems and, in 
particular, intimate relationships in influencing 
an individual's resilience to adversity and the 
onset of neurotic decompensation. Henderson et 
al. (1981) established that the perceived ade­
quacy was more important than quantitative 
aspects of the social support network in neurotic 
subjects, and their research highlights the need 
to examine subjective requirements of the indi­
vidual when assessing social networks. 

The importance of lack of intimacy as a risk 
factor affecting the onset and course of neurotic 
disorder has been suggested in a number of 
studies. Brown & Harris ( 1978) isolated four 
vulnerability factors to depression in a non­
clinical female sample, one being the lack of a 
confiding intimate relationship. In a replication 
study in Alberta. Costello ( 1982) examined risk 
factors for depression in a female sample, and 
reported that a lack of intimacy with spouse, 
cohabitant or boyfriend increased the risk of 

• Address for correspondence: Dr K. Wilhelm. School of Psychia­
lr), Pnncc Henry Hospllal, Lillie Bay. 2036, Aus1ralia. 

depression. In fact, Harris & Brown (1985) note 
that an intimate confiding relationship with a 
spouse has been described as protective against 
depression in nine of the ten relevant cross­
sectional studies of female subjects. 

The reparative capacity of social support has 
been documented. Quinton et al. (1984) noted 
that, while the selection of one's mate is 
influenced by one's own experience, selection of 
a non-deviant spouse who provides emotional 
support and good living conditions produces a 
significant protective effect against further emo­
tional difficulties, even in a setting of adverse 
early experience. Parker & Hadzi-Pavlovic 
(1984) drew a similar conclusion after studying 
women bereaved of mothers early in life. In that 
study, any diathesis to depression established by 
earlier parenting appeared capable of significant 
modification by characteristics of the spouses. 

Various strategies have been used to measure 
the quality of intimate relationships. The Inter­
view Schedule for Social Interaction (ISSI), a 
semi-structured interview developed by Hender­
son et al. ( 1981 ), is a global measure of social 
support, but has been judged as limited in its 
capacity to measure confiding relationships, as 
only one question addresses that issue (O'Con­
nor & Brown, 1984). Brown & Harris ( 1978) 
developed a semi-structured interview approach 
to assess psychosocial factors, to enquire speci­
fically into the presence of a confidant to whom 
the subject might turn to discuss a problem, and 
the frequency of such contact. This approach 
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was modified by Costello (1982), who separated 
the question concerning intimacy with spouse 
from that assessing intimacy in confidants. The 
validity and utility of these approaches remain 
to be further established. 

Concurrent with this increasing sophistication 
in investigation of social networks, there have 
been attempts to classify and measure dimen­
sions of marital relationships, including marital 
'happiness', 'success', 'stability' and 'adjust­
ment'. The Locke-Wallace scale (1959) grouped 
key items from existing scales in an attempt to 
measure and predict marital adjustment. The 
scale was influential for the next two decades but 
has been criticized as being partly a measure of 
conventionality and social desirability. Spanier 
(I 976) developed a widely used 'Dyadic 
Adjustment Scale' which assesses satisfaction, 
cohesion and affectional issues. It focuses on 
'adjustment' as a general indicator of marital 
quality and the test is offered as an aid to 
uncovering problem areas in close relationships. 

A further impetus to the development of 
measures of marital function was provided 
by British studies examining the relationship 
between poor marital quality and neuroticism 
(Pond et al. 1963), and the interaction of spouses 
with each other where the husband was a 
designated patient with a neurotic disorder 
(Kreitman, 1964). Kreitman et al. (1971) rated 
marital interaction in terms of 'assertiveness' 
and 'affection' and considered these to be 
independent constructs. Ryle ( I 966) developed a 
Marital Patterns Test (MPT) to quantify spou­
ses' experience of affection given and received, 
and of domination/submission. The measure 
was developed initially to address a specific 
research question concerning the relationship of 
marital support and marriages involving a 
neurotic spouse. There have been problems with 
the selection of items in each dimension; 
Birtchnell (1985) has commented on the con­
tamination of' affection' items by 'domination' 
items, and overall there have been problems 
with the validity of the 'domination' items. 
However, the MPT has been subjected to 
ongoing validity studies (Heins & Yelland, I 981) 
and refinement (Stott-Heyes, 1982), and it has 
continued to generate interest, most recently by 
Birtchnell (1985). Shutz ( 1966) had earlier 
hypothesized three dimensions of interpersonal 
behaviour, namely 'inclusion', 'control' and 

'affection', and had also measured these 
dimensions in terms of' expressed' and 'wanted· 
behaviour, giving six subscales on his measure­
the Fundamental Interpersonal Relations 

Orientation inventory (FIRO-8). The measure 
was designed to cover all interpersonal situ­
ations, but has had some use in marital 
assessment. Later, the Marital Attitudes Evalu­
ations (MA TE) was devised (Schutz, I 967). The 
measure has not been widely used and the 
inclusion of such items as 'I want my spouse to 
spend more time with me and give me more 
attention' and 'I want my spouse to allow me 
more freedom and think more for myself' is 
likely to be confounded by issues of social 
desirability and plaintive set. 

The Maudsley Marital Questionnaire(MMQ)· 
is a 20-item measure (Crowe, I 978) derived from 
the Structured and Scaled Interview to Assess 
Maladjustment (SSIAM) (Gurland et al. 1972). 
The MMQ was first used to assess progress in 
couples involved in conjoint marital therapy. 
Factor analysis of the MMQ generated three 
scales - 'marital adjustment', 'sexual adjust• 
ment' and 'general life adjustment'. Arrindel! 
has examined the MMQ critically, undertaken 
further reliability and validity studies, and 
altered some items. The original 40-item version 
has now become a 20-item self-report scale 
(Arrindell et al. 1983 a, b; Arrindell & Schaap. 
I 985). The measure has been used to investigate 
the effect of marital adjustment on treatment 
outcome for agoraphobia (Monteiro et al. 
I 985), and for phobic and obsessional disorders 
(Cobb et al. 1980). The MMQ is rightly less 
ambitious in its overall scope than the Wallace 
Locke Measure, but quantifies satisfactio~ and 
adjustment in the three defined areas. Am~dell 
has suggested that the MMQ would require a 
measure of intimacy to ensure a complete 
assessment of marital quality (Arrindel! & 
Schaap,. I 985). 

Two questionnaires have been develo~ 1,0 

measure the construct of intimacy. Wanng s 
group has devised a structured interview, the 
Victoria Hospital Intimacy Interview (~II). 
and a self-report scale, the Waring lntim~C)' 
Questionnaire (WIQ), with 'intimacy' ~ng 
defined on eight subscales in each version 
(Waring et al. 1981; Waring & Reddon, t98;~i 
Schaefer & Olson ( I 981) developed the ~e~ 
Assessment of Intimacy in Relations ps f 
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inventory (PAIR), an instrument which 
examines five components of perceived and 
expected intimacy exchange between partners. 
The authors make the point that intimacy is a 
process occurring over time, and that individuals 
have differing needs for intimacy, which they 
hold 'is never complete or fully accomplished'. 

In our study we sought instead to define the 
key constructs underlying intimate relationships, 
commencing with a heterogeneous collection of 
items rather than pre-conceived constructs. The 
measures developed to date have generated 
items to reflect preconceived constructs in 
intimate relationships, which their authors felt 
were likely to be predictive of neuroticism (e.g. 
Ryle's MPT), or outcome after a therapeutic 
intervention (e.g. Crowe's MMQ), or to identify 
problem areas and marital satisfaction ( e.g. 
Locke-Wallace, Spanier's DAS). 

Our task was both more fundamental and 
ambitious than previous studies, in that we 
sought to identify the elements that define an 
intimate relationship. The initial impetus to 
development of the measure came from Hinde's 
plea for a sound basis of description and 
classification of interpersonal relationships (Hin­
de, 1979). He stated: 'It would in theory be 
possible to study a wide range of relationships, 
measure many of their aspects and then reduce 
the data by factor analysis or some comparable 
technique to a limited number of dimensions. A 
number of such attempts have been made, and 
in many cases the data have been successfully 
reduced to three principal dimensions, which 
approximate in everyday terms to dominance/ 
subordinance, love/hate and involvement/de­
tachment. But however many measures are used 
initially, some selection is necessarily involved, 
and the factors extracted from the analysis are 
inevitably influenced by that initial selection of 
data.' This approach also has an advantage in 
research terms, as too often associations between 
predictor and outcome variables have been 
spurious because the variables have not been 
independent of each other. Therefore, the use 
of a measure of marital satisfaction (as a 
predictor variable) to measure depression (as an 
outcome variable) leads to contamination of 
both sets of variables by a component of 
dissatisfaction. An example was mentioned 
Previously in relation to the MA TE scale 
(Schutz, 1967). Finally, we sought to develop a 

self-report scale of equal relevance to both sexes 
which was easy to adminster and score. 

METHODS 
Test construction and initial sample 

Items were generated from a literature review 
and from interviews of married subjects who 
were asked to describe the behaviours and 
perceived attitudes of their spouse. The item 
pool was reduced to 83 by removal of synony­
mous items, those found to be ambiguous in 
pilot studies with volunteers, and items that 
appeared biased towards either sex. 

As we sought to define items of general 
relevance, we elected not to select a sample of 
psychiatric patients. Principally for ease of data 
collection, we decided to obtain data mainly 
from general practice attenders. While such 
groups have been shown in many studies to have 
levels of psychological morbidity higher than 
in the general population and thus not indicative 
of the population at large, our previous experi­
ence suggested such a group would be appro­
priate to our task. The group of subjects was 
recruited from practices spread widely over the 
metropolitan area to allow a range of social 
class and life style. Respondents were routine 
attenders of 11 general practices and one opto­
metry service in the Sydney area, and the subjects 
were requested by practice secretaries to com­
plete the questionnaire anonymously and to 
then 'post' it in collection box placed in the 
waiting room. Secretaries screened subjects 
according to the following inclusion criteria: 
married subjects, between 20 and 65 years of 
age, having a reasonable knowledge of English, 
with no evidence of dementia or psychosis, and 
not obviously affected by drug or alcohol 
intoxication or by severe illness. These exclusion 
criteria were used as well for all the subseqent 
studies reported in this paper. Each subject was 
asked to score their partner's attitudes and 
behaviours in recent times on a four-point 
Likert-type scale (see Appendix I). Additionally. 
subjects were asked to record their age, sex and 
occupation, the last being to assess socioeco­
nomic status on the seven-point Congalton 
( 1969) scale. 

Forty-four of the 288 forms returned were 
discarded because of incomplete responses. The 
remaining forms (returned by 148 females and 
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96 males) generated the data for analysis. The 
mean age of the sample members was 39·7 (s.o. 
12·8) years. 

Principal components analysis was used with 
the Statistical Package for the Social Services 
(SPSS) program (Nie et al. 1975), and an oblique 
rotation selected. The first analysis incoporated 
all 83 items, and suggested 32 items to be weak 
discriminators with a poor distribution of 
responses. A second analysis entered the remain­
ing 51 items. The unlimited factor solution was 
inspected, as well as imposed two-factor to six­
factor pattern matrix solutions. The two-factor 
solution appeared the most interpretable and we 
therefore used this solution to generate the two 
subscales; these we labelled 'care' and 'control' 
and, after examining factor scores and com­
munalities, we limited them to 12 items each. 
Factors 1 and 2 were weakly associated ( -0·36), 
as were the derived scores (see Appendix 1) on 
the total 'care' and 'control' scales ( -0·45), 
suggesting that high 'care' is intrinsically as­
sociated with less 'control'. Table 1 reports the 
factor loadings for the 24 items contributing to 
the final scales for the total sample, as well as the 
factor loadings derived separately for the males 
and for the females. The rank order of factor 
loadings suggested only a few sex effects. For 
instance, in relation to the care scale, females 
were somewhat more likely to rate their male 
partners as 'considerate ' and ' understanding ' 
(items 1 and 10), while males were somewhat 
more likely to rate their female partners as 

Table 1. Factor loadings for items contributing 
to the final items* in the measure 

Care scale Control scale 

Item Item 
no. All Male Female no. All Male Female 

16 0·81 0·80 0·82 II Q-75 0·84 Q-71 
5 0·79 0·82 0·79 12 0·71 0·62 0·77 
4 0·78 0·72 0·80 7 0·69 0·66 0·71 
I 0·75 0·67 0·78 17 0·68 0·77 0·71 

18 0·74 0·71 0·76 20 0·67 0-66 0-74 
21 0·73 0·72 0·72 15 0·63 0·63 0·62 
10 0·72 0·66 0·72 2 0·61 0·52 0-65 
8 0·72 0·71 0·71 3 0·60 0·45 0-67 

14 0·71 0·83 0·64 19 0·59 0·45 0·68 
23 0·70 0·71 0·69 9 0·59 0·54 0·62 
24 0·70 0·70 0·69 6 0·57 0·55 0-59 
13 0·70 0·79 0·65 22 0·55 0·61 0·51 

• Item numbers refer to those listed in Appendix I. 

'physically gentle and considerate' (item 13) and 
to make them 'feel needed' (item 14). By 
contrast, the rank order of variables on the 
control scale was rather similar for each sex. 

Table 2 reports data from our principal 
sample. As the minimum score for each sub­
scale is 0, and the maximum 36, the mean 'care' 
scale scores suggest skewing while scores for the 
'control' scale are more normally distributed. 

The influences of subjects' age, sex and social 
class on scale scores were examined by univariate 
analyses and subsequently by regression analy­
ses, but no significant associations were demon­
strated. The three socio-demographic variables 
accounted for only l ·9 % of the variance in care 
scores and 3·0 % of the variance in control 
scores. Thus the scales appear quite insensitive 
to broad socio-demographic influences. 

We next assessed the following properties of 
the derived measure in a series of studies: 
internal consistency, test-retest reliability, effect 
of depressed mood on scale scores, and validity 
as a measure of both 'perceived' and 'actual' 
partner characteristics. 

Reliability studies 

Two aspects of reliability were assessed: internal 
consistency and test-retest reliability. Internal 
consistency was extremely high in our principal 
sample, with Cronbach's alpha being 0·94 for 
the care scale and 0·89 for the control scale 
(Cronbach, 1951). Such results suggest that we 
have derived homogeneous dimensions. To 
assess test-retest reliability, the measure was 
completed by 28 normal volunteers (mean age 
34 years, s.o. 6·3 years), with the interval between 

Table 2. Normative data from principal sample 
and validity studies groups 

Care Control 

N Mean Median S.D. Mean Median S.D, 

Principal sample 
9-S n Male 96 28·4 31·6 8·0 11·2 

Female 148 27·1 29·2 8·3 9·6 7-1 8-) 

Non-clinical sample (validity study I) 
9-0 8◄ 33 28·1 30·0 8·8 11·9 

Couples group (validity study 2) 
11-0 8-6 Male 25 23·6 24·0 8·6 13-8 

Female 25 25-9 27·0 7·2 12·6 11-0 7-2 
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presentations varying from three to six weeks. 
Table 3 shows that the mean scores did not differ 
on the two occasions, while the reliability 
coefficients were very high (0·89 and 0·80, P < 
0-001 for both), supporting the reliability of the 
two derived scales. 

As mood states are recognized as having the 
potential to influence self-report scores, the 
measure was completed by a group of depres­
sives, both while depressed and after significant 
improvement. Severity of depression was moni­
tored by either the Beck (Beck et al. 1961) or 
Zung (1965) measures, as subjects for this study 
were obtained from two other studies, variably 
using those two depression rating scales. While 
35 subjects were entered into this study, only 30 
were included in the final analyses as we imposed 
both a minimal improvement of ten units on 
either the Beck or Zung scale to ensure a distinct 
mood change and a clinical assessment of 
change from • caseness' to • non-caseness' in 
each subject. All 30 subjects had a clinical 
depressive disorder, most were in-patients at 
baseline assessment, and their diagnoses were 
broadly neurotic depression (N = 14) and endo­
genous depression (N = 16). Table 3 shows that 
there was a considerable and consistent decline 
in depression severity for the sample between 
occasions of testing, representing an improve­
ment of 64 % for the Beck scale and of 38 % for 
the Zung scale, with parallel improvements in the 
level of depression. There was no significant 
alteration in the •care' scale, but a small though 
significant change occurred in the 'control' 
scale. 

Validity studies 

As the measure was designed to assess perceived 
characteristics, it appeared important to assess 
its validity, principally as a subjective measure. 
Thus a heterogeneous sample of 33 non-clinical 
volunteers and psychiatric patients was obtained 
(Validity study l, Table 2), with subjects being 
interviewed by two raters who asked a series of 
predetermined questions aimed at eliciting the 
degree of •care' and •control' described by the 
subjects ( e.g. 'How considerate is X towards 
you?' • Who is likely to make decisions if there is 
a difference of opinion?'). These responses were 
rated on six-point ordinal scales. The first 
author (rater •A') was a consistent rater of all 33 
subjects, while the second rater (' B ') was one of 
four psychologists who volunteered their time. 
The inter-rater reliability coefficients ('A' and 
• B' scores intercorrelated) were assessed at 0·66 
(P < 0·001) for the 'care' dimension and 0·70 
(P < 0·001) for the 'control' dimension, suggest­
ing moderate rater consensus in assessing these 
dimensions. After the interview, subjects com­
pleted the measure and scale scores and interview 
scores were then intercorrelated to assess the 
concurrent validity of the measure. •Care' scale 
scores correlated 0·68 (P < 0·001) with the level 
of •care' judged by rater •A' and 0·43 (P < 
0·001) with the 'care' judged by rater 'B'. 
'Control' scale scores correlated 0·74 (P < 
0·001) with rater •A' and 0·55 (P < 0·001) with 
rater • B' judgements of control at the interview. 
The higher coefficients returned against the first­
author rater may reflect her constancy in 
assessing the content of the interview, acting to 

Table 3. Normative data obtained in reliability studies 

/-test 
Baseline test Repeal test Correlation: time 1-
(mean and (mean and time I with time 2 

Study and scale S.D.) S.D.) time 2 (two-tailed) 

Test-retest study (non-clinical group) 
Care scale 28·4 (7·2) 28·0 (8·9) 0·89° 0 0·65 
Control scale 8·2 (7·0) 7·8 (7·1) 0·80 .. 0·56 

Mood state study (depressive sample) 
Care scale 24·2 (9·5) 25·6 (9·1) 0-92 .. -1·5 
Control scale 11·9 (8·7) 9·5 (7·8) 0-84 .. 2·6• 

Depression levels 
Beck (N = 13) 22·2 ( 9·1) 8·1 (5·8) 0·67 .. 7·6 .. 
Zung (N = 17) 55·6 ( 10·2) 34·6 (7-0) 0-80 .. 13.9 .. 

=--
• p < 0-05 ••p< 0-01 
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reduce criterion variance, and her greater know­
ledge of the questionnaire and its putative 
dimensions. 

While our preference was to develop a 
phenomenological measure of perceived charac­
teristics, assessment of the degree to which the 
measure might reflect actual characteristics 
appeared important. To this end, we asked 25 
couples who were engaged in marital therapy to 
complete the measure in relation to each other 
(Validity study 2, Table 2). One of two therapists 
(both social workers experienced in working 
with couples) made an objective assessment, 
using a six-point scale, of the interpersonal 
characteristics demonstrated by the husbands 
and wives towards each other during therapy. 
Their assessment used the same 'care' and 
'control' probes as those used in the previous 
validity study. 

If the scales are a valid measure of actual 
characteristics, scale scores should correlate 
with therapist ratings - assuming, of course, that 
the therapists were accurate raters and that the 
subjects behaved toward each other during 
therapy as they did generally. Raters' judgments 
of husbands' 'care' correlated 0·48 (P < 0·01) 
with the wives' scores on our measure, while the 
equivalent examination for wives was 0·42 (P < 
0·05). Raters' judgements of husbands' 'control' 
correlated 0·51 (P < 0·005) with the wives' 
scores on our measure, while the equivalent 
examination for wives returned a coefficient of 
0·35 (P < 0·05). 

DISCUSSION 

We maintain that we have identified and defined 
two key dimensions underlying intimate inter­
personal relationships. Our original set of 
additudinal and behavioural items was reduced, 
using principal components analysis, to suggest 
two source dimensions which we labelled 'care' 
and 'control'. The extent to which the measure 
might assess interpersonal relationships in gen­
eral and not merely 'intimate' relationships can­
not be answered, as our data and analyses were 
restricted to a respondent's 'partner'. In claim­
ing to have developed a measure of 'intimate 
bonds' we are not claiming to measure intimacy 
itself (although the derived dimensions may 
contribute to the perceived presence or adequacy 
of intimacy). The word •intimate' refers to our 

intent to measure the contribution made by 
individuals' partners or their putative 'inti­
mates'. The wording of some of the derived 
items (e.g. 'is physically gentle and consider­
ate') would seem to preclude other less intense 
relationships. It would be of some interest to 
examine the extent to which individuals have 
any general tendency to 'care' or to 'control' in 
both intimate and other interpersonal relation­
ships. 

While the measure may well prove to be useful 
in measuring changes in intimate relationships 
and their consequences, it is important to know 
the extent to which scale scores remain constant 
for subjects whose general life situation is 
relatively stable, whether functional or dysfunc­
tional. We therefore assessed the test-retest 
reliability of the measure over a reasonably 
short interval. In the non-clinical group des­
cribed (see Table 3) the mean scores for each 
scale were stable over time and both correlation 
coefficients were high, strongly supporting the 
reliability of each scale, and indirectly supporting 
the validity of the measure. 

A depressed mood has been frequently noted 
Paykel et al. 1969) to influence the perception or 
recall of experiences, and phenomenological or 
self-report measures are particularly susceptible 
to such effects. As it is likely that the measure 
will be used in case-contol studies of depressed 
individuals to assess the relevance of intimate 
bonds, we assessed the degree to which scale 
scores might be modified by changes in mood 
state. Despite significant improvement in 
depression levels, the •care' scale score was not 
significantly influenced by varying levels ?f 
depression. However, there was a chan_ge _in 

perception of 'control' which reached s1g111fi­
cance and was in the direction that one would 
intuitively expect, namely, that the subjects. 
when depressed, tended to see their partner as 
being slightly more critical than when the~ were 
no longer depressed. This may be a refte<:tton of 
change in the depressed person's behaviour or 
attribution by the depressed person of i~creased 
self-criticism to his/her partner, or 1t ~~Id 
reflect an actual change in spouse characten~ucs. 
as most subjects in this study were e~e<:ttvel~ 
rating their spouse before and after adm1ss1on 1 

hospital. However, the effect is not a large one. 
In relation to the stability of 'care' scor~~~ 
authors noted that subjects had an abi g 
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perception of whether or not they were cared 
for, even if they were depressed and not able to 
fully register the 'care' at that time. We conclude 
that any bias induced by a depressed mood is 
likely to be slight. 

To assess the concurrent validity of the scales 
we undertook structured interviews with pre­
determined questions assessing perceived aspects 
of the partner's 'care' and 'control'. We 
established that the raters were in moderate 
agreement about both dimensions under investi­
gation. Intercorrelation of interview scores re­
turned by the one consistent rater with scale 
scores returned on our measure showed high 
agreement, supporting the concurrent validity of 
the derived measure. High correlations, how­
ever, might indicate that the subjects reported 
similarly in two contexts, and similar judgements 
might mean no more than a persistent response 
bias. It is clearly difficult to establish the validity 
of any phenomenological measure, so our 
analyses should be cautiously judged as 
suggestive of modest levels of validity. 

Although our priority was to develop a self­
report measure of constructs defining intimate 
relationships, it appeared important to make 
some estimate of the degree to which scale scores 
might reflect any 'objective reality'. Thus, we 
attempted to assess the validity of the measure 
in terms of its capacity to provide information 
about the ·actual' characteristics of the intimate 
relationship, assuming that there is likely to be 
some dissonance between 'actual' and 'per­
ceived' characteristics. There are, as noted, con­
siderable problems in attempting to validate 
any phenomenological construct and we are not 
aware of any technique that has resolved the 
intrinsic difficulties. The reader is referred to 
Spanier's ( 1979), Waring's (I 985) and Birtch­
nell's ( 1985) reviews of the subject. Ryle ( 1966), 
in his validity study of the Marital Patterns Test, 
compared observations of a psychiatric social 
worker seeing the couple in question, his own 
observations of the couple in general practice 
and the couples' verbal self-rating with their 
scores on the Marital Patterns Test. Most 
validity studies have, however. concentrated on 
comparisons with other scales, not proceeding 
beyond concurrent validity. 

A more commonly used strategy in extended 
validity studies is to compare scale scores against 
ratings provided by witnesses who are usually 

family members or associates in a specific 
situation. There are distinct and rarely con­
sidered limitations to this approach. In an earlier 
study (Parker, 1983), using a cross-over sibling 
study design for the Parental Bonding Instru­
ment, a clear limitation was noted, as respond­
ents tended to score parents in a similar way, 
irrespective of whether they were asked to 
complete the questionnaire for themselves or on 
the basis of observations of their siblings. These 
findings suggest that there is no such reality as 
the 'objective' rater and that family members 
may be particularly likely to introduce their own 
subjective distortions, weakening any validity 
assessment using such 'independent' raters. 

Crandall (1976) has reviewed studies attempt­
ing to validate self-report measures using ratings 
by others, and has noted rather low coefficients. 
We therefore attempted a modified strategy, by 
having couples engaged in marital therapy rate 
each other and be simultaneously rated by their 
therapist, who was blind to their scores. Clearly, 
there are limitations to this technique, as a 
number of biases may be contributed by the 
partners themselves (e.g. social desirability, 
defensiveness, need to hurt the other, and the 
degree to which key characteristics will actually 
be expressed in sessions), while the degree to 
which therapists may judge such characteristics 
objectively remains unclear. Nevertheless, the 
comparison of the therapists' judgement of each 
marital partner correlated moderately (mean = 
0·44) with the marital partners' ratings of each 
other, a rather high level when compared with 
similar consensual estimates made by family 
witnesses (Crandall, 1976), and offers some 
support for the measure as one of the 'actual' 
characteristics of intimate relationships. 

The care dimension, as defined by the twelve 
items, reflects care expressed emotionally as well 
as physically, with constructs of warmth, con­
sideration, affection and companionship. These 
items are nearer to Birtchnell's concept of 
affection and less contaminated by those aspects 
of control which he noted in Ryle's 'affection' 
dimension (Birtchnell, 1985). The 'control' 
dimension suggests domination, intrusive­
ness, criticism, authoritarian attitudes and be­
haviours. The internal consistency analyses 
suggested that the two scales are highly 
homogeneous, an important property of the 
final measure. As the factor scores and the 
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scale scores on the two scales were negatively 
associated, it can be concluded that, in general 
terms, increasing 'control' in an intimate 
relationship is assocated with less 'care'. We 
established that neither age, sex, nor social class 
had any influence on scale scores, another 
important property as it reduces the necessity to 
control rigorously for such variables in future 
case-control studies. The absence of any broad 
sex effect is somewhat surprising, but the absence 
of sex effects has also been noted by other 
writers (Waring & Reddon, 1983; Ryle, 1966) 
and it should be remembered that we had earlier 
deleted items which appeared at face value to be 
more specific or idiosyncratic to either sex. 

Our earlier decision should be briefly con­
sidered. Ifwe had left in overtly sex-specific items, 
then mean scale scores may have been influenced 
by sex of respondent and the measure might 
then be more sensitive to sexual differences in 
groups in any applied research. We preferred to 
develop a measure that would define central 
interpersonal dimensions, believing that such a 
measure would have greater utility in applied 
research. While we deleted a few obvious sex­
specific items in the early work, we still antici­
pated a sex effect on derived scale scores. That it 
has not emerged is an intriguing finding. 

While dimensions of' care' and 'control' may 
be central to intimate relationships, intimacy 
itself is defined as' a mutual needs' satisfaction' 
(Clinebell & Clinebell, 1970) and is in fact a bi­
directional concept, with each partner measuring 
the intimate bond in terms of their own needs 
as well as the ingredients provided by the 
other. Our measure is principally uni-directional, 
measuring the degree to which the intimate is 
perceived as demonstrating certain attitudes or 
behaviours, although the form in which the 
items were phrased on the self-report scale must 
introduce a bi-directional component. Thus, 
while intimacy may theoretically be best effected 
by the combination of 'high care' and 'low 
control', the po!)sibility should not be ignored 

that some individuals may judge a lesser degree 
of care as satisfactory . to their needs, white 
others may seek or reqmre a moderate or high 
degree of 'control' from their intimate. Thus 
while at this stage we would argue that we hav~ 
defined key structural parameters in intimate 
interpersonal relationships, the judgement of 
'intimacy' may require further assessment of the 
recipient's needs and satisfactions. Thus, our 
measure may well be complemented by one the 
dyadic adjustment scales which assess satisfac­
tion-related issues. 

Our derived Intimate Bond Measure (IBM) 
may be used to generate separate scale scores. 
Additionally, as for the Parental Bonding Instru­
ment (Parker et al. 1979; Parker, 1983), the scales 
may be used together, allowing four broad styles 
of intimate relationships to be defined. Provi­
sionally, we would label the 'high care - low 
control' quadrant as reflecting 'optimal inti­
macy', the 'high care-high control' quadrant as 
'affectionate constraint', the 'low care-high 
control' quadrant as 'affectionless control' and 
the 'low care-low control' quadrant as defining 
an absence of intimacy; but, as noted above, the 
bi-directional nature of intimate bonds must be 
conceded and our labels run the risk of insuffi­
ciently acknowledging this issue. We suggest 
that the IBM may be a simple and efficient 
measure of constructs central to intimate relation­
ships and be of use in risk and outcome studies. 
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APPENDIX 1. Instructions, items and scoring 

This questionnaire lists some attitudes and behaviours which people reveal in their close 
rdationships. Please judge your partner's attitudes and behaviour towards you in recent times and 
tick the most appropriate bracket for each item. 

Very Moderately Somewhat Not at 
true true true all 

I. Is very considerate of me (3)* (2) (I) (0) 
2. Wants me to take his/her side in an argument (Ill)t (II) (I) (0) 
3. Wants to know exactly what I'm doing and where I am (Ill) (II) (I) (0) 
4. Is a good companion 
5. Is affectionate to me 
6. Is clearly hurt if I don't accept his/her views 
7. Tends to try and change me 
8. Confides closely in me 
9. Tends to criticize me over small issues 

10. Understands my problems and worries 
11. Tends to order me about 
12. Insists I do exactly as I'm told 
I 3. Is physically gentle and considerate 
14. Makes me feel needed 
15. Wants me to change in small ways 
16. ls very loving to me 
17. Seeks to dominate me 
I 8. Is fun to be with 
19. Wants to change me in big ways 
20. Tends to control everything I do 
21. Show his/her appreciation of me 
22. Is critical of me in private 
23. Is gentle and kind to me 
24. Speaks to me in a warm and friendly voice 

• 'Care' scale, Arabic numerals. 
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RELIABILITY OF THE PARENTAL 
BONDING INSTRUMENT AND INTIMATE 
BOND MEASURE SCALES 

Kay Wilhelm and Gordon Parker 

The long-term reliability of the Parental Bonding Instrument (PBI) and of the 
Intimate Bond Measure (IBM) are examined in a non-clinical group, with data 
being examined over eleven and five years for the two respective measures. 
Such reliability data are compared with reliability data on a number of per­
sonality measures within the same cohort. Results demonstrate considerable 
stablllty In the PBI over an extended period and moderate stability in IBM 
scores. 

Australian and New Zealand Journal of Psychiatry 1990; 24:199-202 

The Parental Bonding Instrument (PBI) was 
developed to measure fundamental parental dimen­
sions of care and protection (control) and to allow 
quantification of any parental contribution to sub­
sequent psychiatric disorder. Reliability aspects (inter­
nal consistency and short-term test-retest reliability) 
were examined in the initial paper [I] and its validity. 
both as a measure of perceived and actual parenting, 
has been examined in several studies (2). 

If the PB) is a reliable and valid measure of subjects' 
retrospective memories of their parents in their first 
sixteen years, then adult subjects should return consis­
tent scores over time (ie show high test-retest 
reliability). 

The short-term reliability of the PBI has been ex­
amined in several studies. In the initial development 
paper I I), test-retest reliability in a non-clinical sample 
was 0. 76 for the care scale and 0.63 for the protection 
scale over a three-week interval. Subsequently. in a 
sample of depressives initially depressed and then 
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significantly improved, much higher correlation coef­
ficients (ranging from 0.87 to 0.92) were returned over 
a nine-week interval (2). The higher coefficients in this 
group, compared to the initial sample, were judged to 
reflect the greater motivation of patients (in com­
parison to volunteer or importuned non-clinical 
groups) to return questionnaire data conscientiously. 
Subsequently, in a US study [3) of depressed out­
patients attending the Yale Depression Research unit. 
48 depressives scored the PBI when depressed and 
some four-six weeks later when significantly im­
proved. PBI scores showed no significant change over 
time and the coefficients of agreement ranged from 
0.90 to 0.96 across the four scales. slightly superior to 
the Australian depressed sample. Test-retest reliability 
in a group of patients with schizophrenia has been 
examined (4) when the coefficients of agreement 
ranged from 0.58 to 0.77. This Jess impressive result 
was judged to be a reflection of the sample initially 
scoring the PBI shortly after admission to hospital with 
an exacerbation of their schizophrenia, with their 
judgement and ability to complete the self-report ques­
tionnaire impaired. This interpretation is supported by 
an American study [5] of 26 subjects with 
schizophrenia who completed the PBI form on two 
occasions a few weeks apart. with correlation coeffi-
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cients ranging from 0.79 to 0.88, with this sample 
being distinguished by the sample being selected from 
those attending a community mental health centre, and 
not assessed during a relapse. 

Medium-tenn reliability data have been provided 
(6), with correlation coefficients ranging from 0.79 to 
0.81 on the PBI for a non-clinical U.S. sample tested 
seven months apart. In the only published study (7) of 
the long-tenn reliability of the PBI, women were 
studied in the post-partum period and then two to four 
years (mean 30 months) later. Only the maternal PBI 
fonn was completed by subjects, and the authors 
reported that PBI scores were "remarkably stable over 
time" for different sub-groups of mothers who were 
either depressed on both occasions of testing, initially 
depressed and then recovered, or not depressed on 
either occasion. 

In this paper we examine the test-retest reliability of 
the PBI over a decade. The sample has been described 
elsewhere (8) and so details only will be summarized 
here. In September 1978, 380 students who had under­
taken a basic Arts or Science university course, and 
who were then completing a one-year training 
programme at the Sydney Teachers' College were 
approached in class and invited to participate in a 
longitudinal s1udy. While our key objective was to 
examine for sex differences in depressive experience 
over time, the students were not infonned about the 
specific hypothesis, but were given details on the 
range of topics (including depression) and develop­
mental issues that would be assessed longitudinally. 
Those subjects completed PBI data and 170 agreed to 
take part in the longitu~inal study, and so fonned the 
study cohort. then having a mean age of 23.1 years. 
Those taking part and those declining did not differ in 
PBI scores returned for each parent. Subsequently, we 
sought to interview the cohort serially, and self-report 
data were obtained from I 64 in 1983 and 163 in 1988. 
On each occasion the subjects were requested to com­
plete the orthodox PBI fonns (assessing parenting over 
the first 16 years). allowing us to compare PBI data 
collected over extended periods. 

The authors have also developed a measure of fun­
damental dimensions underlying adult intimate 
relationships (9). The test-retest reliability of that self­
report, the Intimate Bond Measure (or IBM) was as­
sessed in the initial paper, with a non-clinical sample 
returning data on two occasions over a three-six week 
interval, with reliability coefficients being very high 
at 0.80 and 0.89. That measure was given to our 

present cohort in 1983 and in 1988 and we now report 
the test-retest reliability over a five-year interval. It 
must be kept in mind, however, that subjects would 
not necessarily be scoring the same "intimate" on both 
occasions, so that we report consistency data for the 
whole sample and for a sub-sample of those who were 
married in 1988 and had rated the same "intimate" in 
1983 - a fairer test of the measure's reliability. On each 
occasion, subjects were asked to score characteristics 
of the intimate "in recent times", the IBM being more 
a measure of state or current characteristics. 

We also take the opportunity to report test-retest 
reliability over the same extended period for a number 
of other measures. We do that for several reasons. 
Firstly, such reports are rare and, more importantly, 
those data provide some basis for comparison against 
the PBI and IBM. It is generally suggested that per­
sonality is constant and we might therefore expect that 
high test-retest reliability would be demonstrated for 
personality measures and give a base quantitative es­
timate of reliability against which we could judge PBI 
data, in particular. That is, if personality is immutable, 
then self-report measures of personality should show 
a high level of constancy, being weakened only by 
response biases and state effects (eg depression) which 
are generally accepted to influence self-report scoring. 
Thus, we would expect that if the PBI is a reliable 
measure, reliability coefficients should be similar to 
those returned on. personality measures. The per­
sonality measures considered were the Eysenck Per­
sonality Inventory neuroticism scale (10). the 
Rosenberg self-esteem scale, [ 11] the dependency · 
scale from the Depressive Experiences Questionnaire 
[ 12], the Costello-Comrey trait depression scale [ 13] 
which was designed to measure a "person·s tendency 
to experience a depressive mood", and the Bern sex 
role inventory (14] (with masculinity, femininity and 
social desirability sub-scales), the last being ad­
ministered in 1983 and 1988 only. Finally. we report 
data on the Wilson-Lovibond state measure of depres­
sion [ 15] to again allow comparison against the ··trait·· 
measures, anticipating that much lower levels of 
agreement should be demonstrated on a state measure 
over time. 

Results 

Table I reports the mean data returned for the 
several measures, and the level of constancy over time, 
with three intervals (1978- I 983, I 983- I 988, and 
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r Table I. Consistency in scores examined 
O\'er time 

Mean score Consistency 
coefficients (r) 

1978 1983 1988 A B A 
with with with 

(A) (B) (C) B C C 

PBI 

Maternal care 26.3 26.2 26.3 0.72 0.82 0.63 
Maternal protection 14.8 13.8 13.8 0.74 0.76 0.68 
Paternal care 21.9 21.7 21.4 0.80 0.82 0.72 
Paternal protection 13.0 12.1 11.9 0.69 0.67 0.56 

IBM 

Intimate care 
(whole group) NIA• 30.6 29.5 NIA 0.50 NIA 
Intimate control 
(whole group) NIA 6.7 6.9 NIA 0.49 NIA 
Intimate care 
(sub-group) .. NIA 31.5 30.2 NIA 0.48 NIA 
Intimate control 
(sub-group) NIA 6.5 7.0 NIA 0.49 NIA 

Personality 

1 Neuroticism 9.0 8.7 8.7 0.54 0.68 0.50 
1self-esteem• .. 1.6 1.0 0.9 0.43 0.61 0.48 
I Dependency 52.6 52.8 53.7 0.64 0.64 0.55 
i Trait depression 31.3 31.2 29.4 0.64 0.65 0.46 

I 
Sex role Inventory 

i 

I Masculinity NIA 4.6 4.7 NIA 0.56 NIA 
, Femininity NIA 4.7 4.8 NIA 0.62 NIA 
: Social desirability NIA 5.2 5.3 NIA 0.57 NIA 

State depression 57 .0 55.2 55.3 0.25 0.23 0.1 , 

'· NIA= not assessed 
" Those nominating the same intimate in 1983 and 
1988 (N=96) 

, ••• Higher scores indicate lower self-esteem 

L,_______----~--------------~ 

1978-1988) being examined. Mean scale scores were 
generally stable for most measures apart from self-es­
teem, which showed a distinct improvement from 
1978 to 1983 (t = 4.80, P<0.001) and from 1978 to 
1988 (t = 5.82. P< 0.00 I) but no change from l 983 to 

1988 (t = 0.87, ns). In a similar, but less distinct 
fashion, depression scores decreased from 1978 to 
1988, both on the trait (t = 2.03, P<0.05) and state (t = 
2.21, P<0.05) measures. 

Presumably because of the large sample size (for 
mean scores were very similar), two significant dif­
ferences were established for the PBI and the IBM 
measures. Thus paternal protection scores dropped 
from l 978 to 1988 (t = 2.12, p<0.05) while IBM care 
scores decreased from 1983 to 1988 (t=2.86, p<0.05). 
Scores were generally more consistent in the interval 
1983-1988, when the cohort had left university and 
most were in full-time employment. The data for the 
I I-year interval (1978- I 988) show slightly less con­
sistency. presumably reflecting changes in attitudes 
over the lengthier assessment period. The test-retest 
consistency in PBI scores is extremely impressive for 
all three test intervals. Thus, the mean correlation 
coefficients were 0.74 (1978-1983), 0.77 ( 1983-1988) 
and 0.65 ( 1978-1988), contrasting with the four per­
sonality measures which returned mean correlations of 
0.56, 0.64 and 0.50 respectively. Additionally, the 
correlation coefficients for the PBI were superior to 
each individual personality test. Stability in IBM 
scores (both for the whole sample and for the sub­
group scoring the same partner) was moderate from 
1983 to 1988 and clearly less stable than PBI scores, 
as might be anticipated for a state measure. Finally, the 
test-retest reliability of the state depression measure 
was low, as anticipated. 

Discussion 

The sample allows a "best estimate" of reliability, 
in thal it involved a non-clinical group, comprising 
volunteers who were prepared to take part in a lon­
gitudinal study and who were. at each review period. 
judged to be generous in giving their time for extended 
interviews and open in their discussion with the inter­
viewers. Thus. we judge that sample members were 
likely to have completed self-report measures con­
scientiously and as accurately as possible. Additional­
ly. being a non-clinical sample, it is unlikely that mood 
disturbance or related factors weakening reliability 
estimates would have been over-represented in the 
sample. The data set therefore offers a "best estimate" 
potential for any examination of reliability and it 
would be unlikely that non-volunteer or certain clini­
cal groups would return such high levels of agreement. 
Thus. we acknowledge the unique characteristics of 
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the cohort but suggest that such a group is the ap­
propriate one for such an examination. 

The test-retest reliability of the PBI is clearly im­
pressive, both intrinsically when the correlation coef­
ficients are examined and, secondly, in comparison to 
the "personality" tests which we used as our compara­
tive base. Jorm (16] considered the test-retest consis­
tency of trait anxiety/neuroticism measures, and 
referenced work giving a correlation of 0.54 over the 
four-six years and 0.40 over 30 years, with lower 
levels for state measures of anxiety. Those data are 
compatible with our neuroticism score data, and there­
fore support the likely accuracy of the latter. 

The test-retest data for the IBM are somewhat less 
impressive and, as we undertook a separate analysis 
on those in stable relationships with similar results, 
findings cannot reflect a sub-sample scoring different 
intimates over time. As the IBM is a measure of current 
intimate relationships. some change in the perception 
of the spouse or intimate would be anticipated over 
time, particularly in such a sample of young adults. 
While change in parenting over the years might also 
be theoretically anticipated, the PBI. by contrast, is 
designed deliberately to obtain an overall gestalt of the 
parent or "product moment of innumerable experien­
ces" so that the instructions effectively force some 
overall judgement in an attempt to minimise variation 
at different developmental stages. 

Each of the "personality" measures returned similar 
levels of consistency over time despite some of them 
(eg trait depression) conceivably being more likely to 
be influenced by mood state and therefore potentially 
unstable over an extended period. The extent to which 
they necessarily reflect intrinsic personality, however, 
cannot be addressed by such a study design. 

We conclude then that the PBI is a highly reliable 
measure over an extended period, supporting its claim 
to be accurate measure of perceived parenting, and so 
useful in quantifying any parental risk to subsequent 
psychiatric disorder in adulthood. 
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