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Abstract 
This study investigates the impacts of organizational innovation, technological innovation and absorptive 
capacity on product innovation as well as examines the antecedents of technological innovation and 
organizational innovation in one of the Tertiary Education Institutions in Malaysia. A total of 600 samples were 
distributed to the tertiary students. A questionnaire survey was adopted as the main method of data collection and 
structural equation modeling was applied as a data analysis tool. The findings indicate that: (1) Organizational 
innovation, technological innovation and absorptive capacity are positively related to product innovation 
respectively; (2) Technological innovation positively mediates the relationship between organizational 
innovation and product innovation; (3) Technological innovation positively mediates the relationship between 
absorptive capacity and product innovation; (4) Organizational innovation positively mediates the relationship 
between absorptive capacity and technological innovation; (5) Organizational innovation positively mediates the 
relationship between absorptive capacity and product innovation. The findings of this study do provide relevant 
theoretical, managerial and policy contributions in the literature. 

Keywords: absorptive capacity, technological innovation, organizational innovation, product innovation 

1. Introduction 
The evolution of innovation concepts and models had been presented in the literature since 1890s. Innovation is 
a multiple discipline area in which it encompasses economics, politics, law, science, education, sociology, 
anthropology and religion (Redfield et al., 1936; Barnett, 1953). Schumpeter was one of the pioneer economists 
that creating the classification of technical change types in year 1912 and the destruction concept of innovation 
in year 1932 and 1934 (Schumpeter, 1942). After the Second World War, the works on innovation were initiated 
by a few scholars, such as economics of technological change proposed by Maclaurin (1947, 1949, 1953); 
conceptualization of technological innovation as new combination of means of production (Lange, 1943); 
innovation as commercialized invention in new product concept (Jewkes, 1958) and the emergence of 
organizational innovation concept (Cole, 1959). Innovation has been identified as the main factor for 
strengthening the competitiveness of the organizations (OECD, 1991) and innovation also changes the 
organization’s product market domain (Floyd & Lane, 2000). From the perspective of “change of technological 
paradigm”, a few key innovation models were presented, including the innovation process (Utterback, 1975; 
Cooper, 1980), technological innovation (Damanpour & Aravind, 2011), management innovation (Vacaro, 2010), 
organizational innovation (OECD, 2005) and product innovation (Pine e Cunha et al, 2014). However, these 
researchers fail to make a distinction between these types of innovation and how these innovations interact with 
each other in the innovation study. Therefore, this research will primarily focus on studying the interaction 
effects among the product innovation, organizational innovation and technological innovation. According to 
Chesbrough (2003), some firms in the high-technology industries have shifted their innovation efforts from a 
“Closed Innovation Model” to an “Open Innovation Model”. Open Innovation can be defined as “the use of 
purposive inflows and outflows of knowledge to accelerate internal innovation, and expand the markets for 
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external use of innovation, respectively" (Chesbrough, 2003, p. 1). In order to gain inflows and outflows of 
knowledge, firms should have to get “absorptive capacity” to obtain knowledge. However, there is a lacking of 
study in evaluating the role of absorptive capacity in mediating the relationships among the product innovation, 
organizational innovation, technological innovation. 

The main objective of this research is to evaluate the interactive effects among absorptive capacity, 
organizational innovation, technological innovation and product innovation. The second objective of this study is 
to evaluate the determinants of product innovation in the tertiary education sector in Malaysia. Nowadays, the 
tertiary education institutions are highly competitive because of the rapid changes and the stringent policies 
required in the educational environment, new technology, variety of the academic programs, and the requirement 
of having higher knowledge management capacity in implementing the transformation process in the tertiary 
education sector (Herbst & Conradie, 2011). 

2. Literature Review 
2.1 Theoretical Background 

A firm's absorptive capacity is closely related to its innovation. According to Cohen and Levinthal (1990), 
absorptive capacity theory elaborated that the ability of a firm to learn from others may enable the firm to 
improve its own R&D. Therefore, absorptive capacity theory is an important argument in which the firm internal 
R&D need to be integrated with the external knowledge (Cohen & Levinthal, 1990). Theoretically, the 
absorptive capacity concept can be identified in the field of organizational learning (Huber, 1991); dynamic 
capabilities (Monwery, Oxley & Silverman, 1996) and knowledge management (Chiva & Alerge, 2005). 
Learning theories can be considered as the creation and application of knowledge at various levels; the centrality 
of learning is related to the organizational performance; the construction of learning can be at the individual and 
group levels; and the ways in which individual learning can become an organizational property (Argyris & 
Schon, 1978; Senge, 1990; Nonaka & Takeuchi, 1995; Cook & Brown, 1999). According to Teece, et al. (1997), 
“dynamic capabilities theory” encompasses the ability of firms to learn and to sense the need for changes and 
then reconfigure internal and external competences to seize opportunities in the rapidly changing environments. 
"Dynamic capabilities theory" asserted that the firm will be able to create, transfer, assemble, integrate and 
exploit its dynamic knowledge assets and capabilities that hardly to be imitated by the competitors (Teece, et al., 
1997).  

2.2 Product Innovation 

Organizational renewal involves the building and expansion of organizational competences over time, often 
involving a change in the organization’s product market domain (Floyd & Lane, 2000). According to Floyd and 
Lane (2000, p. 155), ‘a theory of strategic renewal must recognize that maintaining adoptiveness requires both 
exploiting existing competencies and exploring new ones.’ Eisenhardt and Martin (2000) argued that acquisitions, 
alliance formation and product innovation are some of the organizational activities that serve to renew and 
reconfigure organizational resources. Eisenhardt and Martin (2000) also asserted that product development is a 
dynamic capability of the firm because of its ability to alter the resource configuration of the firm. Helfat and 
Raubitschek (2000) argued that organizational capabilities and products co-evolve over time. Therefore, this 
research would like to assess the impacts of the organizational capabilities (such as absorptive capacity, 
technological innovation and organizational innovation) on product innovation. 

Product innovation can be defined as the development or creation driven by a desire to improve the properties 
and performance of completed products (Lager, 2002). Product innovation is traditionally at the core of the 
innovation strategy. It encompasses the creation of radically new products (characterized by new functions, new 
functional principles, less functions, and additional functions) as well as the incremental change and / or 
improvement of existing products (Ettlie, Bridges, & O'Keefe, 1984; Pleschak & Sabisch, 1996; Tidd, Bessant & 
Pavitt, 2005; Disselkamp, 2005; Reichwald & Piller, 2006; Krubasik & Pale, 1988). Therefore, product 
innovation includes “new products or services introduced to meet an external user or market need” (Damanpour 
& Gopalakrishnan, 2001, pp. 47-48). However, research also shows that product innovation could be risky for 
the organization. According to Gupta and Wilemon (1990), the risks may involve the poor definition of product 
requirements; poor project management; lack of senior management support; lack of resources; and 
technological uncertainty can impede product development efforts. 

2.3 Technological Innovation  

Technological innovation can be the source of competitive advantage and value creation for organization 
operation (Spende, 1996). Technological innovation is defined as a technology new to the firm in which the 
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innovation can be in the form of incremental, radical, ultimate, modest, pioneering, modified, and discontinuous 
(Grulke & Sibler, 2003; Christense & Raynor, 2003). Drawing on the definition offered by Tushman and 
Anderson (1986, 1990), these types of innovations are characterized by a technical advance so significant that no 
increase in scale, efficiency, or design can make older technologies competitive. Murat and Baki (2011) as well 
as Guan and Liu (2007) operationalise the concept of technological innovation that encompasses the rate of 
process innovation into the firm; firm focuses on process innovation; perception of novelty of new processes 
offered; and make full use of external technology to spearhead the process innovation. There are two yardsticks 
to measure the technology innovation, including (1) Perception of the market: market novelty, new functions 
proposed to customers; and (2) Strategic output: impact on the competitive position of the firms (Cooper, 1979; 
Cooper & de Brentani, 1991; Ali et al., 1995). According to Durand (1992), there are three different perspectives 
can be adopted to analyze the intensity and the significance of technical change, including: 1) Technological 
input: technical novelty or scientific merit; 2) Competence throughput: new requirements on the competencies 
(resources, skills and knowledge); and 3) transilience.  

Technological innovation is closely related to the techno-economic paradigm. According to Coccia (2005), the 
techno-economic paradigm encompasses clusters of radical and incremental innovations and it embraces several 
'new technology systems'. As the result of emerging techno-economic paradigm, the concept 'technological 
regime' was created in studying the research in related to the technology innovation. In addition, the shifting of 
Techno-economic paradigm is relied on the combinations of radical product, process and organizational 
innovations. Moreover, the market pull and technology push will be generated from technological innovation 
(Darroch & Jardine, 2002) and for this reason innovations are often characterized as incremental versus radical. 
Dosi (1988) stated that an incremental innovation is more likely to be a market pull innovation; while Van de 
Ven and Garud (1993) asserted that the radical innovation is normally generated by scientists and often 
incorporates new technologies or new combinations of existing technologies. Therefore, radical innovation is 
often a technology push innovation (Cooper, 1979; Green et al., 1995; O’Connor, 1998). However, the firms has 
been facing the increased competition and an accelerating pace of technological change, the non-technological 
innovation has been identified but which is more challenge and difficult to replicate (Teece, 1986). The 
non-technological innovation has been recognized as administrative innovation, organization innovation and 
management innovation (Damanpour & Aravind, 2011). 

2.4 Organizational Innovation 

The first scientific studies on innovation in firms were on administrative innovation in which administrative 
innovation was defined as concerning changes in organizational structure and human resource practices (Daft, 
1978; Damanpour & Evan, 1984; Damanpour, Szabat, & Evan, 1989; Damanpour, 1991; Ettlie & Reza, 1992). 
Currently, more research papers refer innovation in firms as the management innovation (Hamel, 2006, 2007, 
2009; Mol & Birkinshaw, 2009); organizational innovation (OECD, 2005; Armbruster et al., 2006; Battisti & 
Stoneman, 2010); or managerial innovation (Damanpour & Aravind, 2011). Damanpour and Aravind (2011, p. 
35) argued that the definitions of administrative, organizational and management innovations overlap remarkably. 
Particularly, organizational innovation can be viewed as the implementation of a new organizational method in a 
firm's business practices, workplace organization, or external relationships (OECD, 2005). The character that 
differentiates the organizational innovation from other organizational changes is the implementation of an 
organizational method that has not been applied before in the firm and that is the result of strategic management 
decisions (OECD, 2005). According to the OECD (2005), organizational innovation in business practices 
comprised the implementation of new methods for organizing routines and procedures, such as establishing 
databases for best practice, improving worker retention, or introducing management systems. However, most of 
the definitions created for organizational innovation or management innovation include the use of new 
managerial concepts and practices (Armbruster et al., 2006, 2008; Birkinshaw et al., 2008). As the definitions of 
organizational innovation differ in the literature, it is suggested that a further twist to the definition of 
organizational innovation (OECD, 2005; Armbruster et al., 2006, 2008; Battisti & Stoneman, 2010) is required. 
Organizational innovation is defined as the foundation for the firm’s sustainable performance as well as the 
growth engine of the firm (Santos, Doz, & Williamson, 2006). Santos et al. (2006) asserted that the components 
of information technology that are adopted in the organizational innovation may enable the firm to force its 
competitors to create new specialized knowledge that focusing on the firm survival and growth cycle. Thus, 
Lloyd and William (2014) proposed a simple yet comprehensive conceptualization of the organizational 
innovative process that comprising broad stages: 1) knowledge accumulation; (2) formulation of an innovation; 
(3) decision; (4) implementation; and (5) diffusion.  
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2.5 Absorptive Capacity 

The concept of “absorptive capacity” (Flatten et al., 2011) has been used in investigating knowledge transfer 
between organizations (Andersén & Kask, 2012). Theoretically, the absorptive capacity concept can be identified 
in the field of organizational learning (Huber, 1991), dynamic capabilities (Mowery, Oxley, & Silverman, 1996), 
and knowledge management (Chiva & Alegre, 2005). Cohen and Levinthal (1990) stated that most of the authors 
only slightly modify the definition of absorptive capacity. According to Kim (1997, 1998), the absorptive 
capacity can be defined as the capacity to learn and solve problems. Cohen and Levinthal (1990) defined 
absorptive capacity as the “ability of the firm to recognize the value of new, external information, assimilate it 
and apply it to commercial ends”. Andersén (2012), Martinkenaite (2012) and Tseng et al. (2011) defined 
absorptive capacity as “the capability of recognizing, assimilating, and applying external knowledge”. Zahra and 
George (2002, p. 186) further defined the absorptive capacity as “a set of organizational routines and processes 
by which firms acquire, assimilate, transform and exploit knowledge to produce a dynamic organizational 
capability that “pertaining to knowledge creation and utilization, which enhances a firm’s ability to gain and 
sustain a competitive advantage”. Zahra and George (2002) separate the absorptive capacity structure into two 
main dimensions: potential absorptive capacity (the capability to acquire and assimilate knowledge) and realized 
absorptive capacity (the transformation and exploitation of knowledge). In addition, absorptive capacity also 
consists of three dimensions: “i) the firm’s relationship to its external environment; ii) the structure, routines, and 
knowledge base of the main value creation group(s); and iii) individuals’ absorptive abilities” (Matusik & Heeley, 
2005, p. 550). Several researchers have found that absorptive capacity could be exploited to measure the ability 
or power of an organization to apply outside knowledge (Koza & Lewin, 1998). Kedia and Bhagat (1988) stated 
that there are few scholars used absorptive capacity to describe an organization’s receptivity to technological, 
organizational and product innovations.  

2.6 The Relationships among Product Innovation, Organizational Innovation, Technological Innovation and 
Absorptive Capacity 

The relationships among product innovation, organizational innovation, technological innovation and absorptive 
capacity are illustrated in the extant literature. Guan and Liu (2007) asserted that the technological innovation 
and organizational innovation have the integrated and interactive relationship. While Jose Garrido and Camarero 
(2009) stated that “technological innovation can be effectively practiced with the aid of organizational 
innovation”. The study from Garrido and Camarero (2009) also proved that there is a relationship between 
technological innovation and product innovation as well as the “product innovation can be effectively practiced 
with the aid of organizational innovation”.  

In related to the concept of absorptive capacity, Rahomee Ahmed Aljanabi et al. (2014) confirmed that the 
absorptive capacity is working well in corresponding with technological innovation because their study revealed 
that “technological innovation can be effectively practiced with the aid of absorptive capacity” in which the 
absorption of external knowledge can be pushed for technology improvement and changing. Besides, Chen and 
Chang (2012) confirmed that “absorptive innovation can be effectively practiced with the aid of organizational 
innovation.” Cantner and Pyka (1998) argued that building up “the absorptive capacity is a superior strategy for 
acquiring external knowledge for product innovation.” Therefore, Murovec and Prodan (2008) concluded their 
research finding by asserting that there is a “strong positive and statistically significant relationship between the 
extent of the absorptive capacity and the extent of product innovation.”  

However, there is a lacking of study in evaluating the role of absorptive capacity in mediating the relationships 
among the product innovation, organizational innovation, and technological innovation. The extant literature 
only concludes the antecedent relationships between absorptive capacity and technological innovation (Aljanabi 
et al., 2014); absorptive capacity and product innovation (Murovec & Prodan, 2008); technological innovation 
and product innovation (Garrido & Camarero, 2009); organizational innovation and product innovation (Garrido 
& Camarero, 2009); organizational innovation and technological innovation (Guan & Liu, 2007; Garrido & 
Camarero, 2009); technological innovation and product innovation (Garrido & Camarero, 2009). Based on the 
above findings, it is clearly a lacking of evaluating the mediating relationships for the following: (1) 
organizational innovation mediated the relationship between absorptive innovation and technological innovation; 
(2) organizational innovation mediated the relationship between absorptive capacity and product innovation; and 
(3) technological innovation mediated the relationship between absorptive capacity and product innovation. Thus, 
these findings from the extant literature create research gaps for this research and conceptual framework has 
been proposed in Figure 1. From the conceptual framework, ten hypotheses were established for further 
verification (as highlighted in Table 2). 
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Figure 1. Proposed conceptual framework  

 
Table 1. Hypotheses for this research 

H1: Technological innovation is positively related to product innovation. 

H2: Organizational innovation is positively related to product innovation. 

H3: Organizational innovation is positively related to technological innovation. 

H4: Technological innovation mediates the relationship between organizational innovation and product 
innovation. 

H5: Absorptive capacity is positively related to product innovation. 

H6: Absorptive capacity is positively related to technological innovation. 

H7: Technological innovation mediates the relationship between absorptive capacity and product innovation. 

H8: Absorptive capacity is positively related to organizational innovation. 

H9: Organizational innovation mediates the relationship between absorptive capacity and technological 
innovation. 

H10: Organizational innovation mediates the relationship between absorptive capacity and product innovation. 

 

3. Methodology 
From the research methodology perspective, quantitative research was adopted in this study because a large scale 
of survey research study would be carried out with the intention to examine the theoretical relationships between 
variables that are measured numerically and analysed by using a range of statistical techniques to ensure data 
validity (Saunders et al., 2012; Kumar, Talib, & Ramaysh, 2013). Primary data would be collected via 
cross-sectional study. A total of 600 tertiary students participated in this study via self-administrated 
questionnaire survey by rating the items in related to the innovations and absorptive capacity. A systematic 
sampling technique was applied in this research to identify the relevant samples. 

All the scale measurements for the tested constructs in this research were sourced by the relevant literature, 
including the absorptive capacity was measured by five items that sourcing from Chen (2012); technological 
innovation was measured by four items that sourcing from Garrido and Camarero (2009); organizational 
innovation was measured by three items that sourcing from Garrido and Camarero (2009); product innovation 
was measured by three items that sourcing from Murovec and Prodan (2008). All the tested items would be 
evaluated by five point Likert scale, ranging from 1 (strongly disagree) to 5 (strongly agree).  

A pilot test was carried out to ensure all items in the questionnaire were understandable, clear and readable and 
gave researchers the opportunity to make important amendments (Zikmund et al., 2010). Upon receiving 543 
valid questionnaires from the actual survey, a series of statistical analysis were performed, including preliminary 
analysis, descriptive analysis, scale measurement and inferential analysis.  
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4. Data Analysis 
4.1 Preliminary Analysis 

For the purpose of ensuring the quality of the research findings, different preliminary analyses were evaluated in 
this research, including non-response bias analysis, common method variance analysis and the test of normality 
assumption. 

According to Armstron and Overton (1977), there are many approaches to deal with non-response bias. Armstron 
and Overton (1977) advocated that a more rigorous process of applying the extrapolation method, for instance 
the adoption of a two tail T test to ensure that the target sample set was similar with respect to those respondents 
who had submitted early and those who had submitted late with prompting. Baxter et al. (2012) proposed that 
independent sample T-test will be used to evaluate non-response bias analysis if there is a difference between 
their responses. Armstron and Overton (1977) and Baxter et al. (2012) suggested a rule of thumb for identifying 
non-response bias at the p>0.05 level, which can be concluded as a significant difference and implied the 
existence of non-response bias. Based on the statistical finding for this survey, the outcome of the non-response 
bias analysis based on ethnicity in this research was found to be non-significant because p=0.017 (less than 0.05). 
In other words, the finding revealed that “in two-tail test for non-response bias, no questions were found to have 
a significant statistical difference. Thus, the sample can be treated as a single data set as Non-response bias was 
not evident” (Mathews, 2011, p. 8). After completing the non-response bias analysis, the researcher will proceed 
to conduct common method variance analysis (Podsakoff et al., 2003; Chang et al., 2010)  

Podsakoff, MacKenzie, Lee and Podsakoff (2003) as well as Bagozzi and Yi (1991) claimed that response bias 
could be one of the systematic measurements errors that creating suspicion on validity of the relationship 
between the constructs being estimated. In addition, the systematic error variance could lead to confounding 
empirical outcome and provide misleading conclusion (Campbell & Fisk, 1959). Therefore, Podsakoff et al. 
(2003) suggested that the effect of common method variance on the outcome of the research study can be 
minimized by applying statistical methods known as Harman single-factor test. According to Podsaoff et al. 
(2003, p.889), “the Harman single-factor test requires loading all the measures in a study into an exploratory 
factor analysis, with the assumption that the presence of CMV is indicated by the emergence of either a single 
factor or general factor accounting for the majority of covariance among measures” and Harman single-factor 
test can be used as a diagnostic technique that “actually does nothing to statistically control for (or partial out) 
method effects”. If common method bias is a problem, a single factor will account for most of the variance in the 
construct model, which may with variance more than 50% (Podsaoff et al., 2003). Therefore, this research 
exploited the Harman’s single-factor test to evaluate the common method bias. In order to detect the effect of 
common method variance on the outcome, the data was analyzed and taking all the items for factor extraction 
keeping the number of factors equal to 1 in the exploratory factor analysis via SPSS software operation. Based 
on the statistical finding in this research, the percentage of variance extracted for factor was 35.69% in which 
this figure was less than 50% rule of thumb. Therefore, the data does not provide the problem of common 
method bias in this research. The next section will assess the assumptions of normality. 

Researcher should ensure that the distribution of responses is normally distributed before performing any 
statistical testing and analysis. According to Hair et al. (2010), normality can be referred to “the shape of data 
distribution for an individual metric variable and its correspondence to the normal distribution”. The statistical 
tests for normality via AMOS software would be carried out. These statistical tests included skewness and 
kurtosis, Kolmogrove-Smirnov test, and Critical Ratio (as indicated in the Confirmatory Factor Analysis output). 
In addition, multicollinearity analysis would be evaluated in this research to assess the independence assumption 
of the normality distribution of the data. Besides, distribution of standardized residual will be evaluated to assess 
the multivariate normality in this research. 

Based on the statistical output from the Kolmogrove-Smirnov test (KS test), the significant p value is 0.0001 in 
which the figure is less than 0.05 (the rule of thumb), it can be concluded that the collected data is significantly 
different from normal distribution. However, Field (2013) has warned that in large samples, 
Kolmogorov-Smirnov Statistic test can be significant even when the scores are only slightly different from a 
normal distribution. Therefore, it is recommended to interpret the results of Kolmogorov-Smirnov Statistic test 
in conjunction with the values of Skewness and Kurtosis (Field, 2013). 

The evaluation of skewness and kurtosis is highly related to the degree of standard deviation. According to 
Howell (2013, p.41), the standard deviation is “defined as the positive square root of the variance” and it is 
generally applied to test the average deviation of all scores from the mean. Based on the figures of the standard 
deviation, a researcher has to learn the score standardization about a normal distribution because Gravetter and 
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and Variance Inflation Factor (VIF): the value for Variance Inflation Factor (VIF) for all the constructs were less 
than 5.0 [rule of thumb as indicated by Hair et al. (2010)] in which the range of VIF in the finding was ranging 
from 1.161 to 1.358; while the values of Tolerance for the independent constructs were more than 0.1 [rule of 
thumb as indicated by Hair et al. (2010)] in which the Tolerance Values in the finding was ranging from 0.731 to 
0.861. The findings of tolerance values and VIF of the present study showed that there is no problem for the 
multicollinearity. Therefore, the independence assumption of the normality test can be identified based on the 
multicollinearity analysis.  

According to Diamnantopoulos and Vrontos (2010), multivariate normality can be evaluated by examining the 
distribution of standardized residual. Tabachnick and Fidell (2001) stated that residuals in the context of 
Structure Equation Modelling are residual covariance. Hair et al. (2010) stated that standardized residual (SR) 
can be directly comparable and the values of standardized residual can be in the form of positive and negative. 
According to the rule of thumb proposed by Hair et al. (2010), the values of standardized residual between |2.5| 
and |4.0| deserve some attentions because the value indicates that it may be need to perform changes in the 
measurement model due to the problems associate with items. Based on the statistical output of the AMOS in 
Figure 2, the highest values of standardized residual can be notified between ORG_INN 1 and ABS 1(-1.493) 
and ORG_INN and PRO_INN 1(-1.355) respectively. These values are far below the rule of thumb. In 
conclusion, the finding from the standardized residuals indicates that the data is normally distributed.  

 

Figure 2. Standard residual for measurement model 

 

4.2 Descriptive Analysis 

A total of 600 sets of questionnaire were distributed to the respondents in the survey and there was a total of 543 
usable questionnaires could be used in the data analysis. Therefore, the response rate in this research is 90.5%. 
The respondent’s demographic profile was classified into four types, including gender, age, and ethnicity and 
education level. The descriptive statistics revealed that there were 291 male (53.6%) and 252 female (46.6%) 
respondents took part in this survey. In terms of the age distribution, majority of the respondents is within the age 
group of 20-23 years old that representing 90.7% (487) of the sample. For the Ethnicity attainment of the 
respondents, 497 respondents are Chinese, representing 92.6% of the samples. In related to the educational 
attainment of respondents, majority of the respondents are undergraduate degree holders that constitute 420 
respondents (78.2%) of the samples. The demographic configuration of this study was presented in Table 4. 
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Table 4. Demographic composition of main test respondents 

Demographic Feature Frequency n=543 Percentage of Respondents 

Gender 291 Male - 53.6%  

252 Female – 46.4% 

Age 41 Below 20 years old – 7.6% 

487 20-23 years old – 90.7% 

7 23 years old above – 1.3% 

Ethnicity 497 Chinese – 92.6% 

8 Malay – 1.5% 

27 Indian – 5.0% 

5 Other- 0.9% 

Educational Level 1 SPM / UEC / STPM / Foundation on the year / Equivalent – 0.2% 

108 Diploma– 20.1% 

 420 Degree–78.2% 

 1 Other–0.2% 

 

4.3 Scales Measurement 

4.3.1 Reliability 

Reliability is one of the important scale measurement methods to evaluate the internal consistency and stability 
of the items or indicators for the respective constructs. Hair et al. (2010) asserted that internal consistency of the 
scales (referring to the Cronbach Alpha Coefficient) have to be more than 0.70 for the internal consistency to be 
assumed. Based on the statistical finding in Table 5, all the constructs in this study were represented with good 
reliability values more than 0.70 (Cavana et al., 2001) and this indicated high internal consistency and stability 
among their items in measuring the constructs. 

 

Table 5. Reliability coefficient of the items in main study 

Construct Cronbrach Alpha Ranking 

ABS 0.851 Very Good 

PRO_INN 0.822 Very Good 

ORG_INN 0.794 Good 

TEC_INN 0.833 Very Good 

 

4.3.2 Confirmatory Factory Analysis (CFA) 

In the structural equation modelling, confirmatory factor analysis is also known as measurement model. Before 
assessing the validity of the measurement model, the proposed conceptual model needs to be evaluated for fit 
with the data by conducting Goodness-of-fit (GOF) indices measurement. GOF presented how well the model 
reproduces the covariance matrix among the indicator items (Hair et al., 2010). Hair et al. (2010) claimed that 
what GOF can show itself by comparing theory to reality, which is completed by evaluating the similarity of the 
estimated covariance matrix with observed covariance matrix. In other words, the objective of assessing the 
measurement model validity is to evaluate the GOF and construct validity of the model (Hair et al., 2010). As 
proposed by Hair et al. (2010), three GOF tools will be employed in this research, including the absolute fit 
measures, incremental fit measures and parsimonious fit measure. The GOF of data for the model in this research 
is shown in Table 6. The data of GOF indicated that the X2 =122.988, P=0.004, while the goodness of fit 
indicators presented acceptable fit X2/df=1.46, GFI=0.971, CFI=0.998, AGFI=0.958, RMSEA=0.029 and 
AIC=194.988. All fit indices meet the guidelines of the cut off value, it can be concluded that the model fit is 
accepted.  
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Table 6. Results of goodness-of-fit test for measurement model 

Goodness-of-Fit 
(GOF) measures 

Statistic 

Indices 
Recommended Value 

CFA 

Outputs 
Outcome 

Absolute Fit 
Measures  

Chi-square 
(X2) 

The 0.05 significant 
level is recommended as 
the minimum accepted, 
and level of 0.1 or 0.2 
should be exceeded 
before non-significance 
is confirmed (Hair et al., 
2010)  

X2 
=122.988, 

P =0.004 
(< 0.05)  

The p value for the X2 indicates that there is a discrepancy 
between estimated model and observed model. The 
conclusion cannot be solely based on this indicator because 
the finding is affected by big sample size. 

However, the impact of sample size on X2 has been noted 
in extant literature (Marsh & Balla, 1986; Buntler & 
Bonnett, 1980; Steven, 1996). It has been noted that “a 
model stands the best chance of generating acceptable X2 if 
it is tested against a smaller sample” (Buntler & Bonnett, p. 
571). Complex models with large samples sizes (200 and 
above) are sometimes unfairly rejected (Marsh, Balla, & 
Hau, 1988). 

Due to the influence of sample size on X2, a variety of 
other goodness of fit indices has been developed to stem 
the effect of sample size on goodness of fit (Marsh & 
Balla, 1986). For example, it has been noted that RMSEA 
and CFI seem to be less sensitive to sample size issues 
(Fan, Thompson & Wan, 1999). 

While the outcome of the test of X2 is unacceptable, the 
effect of sample size is considered to have had a 
considerable influence on this outcome (Marsh & Balla, 
1986; Buntler & Bonnett, 1980; Steven, 1996). As a result, 
other goodness of fit indices are considered as proposed by 
extant scholars (Marsh & Balla, 1986). 

GFI *> 0.9 (good fit) (Sivo 
et al., 2006; 
Schermelleh-Engel et 
al., 2003)  

*Higher values indicate 
better fit (Hair et al., 
2010)  

GFI = 
0.971 

Accepted 

AGFI *> 0.9 (good fit) (Sivo 
et al., 2006; 
Schermelleh-Engel et 
al., 2003) 

*Higher values indicate 
better fit (Hair et al., 
2010) 

AGFI = 
0.958 

Accepted 

RMSEA < 0.10 (Chinda & 
Mohamed, 2007)  

RMSEA = 
0.029  

Accepted 

Incremental Fit 
Measures  

CFI 

 

*> 0.9 (good fit) 
(Chinda & Mohamed, 
2007)  

*Higher values indicate 
better fit (Hair et al., 
2010) 

CFI = 
0.998 

 

Accepted 

Parsimonious Fit 
Measure  

X2/df < 2.0 or <5.0 (Davis & 
Sajtos, 2009; Hair et al., 
2010)  

X2/df = 
1.46 

Accepted 

AIC Smaller positive values 
indicate parsimony, 
used in comparing 
alternative models 
(Akaike, 1981)  

AIC = 
194.988 

Accepted 

Source: Adapted from Chidi, Wang, Kwek & Yii (2015) 
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After completing the goodness of fit test, the construct validity in the measurement model will be carried out in 
the study. Figure 3 illustrates the final measurement model for this research. 

 
Figure 3. Final measurement model 

 
The standardized estimates of AMOS output for the measurement model is indicated in Table 7 that displaying 
the factor loadings and the critical t-Value for each item. Bagozzi and Yi (2006) suggested that the estimates 
should be more than 0.60 cut-off value. However, Hair et al. (2010) asserted that internal consistency of the 
scales (referring to the Cronbach Alpha Coefficient) have to be more than 0.70 for the internal consistency to be 
assumed. Hair et al. (2006) also suggested that the critical t-value should be more than 1.96 cut-off values. The t- 
value from AMOS text output is the critical ratio (C.R.), which provided the parameter estimate divided through 
its standard error (Arbuckle, 2007; Lu et al., 2007). The construct reliability estimates presented in this research 
indicated that all the values were more than 0.7. The outputs for the factor loading, AVE and construct reliability 
confirmed adequate convergent validity of the constructs in the model. Moreover, the indicator items were all 
remained and adequate convergent validity has been created. 

 

Table 7. Output of the final measurement model 

Constructs Items 
Factor 

Loadings 
T-Values CR 

Absorptive Capacity (ABS = A)  0.906

ABS1 I can access more knowledge delivered by my University than 
those students that study in other tertiary institution. 

0.687 ** 

ABS2 I have a higher ability to search for the knowledge offered by 
my University. 

0.721 15.316 

ABS3 I have a higher ability to identify value of external knowledge 
offered by my university. 

0.746 14.553 

ABS4 I have a higher ability to predict the future development of the 
core knowledge offered by my University. 

0.795 15.184 

ABS5 My knowledge comes from transferring or learning from 
outside the University. 

0.686 13.621 

Product Innovation (PRO_INN =B)  0.891

PRO_INN1 The rate of product innovation into the University among 
innovation activities is the highest over the last three years. 

0.772 ** 

PRO_INN2 I describe my University as a University that focusing on 
product/service innovation. 

0.821 17.075 

PRO_INN3 My University has the ability to work more effectively by 
adopting new technologies. 

0.741 16.037 
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Technological Innovation (TEC_INN=C)  0.893

TEC_INN1 The rate of process innovation into the University among 
innovation activities is the highest over the last three years. 

0.700 14.747 

TEC_INN2 I describe my University as a university that focusing on 
process innovation. 

0.753 15.957 

TEC_INN3 The University of new processes are often perceived as very 
novel by the students.  

0.793 ** 

TEC_INN4 My University makes use of external technology to spearhead 
the innovation process. 

0.707 15.617 

Organizational Innovation (ORG_INN=D)  0.871

ORG_INN1 In general, in recent years, there have been major changes in 
the University’s organization structure. 

0.666 14.090 

ORG_INN2 University makes every innovation effort to include staff from 
a range of backgrounds. 

0.806 15.893 

ORG_INN3 Recent years have witnessed major innovation in the way the 
University is run, in communication and marketing, and in 
relations with visitors. 

0.779 ** 

** Means item was fixed for scaling purposes; therefore t-values are not available. 

 

The discriminant validity measurement is evaluated to make sure the indicator items are distinct from others 
(Campbell & Fiske, 1959; Anderson & Gerbeng, 1988; Bago & Yi, 1998; Sekaran, 2003; Cooper & Schindler, 
2006; Hair et al., 2010). Hair et al. (2010) advocated that in order to create discriminant validity, researcher 
needs to compare the value of average variance extracted (AVE) and squared inter-construct correlation (SIC) in 
CFA. Table 8 shows the output of the comparison between the average variance extracted (AVE) and squared 
inter-construct correlation (SIC), it can be found that all the AVE estimates are higher than the corresponding 
SIC. In other word, it means that there is more commonality within indicator items (constructs) than there are 
within other indicator items (constructs). Therefore, the result can be concluded that the four constructs in the 
model indicates discriminant validity.  

 

Table 8. Comparison of AVE with SIC by Construct 

Constructs A B C D 

A 0.906* 0.100** 0.147** 0.134** 

B 0.100** 0.891* 0.324** 0.2243** 

C 0.174** 0.324** 0.893* 0.300** 

D 0.134** 0.224** 0.300** 0.871* 

Note: A= Absorptive Capacity; B=Product innovation; C=Technological innovation; D=Organizational 
innovation.  *indicates AVE; **indicates SIC 

 

According to Hair et al. (2010, p.710), “nomological validity is tested by examining whether the correlations 
among the constructs in a measurement theory make sense and the matrix of construct correlations can be careful 
in this assessment”. In the CFA, the construct correlations are applied to evaluate the nomological validity (Hair 
et al., 2010). The output of the nomological validity for this study is displayed in Table 9. By testing a 
measurement theory that applying constructs in which being measured through multi-item scales that developed 
in the previous section of this research, it is expected that there would be positive relationships among the 
constructs (Hair et al., 2010). Table 9 presented that all the relationships among the constructs were significant 
and positively related. The result concluded that there was an acceptable nomological validity in the 
measurement model. 
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Table 9. Correlations between constructs 

Relationship Estimate P-Value 

B<->C 0.569 *** 

C<-D 0.545 *** 

B<->D 0.473 *** 

A<->B 0.317 *** 

A<->D 0.366 *** 

A<->C 0.384 *** 

** Significant at 0.01 level (two-tailed) 

***Significant at 0.001 level (two-tailed) 

Note: A= Absorptive Capacity; B=Product innovation; C=Technological innovation; D=Organizational 
innovation 

 

4.4 Inferential Analysis 

4.4.1 Structural Model 

After concluding the measurement model, structural model was developed to test the hypothesized relationships. 
Figure 4 presents the output of the structural model. 

 

 
Note: A= Absorptive Capacity; B=Product innovation; C=Technological innovation; D=Organizational 
innovation 

Figure 4. Overall estimate model output 

 

Table 10 indicates the Goodness-of-Fit Test for the structural model in which the structural model is adopted in 
testing the proposed hypothetical relationships in this study. The output of goodness of fit for the structural 
model are X2 =111.719, p < 0.016, X2/df =1.362, GFI = 0.974, AGFI = 0.961, CFI = 0.991, RMSEA = 0.026, and 
AIC = 187.719. The results of the goodness of fit in related to this estimated structural model are perfectly fit 
into the rule of thumbs as provided in Table 10.  
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Table 10. The results of goodness-of-fit test for structural model 

Goodness-of-Fit 
(GOF) 

measures 
Statistic Recommended Value Findings Outcome 

Absolute Fit 
Measures  

 

X2 The 0.05 significant 
level is 
recommended as the 
minimum accepted, 
and level of 0.1 or 
0.2 should be 
exceeded before 
non-significance is 
confirmed (Hair et 
al., 2006) 

X2 =111.719,  

p < 0.016  

The p value for the X2 indicates that there is a discrepancy 
between estimated model and observed model. The 
conclusion cannot be solely based on this indicator because 
the finding is affected by big sample size. 

However, the impact of sample size on X2 has been noted in 
extant literature (Marsh & Balla, 1986; Buntler & Bonnett, 
1980; Steven, 1996). Complex models with large sample 
sizes (200 and above) are sometimes unfairly rejected 
(Marsh, Balla & Hau, 1988). Due to the influence of sample 
size on X2, a variety of other goodness of fit indices has 
been developed to stem the effect of sample size on 
goodness of fit (Marsh & Balla, 1986). As a result, other 
goodness of fit indices are considered as proposed by extant 
scholars (Marsh & Balla, 1986). 

X2/df < 2.0 – <5.0 (Hair et 
al., 2006; Davis & 
Sajtos, 2009) 

X2/df = 1.362 Accepted 

GFI  *> 0.9 (good fit) 
(Sivo et al., 2006; 
Schermelleh-Engel et 
al., 2003)  

*Higher values 
indicate better fit 
(Hair et al., 2006)  

GFI = 0.974  Accepted 

AGFI *> 0.9 (good fit) 
(Sivo et al., 2006; 
Schermelleh-Engel et 
al., 2003)  

*Higher values 
indicate better fit 
(Hair et al., 2006) 

AGFI = 0.961 Accepted 

RMSEA < 0.10 (Chinda & 
Mohamed, 2007)  

RMSEA = 0.026  Accepted 

RMR <0.05 (Wu, 1996; 
Hair, et al, 2010) 

RMR=0.018 Accepted 

Incremental Fit 
Measures  

 

CFI *> 0.9 (good fit) 
(Chinda & 
Mohamed, 2007)  

*Higher values 
indicate better fit 
(Hair et al., 2006)  

CFI = 0.991 Accepted 

NFI >0.90 (Wu, 1996; 
Hair et al., 2010) 

0.967 Accepted 

RFI >0.90 (Wu, 1996; 
Hair et al., 2010) 

0.958 Accepted 

IFI >0.90 (Wu, 1996; 
Hair et al., 2010) 

0.991 Accepted 

TLI 
(NNFI) 

>0.90 (Wu, 1996; 
Hair et al., 2010) 

0.988 Accepted 

Parsimonious 
Fit Measure  

 

PGFI >0.5 (Wu, 1996; Hair 
et al., 2010) 

0.665 Accepted 

PNFI >0.5 (Wu, 1996; Hair 
et al., 2010) 

0.755 Accepted 
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PCFI >0.5 (Wu, 1996; Hair 
et al., 2010) 

0.774 Accepted 

CN > 0.5 (Wu, 1996) 500 Accepted 

X2 <2.00 (Wu, 1996) 1.362 Accepted 

AIC Smaller positive 
values indicate 
parsimony, used in 
comparing alternative 
models (Akaike, 
1981);  

Default model lesser 
than Saturated mode 
and Default model 
lesser than 
Independence model 
(Wu, 1996); Hair et 
al., 2010. 

187.719<240.000 

187.719<3412.393

Accepted 

CAIC Default model lesser 
than Saturated mode 
and Default model 
lesser than 
Independence model 
(Wu, 1996). 

388.587<874.320 

388.578<3491.683

Accepted  

Source: Adapted from Chidi, Wang, Kwek & Yii (2015) 

 

4.4.2 Inferential Analysis - Hypotheses Testing  

4.4.2.1 Direct Relationship 

After assessing the Goodness of Fit Test for the structural model, inferential analysis will be adopted to validate 
the hypotheses and draw inferences from the findings of a study (Adeymi, 2009; Baddie & Halley, 1995; 
Kolawole, 2001). A total of six direct hypothesized relationships (H1, H2, H3, H5, H6 and H8) were tested in 
this research. The outcomes of these six direct relationships were generated from the estimated output of the 
structural model. The level of significance for the relationships was based on two tailed Z tests with α= 0.05 and 
C.R. = 1.96 that has been known to be applied as the threshold in the extant literature (Fisher, 1935; Goodman, 
1999; Lewis-Beck, Bryman, & Liao, 2004). Furthermore, this significance level is selected to indicate that the 
outcome is extremely adequate to have a 95% probability of appearing if the null hypothesis is not false. 
According to Noymer (2008), this level of significance was selected because it has been found in social sciences 
that the conventional cut-off point is 0.05. The results of the direct hypothesized relationships were presented in 
Table 11. All the six direct hypothesized relationships were supported in this research. 

 

Table 11. Significance of construct relationships 

Hypothesis Relationship Estimate S.E C.R P Standardized Estimate 

H1 C->B 0.448 0.067 6.654 *** 0.423 

H2 D->B 0.255 0.072 3.545 *** 0.235 

H3 D->C 0.522 0.063 8.239 *** 0.467 

H5 A->B 0.132 0.060 2.203 *** 0.106 

H6 A->C 0.253 0.061 4.123 *** 0.213 

H8 A->D 0.388 0.058 6.706 *** 0.366 

***Significant at 0.001 level (two-tailed) 

Note: A= Absorptive Capacity; B=Product innovation; C=Technological innovation; D=Organizational 
innovation 
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4.4.2.2 Mediated Relationship 

For the purpose of testing four hypothesized mediating relationship (H4, H7, H9 and H10), indirect and direct 
effects were computed by applying a bootstrapping feature that unique to the AMOS software. Thus, AMOS 
output would present the outcomes of the indirect and direct effects. During the setting up of “bootstrap” tab, 
“perform bootstrap” was setting in 5000 sub-sample randomly selected from the data and “Bias-corrected 
confidence intervals” is checked for 95 BC confidence level. In this manner, the direct, indirect and total effects 
were generated along with the standard error estimates and significance levels. According to Preacher and Hayes 
(2008), a bootstrapped confidence interval for the indirect effect was gathered by applying relevant procedures. 
Based on Cheung and Lau (2008) argument, mediation was measured by applying the bias-corrected bootstrap 
because it was acknowledged in providing better statistical power. Moreover, Preacher and Hayes (2008, p.880) 
stated that bootstrapping is a nonparametric resampling procedure “that does not impose the assumption of 
normality of the sampling distribution” and the bootstrapping was advocated to be adopted in testing the 
mediation effect. Therefore, Preacher and Hayes (2008) argued that the mediation effect is significant when the 
mediation adopts with n=5000 bootstrap resamples and the bias-corrected confidence interval (95%) does not 
include zero. The direct and indirect effects in the structural model that included mediating relationships were 
shown in the Tables 12, 13 and 14 that corresponding to their respective hypotheses. All the three tables 
indicated the output of the mediation effects for the relevant hypotheses (H4, H7, H9 and H10). 

 

Table 12. Results of mediation effect in the computing model 

Hypothesis Hypothesis Relationship Mediating Impact 

H4 D->C->B Median (0.198 > 0.085) (Hair & Anderson, 2006) 

H7 A->D->C Median (0.171 > 0.085) (Hair & Anderson, 2006) 

H9 A->C->B Median (0.09 > 0.085) (Hair & Anderson, 2006) 

H10 A->D->B  Median (0.086 > 0.085) (Hair & Anderson, 2006)  
Note: A= Absorptive Capacity; B=Product innovation; C=Technological innovation; D=Organizational 
innovation 

 

Table 13. Results of direct and indirect effects analyses 

 Standardized Total Effect Standardized 

Direct Effect (DE) 

Standardized 

Indirect Effect (IE) 

 A D C B A D C B A D C B 

D 0.366 0.000 0.000 0.000 0.366 0.000 0.000 0.000 0.000 0.000 0.000 0.000

C 0.384 0.467 0.000 0.000 0.213 0.467 0.000 0.000 0.171 0.000 0.000 0.000

B 0.347 0.413 0.423 0.000 0.106 0.235 0.423 0.000 0.241 0.197 0.000 0.000

Note: A= Absorptive Capacity; B=Product innovation; C=Technological innovation; D=Organizational 
innovation 

 

Table 14. Results of bootsraping tab-standardized indirect effects-two tailed significance (PC) 

Direct Hypothesis 
Relationship 

Standardized Direct Effects-Lower 
Bounds 

Standardized Direct Effects-Lower 
Bounds 

A->D 0.264 0.459 

A->C 0.108 0.319 

A->B 0.029 0.175 

D->C 0.358 0.564 

D->B 0.079 0.338 

C->B 0.281 0.553 

Indirect Hypothesis Standardized Indirect Effects-Lower Standardized Indirect Effects-Upper 
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Relationship Bounds Bounds 

A->C 0.114 0.238 

A->B 0.180 0.317 

D->B 0.124 0.287 

The 95% confidence interval for the standardized Indirect (mediated) effect value does not include zero 
(Preacher & Hayes, 2008), in which zero does not fall within the range of lower and upper bounds. 

Standardized Indirect Effect-Two Tailed Significance (PC) 

A->C 0.000 
The standardized indirect (mediated) effect of A on C is significantly different 

from zero at the 0.001 level (p=0.000 two-tailed). 

A->B 0.000 
The standardized indirect (mediated) effect of A on B is significantly different 

from zero at the 0.001 level (p=0.000 two-tailed). 

D->B 0.000 
The standardized indirect (mediated) effect of D on B is significantly different 

from zero at the 0.001 level (p=0.000 two-tailed). 

Note: A= Absorptive Capacity; B=Product innovation; C=Technological innovation; D=Organizational 
innovation 

 

From Table 14, it can be discovered that the results of the direct relationships proved significant for all the six 
hypothesized direct relationships. In terms of indirect relationship, those 4 indirect relationships showed partial 
mediation because the results of mediating impact are more than 0.085 (Hair & Anderson, 2006), the 95% 
confidence interval for the indirect effect of value does not include zero (Preacher & Hayes, 2008) which means 
zero does not fall within the range between standardized indirect effects-lower bounds and standardized indirect 
effects –upper bounds (0.114 to 0.238; 0.180 to 0.317; 0.124 to 0.187). After confirming the results of the 
relationships, the study concluded that: (1) organization innovation (D) is a partial mediator in the relationship 
between absorptive capacity (A) and technological innovation (C); (2) organizational innovation (D) is a partial 
mediator in the relationship between absorptive capacity (A) and product innovation (B); (3) technological 
innovation (C) is a partial mediator in the relationship between absorptive capacity (A) and product innovation 
(B); (4) technological innovation (C) is a partial mediator in the relationship between organizational innovation 
(D) and the product innovation (B).  

5. Conclusion  
5.1 Implication of the Research  

These research findings carried out several implications for the different stakeholders. The implications of this 
research can be elaborated based on both theoretical implication and managerial implication.  

5.1.1 Theoretical Implication 

Although a lot of studies in related to the innovation have been carried out in the extant literature (Dodgson, 
1993; Hagedoorn, 2002; Deeds & Rothaermel, 2003; Faems et al., 2005; Schilling & Phelps, 2007; Eisingerich 
et al., 2009), the extended research concerning the interactive relationship among various types of innovation 
and absorptive capacity are not well articulated. Based on the empirical study from this research, the study 
concludes the following hypotheses: (1) Technological innovation mediates the relationship between 
organizational innovation and product innovation; (2) Technological innovation mediates the relationship 
between absorptive capacity and product innovation; (3) Organizational innovation mediates the relationship 
between absorptive capacity and technological innovation; and (4) Organizational innovation mediates the 
relationship between absorptive capacity and product innovation. 

5.1.2 Managerial Implication 

Although there is a wide body of research on product innovation, still there is lack of evidences about the effects 
of these concepts on product innovation. This research has tried to highlight those gaps and bridge the study 
empirically. This research has significant practical implications for most of the Malaysia organizations in 
particularly to the tertiary education providers. In order to transfer knowledge into actions and obtain better 
innovation, organizations may require to grasp the major characteristics of their knowledge and to find out the 
level of absorptive capacity of their organizations. For the organization with high degree of absorptive capacity, 
its innovation is much depended on the effectiveness of the organisation to acquire, assimilate, transfer and 
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exploit the required knowledge and capacity. Effectiveness of absorptive capacity will enable the company to 
increase its technology innovation, organisational innovation and product innovation. Therefore, the company 
shall concentrate to allocate relevant resources in these related areas for the purpose of improving the overall 
innovation efforts. 

5.2 Research Limitation 

Some limitations in this research need to be highlighted. This research only applied quantitative methodology in 
the cross-sectional study to investigate the relationships among absorptive capacity, technological innovation, 
organizational innovation and product innovation. The insight of the phenomenon needs to be investigated 
besides assessing their relationships. In addition, this research did not evaluate the innovation based on the cross 
cultural setting that encompasses various industries. Therefore, this study will not able to provide the insight of 
the innovation from the cross-industries and cross-cultural perspectives.  

5.3 Recommendations for Further Research 

In resolving the research limitations as above, several recommendations are suggested for the future research. 
According to Damanpour and Gopalakrishnan (2001, pp. 47-48), product innovation is required to comply with 
the changing of the market needs from time to time. Therefore, cross-sectional study may not able to portray the 
observed change in patterns and the causality of the organization’s product innovation (Easterby-Smith et al., 
2003). The adoption of longitudinal study is highly recommended in the future research because the longitudinal 
study can grasp the temporal dynamics of perception change that affect the determinants of the organization’s 
product innovation, and which can help researchers to recognize the cause and effect relationships between the 
various constructs (Cavana, et al., 2001). On the other hand, it may need to conduct a qualitative research to gain 
the insights of the innovation in the cross-cultural and cross-industries perspective. 
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