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Preface

This book is the outcome of a comparative study of ten small country
national systems of innovation (NSI) in Europe and Asia, conducted from
2002 to 2007 under the auspices of the European Science Foundation (ESF,
website: www.esf.org) and financed by participating national research
councils. The funding source for each of the separate national case studies
was one or more national research councils in the country concerned, as
will be detailed in each case study. For Ireland, the Nordic countries and
the Netherlands, the funding was coordinated by the ESF. The coordina-
tion of the whole project and the writing of this introductory chapter as
well as the concluding chapter were financed by the Swedish Agency for
Innovation Systems (VINNOVA) and the Swedish Institute for Growth
Policy Studies (ITPS). We wish to thank all of these organizations for their
generous support.

Contributors to the project included national research teams in
Denmark, Finland, Hong Kong, Ireland, (South) Korea, the Netherlands,
Norway, Singapore, Sweden and Taiwan. NSI in these countries were the
objects of study, and participants in the research project eventually came
to refer to it as the ‘ten countries project’. The total number of researchers
involved was about 35. Within the project, several workshops were held in
Copenhagen, Oslo, Taipei, Lund and Seoul, and organized by the relevant
national research teams. These events not only marked progress in the
research process but were also very important for driving the project
forward. In this and other respects, the ‘ten countries project’ proceeded in
a truly evolutionary manner – theoretically, methodologically and empir-
ically (as described in the introductory chapter to this book). We are there-
fore very grateful to the hosts for the workshops, whose efforts and
achievements made these meetings so successful. Finally, we want to
express our deep gratitude to all the participants in the project. (They are
too many to name here, but please see the list of participants!) This project
owes its coherence and successful completion to their knowledge, abilities
and willingness to collaborate.

In preparing this book for publication we have also incurred several add-
itional debts of gratitude. In particular, we wish to thank the management
and staff of Edward Elgar Publishing Ltd, not only for having agreed to
publish the work but also for their patience, understanding, and kind
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assistance with preparing the manuscript for publication. We are also very
grateful to Emelie Stenborg for her vital contributions to this process.

Charles Edquist and Leif Hommen
Lund, 2007
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1. Comparing national systems of
innovation in Asia and Europe:
theory and comparative framework
Charles Edquist and Leif Hommen

1 INTRODUCTION

The concept of national systems of innovation (NSI) emerged in the late
1980s and started to diffuse more rapidly in the early 1990s with the seminal
contributions of Lundvall (1992) and Nelson (1993). It has attracted the
attention of many innovation researchers and policy makers (e.g. Amable,
2000; Edquist, 1997, 2005; Freeman, 1997, 2002; Lundvall, 1988; Mytelka
and Smith, 2002; OECD, 1997, 2002; Saviotti, 1996) and has rapidly
achieved broad international diffusion in both developed and developing
countries (e.g. Correa, 1998; Kaiser and Prange, 2004; Liu and White, 2001;
Niosi, 1991).1 However, progress in refining the NSI concept has been
uneven and difficult to assess, given that ‘no single definition has yet
imposed itself on NSI research’ (Niosi, 2002, p. 291) and many of the key
terms are used in an ambiguous way. As argued previously (Edquist, 2005,
pp. 201–3), there is therefore a need for theoretically based empirical
research to ‘straighten up’ the approach and make it more ‘theory-like’. A
comparative research project on varieties of NSI, as well as determinants
of innovation processes within them, may make particularly valuable con-
tributions to such an effort.

The ‘ten countries’ research project addressed in this volume – so called
because it compared ten ‘small economy’ SI – started operating in a prac-
tical sense in the latter half of 2002. However, it also had a lengthy ‘pre-
history’, in which different versions of the project description were
discussed by various constellations of researchers from some of the coun-
tries that were finally involved.2 Eventually, the project started up in
2002–3, some ten years after the publication of Lundvall’s and Nelson’s
landmark anthologies on NSI.

As a consequence of the long build-up to this project, the ground was
quite well prepared by the time that financing arrangements for the project
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had been finalized, and the first project meeting was held in Copenhagen in
August 2002. At that meeting we could collectively define the project objec-
tives listed below by selecting from a broader range of objectives discussed
during the ‘pre-history’. The following objectives were agreed upon:

1. To further refine, elaborate and operationalize the SI approach. This
means making the approach more ‘theory-like’.3 Moreover, ‘straight-
ening up’ the approach theoretically should go hand in hand with
increasing the usability of the SI approach for empirical studies, by:

● developing concepts and methodologies suitable for empirical
analysis;

● translating its key concepts into empirical ‘correspondents’, i.e.
variables reflecting concepts, indicators measuring variables, and
using comparable sources (e.g. databases) in quantitative work;

● developing a ‘framework’ for empirical studies of NSI that
includes both quantitative and qualitative elements. Alternatively
this might be called a ‘methodology’ for analysing different NSI
in a comparative perspective.

2. To use the SI approach by actually carrying out (quantitative and qual-
itative) empirical and comparative studies of different NSI.

3. To draw policy conclusions. This means studying earlier and current
innovation policies that have been or are being pursued in the ten coun-
tries. It also means identifying ‘problems’ and opportunities that
should be subject to future innovation policy in the ten NSI, based on
an analysis of strengths, weaknesses and challenges in these systems.

In order to achieve these objectives, conceptual, theoretical and method-
ological work was conducted partly outside the ten countries project, and
published in Edquist (2005). Some of the main results are summarized in
Section 2 below. Within the project, we devoted much effort to transform-
ing key concepts into empirical correspondents by developing quantitative
indicators of relevance to NSI. We discussed the so-called indicator work
at workshops in Oslo in March 2003 and in Taipei in November 2003.4

At these early workshops, collective demand emerged among the
researchers for a joint conceptual and comparative framework. To make
the project truly comparative, it was agreed that we should develop a
common framework that could be used for all the case studies of NSI. In
Taipei, a number of people argued for a very standardized, detailed and
rigid framework, but others wanted more degrees of freedom. The consen-
sus that finally emerged was to carry out work that would facilitate cross-
national comparisons of the same elements and activities in all NSI. This
would be accomplished by using the same concepts, the same comparative
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framework and a standardized structure of presentation, rather than
simply producing a collection of individual – and idiosyncratic – case
studies. At the same time, however, each case study would also point to
unique features of the NSI in question. We agreed that we did not only want
to tell ten separate stories, but also create a basis for comparative analysis.
The underlying conviction was that this approach would increase the
quality of all the national studies and – moreover – of the resulting book.
The common comparative framework and the streamlined structure of pre-
sentation would provide opportunities to highlight diversity as well as sim-
ilarities among the national systems studied.

The Swedish team was given the responsibility of preparing a draft pro-
posal for developing the comparative framework. A draft of the framework
was sent out to the project participants for comments, and, on the basis of
many such comments and further revisions, it was finalized and distributed
in February 2004 (Edquist and Hommen, 2004).5

Since the SI approach is still diffuse and under-theorized (Edquist, 2005),
we were unable to come up with a perfect comparative framework. There is
simply no such thing as an optimal framework, since the SI approach as
such is still evolving. That consideration made it even more important for
us to reach a compromise on the comparative framework for this project.
There were a number of trade-offs to be made in designing the ad hoc com-
parative framework that we eventually agreed upon.

Formulating a framework to be used by all is also a sensitive issue in the
academic world. Researchers are independent creatures and do not want
to be too closely governed or managed. We want to be free to design and
carry out our analyses in the way we believe is best. To achieve compara-
bility, it was therefore very important that everyone participating in the
project could influence the design of the comparative framework.
Consequently, the design process required several rounds before consen-
sus could be reached. As editors of this volume, we are extremely grateful
that the participating national teams decided to follow the framework,
once we had agreed on it. We greatly appreciate their flexibility and
generosity!

In addition to concepts and theory, the framework addressed the propen-
sity to innovate in NSI, consequences of innovation, the role of globaliza-
tion for small NSI, and innovation policy.6 We agreed that the framework
would serve as a basis and a common structure for carrying out the ten
empirical studies included in this volume. Drafts of these studies were dis-
cussed at the workshop in Lund in September 2004. Subsequently, they
were revised, discussed again at the Seoul workshop in March 2005 and
then finalized for publication. In this process, we designed and developed
the case studies upon the basis of the comparative framework, which, in
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turn, was ‘theory-based’. The framework and the related conceptual and
theoretical issues are discussed in Section 2 below.

The remainder of this chapter is structured as follows. This introductory
section is immediately followed by an extended conceptual and theoretical
discussion. Using the traditional systems of innovation approaches as the
point of departure, we specify the most important concepts used in this
book. Subsequently, we outline an activities-based framework for studying
and comparing NSI. Then we discuss the characteristics of the countries
selected for study. Finally we outline the common structure of each of the
country7 studies, including the presentation of a model table of contents.

2 CONCEPTUAL AND THEORETICAL
FRAMEWORK

For the reasons explained above, it is highly advantageous for a project
dealing with different NSI in a comparative perspective to use the main
concepts in the same way in all the national studies. It is also important that
the theoretical framework is similar – and explicit. In this section, therefore,
we will specify the key concepts used in this book, as well as the theoretical
approach agreed upon by the participants in this project.

2.1 The Traditional SI Approaches

When the project started (in 2002), the SI approach had, as discussed above,
been well established for more than a decade and had become very widely
diffused. The approach had also been developed theoretically thanks to the
contributions of a very large group of scholars with different disciplinary
backgrounds. However, broad acceptance and further development along
a variety of trajectories had naturally led to many ambiguities and incon-
sistencies in the research literature on SI.

As discussed elsewhere (e.g. in Edquist, 1997), the term NSI was first
used in published form by Freeman (1987). He defined an NSI as ‘the
network of institutions in the public and private sectors whose activities
and interactions initiate, import, and diffuse new technologies’ (Freeman,
1987, p. 1).8 Subsequently, Lundvall (1992) and Nelson (1993) both pub-
lished their major anthologies on NSI, but used different approaches
to their studies. Nelson’s (1993) book included case studies of the NSI in
15 countries – and is, in that respect, similar to the present volume. The
Nelson anthology emphasized empirical case studies more than theory
development.9 These case studies, moreover, were not designed to have the
same structure and focus. Some focused narrowly on national research and
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development (R&D) systems, but others were broader in scope. In con-
trast, Lundvall’s (1992) book was more theoretically oriented and it fol-
lowed a ‘thematic’ approach rather than a ‘national’ one. It placed
interactive learning, user–producer interaction and innovation at the centre
of the analysis.

Lundvall argued that ‘the structure of production’ and ‘the institutional
set-up’ are the two most important dimensions that ‘jointly define a system
of innovation’ (Lundvall, 1992, p. 10).10 In a similar way, Nelson and
Rosenberg (1993) singled out organizations supporting R&D – i.e. they
emphasized those organizations that promote the creation and dissemin-
ation of knowledge as the main sources of innovation. Organizations dis-
seminating knowledge include firms, industrial research laboratories,
research universities and government laboratories.11 Lundvall’s broader
approach recognized, though, that such organizations are ‘embedded in a
much wider socio-economic system in which political and cultural
influences as well as economic policies help to determine the scale, direc-
tion and relative success of all innovative activities’ (Freeman, 2002,
p. 195). Thus both Nelson and Lundvall defined NSI in terms of determin-
ants of, or factors influencing, innovation processes.12 However, they
specified different determinants in their definitions of the concept, pre-
sumably reflecting their judgement about the most important determinants
of innovation. In brief, they used the same term but proposed different
definitions, thus contributing to the ongoing lack of a generally accepted
definition of NSI (Niosi, 2002, p. 291).

As we have seen, Nelson and Lundvall offered definitions of NSI that
focused on their constituents (e.g. the main organizations and institutions
as well as relations among them). As already noted above, Lundvall (1992)
promoted a ‘broad’ conception of NSI – embedded in a wider socioeco-
nomic system. In contrast, Nelson (1993) advanced a more narrow
approach, focusing on national R&D systems and organizations support-
ing R&D as the main source of innovation. Remarkably, these two
approaches have not really confronted each other within the research liter-
ature. Instead, researchers have tended to adopt one or the other of these
two basic approaches, or to elaborate variants of them, without giving
much consideration to the alternative approach. Thus Lundvall et al. (2002,
p. 217, n. 2) have discussed the further development of their ‘broad’
approach to NSI without making many explicit comparisons with the
‘narrow’ approach, except to comment that their own approach is particu-
larly ‘relevant for understanding economic growth and innovation
processes in small countries’. Similarly, Larédo and Mustar (2001) have
applied the Nelsonian version of the NSI concept in their international
survey of research and innovation policies without much consideration of
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its merits relative to the Lundvallian alternative.13 It is fair to say that these
two versions of the NSI concept have enjoyed a peaceful coexistence, and
there has been only a limited dialogue between them in the research litera-
ture. We will return to this question in the theoretical discussion that
follows in Section 2.3 of this introductory chapter, as well as in the con-
cluding chapter of this book.

A more general definition of an SI includes ‘all important economic,
social, political, organisational, institutional and other factors that
influence the development, diffusion and use of innovations’ (Edquist,
1997, p. 14). If an SI definition does not include all factors that influence
innovation processes, one has to decide which potential factors should be
excluded – and why. This is quite difficult since, at the present state of the
art, we do not know the determinants of innovation processes systemati-
cally and in detail. Obviously, then, we could miss a great deal by exclud-
ing some determinants, since they might prove to be very important once
the state of the art has advanced. For example, 25 to 30 years ago, it would
have been natural to exclude the interactions between organizations as a
determinant of innovation processes. Both the relationships among the
factors listed and the actions of both firms and governments are included
in the general definition above. This definition, moreover, is fundamental
to the ‘activities-based’ approach to studying SI (Edquist, 2005; Edquist
and Chaminade, 2006) discussed in Section 2.3. Obviously, this is a con-
ception of SI that is as broad as Lundvall’s, if not broader.

2.2 Main Terms Used in this Book

Everyday language and the scientific literature (‘general systems theory’)
give a common answer to the question ‘What is a system?’ focusing on three
features (Ingelstam, 2002).14 First, a system consists of two types of con-
stituents: components and relations among them. The components and
relations should form a coherent whole, with properties different from
those of the constituents. Second, the system has a function – i.e. it is ded-
icated to performing or achieving something. Third, it must be possible to
discriminate between the system and the rest of the world (i.e. the system’s
‘environment’) – that is, it must be possible to identify the boundaries of
the system15 (Edquist, 2005). Obviously, for empirical studies of specific
systems, one must know their extension.

Making the SI approach more theory-like – as proposed in Section 1 –
does not require specifying all components and all relations among them in
detail. At the present state of the art, this would be too ambitious. For the
time being, it is not a matter of transforming the SI approach into a ‘general
theory of innovation’, but one of making it clearer and more consistent so

6 Small country innovation systems



that it can serve better as a basis for generating hypotheses about relations
between specific variables within SI (which might be rejected or supported
through empirical work). Even the much more modest objective of speci-
fying the most important components of the SI, their main function and
specific activities influencing the main function and the key relations
among the components and the activities, would represent a considerable
advance. Used in this way, the SI approach can help to develop theories
about relations between specific variables within SI.

There seems to be general agreement in the literature that the main com-
ponents in SI are institutions and organizations – among which firms are
often considered to be the most important organizations. However, particu-
lar definitions of SI specify different sets of institutions and organizations
and, moreover, set-ups of institutions and organizations vary across
systems. Consequently, in a project such as this one, it is important to
specify the main terms used. We therefore present, in Box 1.1, a list of
specifications of the key terms used in this book.16

2.3 An Activities-based Framework for Analysing SI

As indicated in Box 1.1, the main or ‘overall’ function of SI is to pursue
innovation processes: to develop and diffuse innovations. What we call
‘activities’ in SI from here on are those factors that influence the develop-
ment and diffusion of innovations.17 We use the term ‘activities’ as equiva-
lent to determinants of the innovation process.

The theoretical framework employed in this book includes a central
focus on ‘activities’ within systems of innovation. It is new in the sense that
it focuses strongly on what ‘happens’ in the systems – rather than on their
constituents – and that it thus uses a more dynamic perspective.

The traditional SI approaches, such as Lundvall (1992) and Nelson
(1993), focused strongly on the components within the systems, i.e. organ-
izations and institutions. Since the late 1990s, some authors have addressed
issues related to the issue of specification of activities influencing the
overall function of SI (Galli and Teubal, 1997; Johnson and Jacobsson,
2003; Liu and White, 2001; Rickne, 2000).

Clearly, no consensus has yet emerged among innovation researchers as
to which activities should be included, and this provides abundant oppor-
tunities for further research. In Box 1.2 we present a hypothetical list of
ten activities that we have adopted in this book. This list is based on the lit-
erature and on our own knowledge about innovation processes and their
determinants, as discussed in Edquist (2005) and Edquist and Chaminade
(2006).
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BOX 1.1 DEFINITIONS OF KEY TERMS

Innovations New creations of economic significance,
primarily carried out by firms (but not in
isolation). They include product innova-
tions as well as process innovations.1

Product innovations New – or improved – material goods as
well as new intangible services; it is a
matter of what is produced.2

Process innovations New ways of producing goods and
services. They may be technological or
organizational; it is a matter of how things
are produced.3

Creation versus This dichotomy is partly based on a 
diffusion of distinction between innovations that are
innovations ‘new to the market’ (brand new, or glob-

ally new) and innovations that are ‘new to
the firm’ (being adopted by or diffused to
additional firms, countries or regions). In
other words, ‘new-to-the-firm’ innovations
are (mainly) a measure of the diffusion of
innovations. For many small countries dif-
fusion (absorption) is more important
than the creation of new innovations.4

SI Determinants of innovation processes –
i.e. all important economic, social, politi-
cal, organizational, institutional and other
factors that influence the development
and diffusion of innovations.5

Components of SI These include both organizations and
institutions.6

Constituents of SI These include both components of SI and
relations among them.7

Main function of SI To pursue innovation processes – i.e. to
develop and diffuse innovations.8

Activities in SI Those factors that influence the develop-
ment and diffusion of innovations. The
activities in SI are the same as the deter-
minants of the main function. (A list of
activities is presented in Box 1.2.) The
same activity (e.g. R&D) can be per-
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formed by several categories of organ-
ization (universities, public research
organizations, firms), and the same kind
of organization (e.g. universities) can
perform more than one kind of activity
(e.g. research and teaching).9

Organizations Formal structures that are consciously
created and have an explicit purpose.
They are players or actors.10

Institutions Sets of common habits, norms, routines,
established practices, rules or laws that
regulate the relations and interactions
between individuals, groups and organ-
izations.They are the rules of the game.11

Innovation policy Actions by public organizations that influ-
ence the development and diffusion of
innovations.12

Notes and sources:
1 This definition and those immediately following it – i.e. definitions of different

kinds and aspects of innovations – are based on an earlier specification of basic
concepts by Edquist et al. (2001, ch. 2). In turn, their taxonomy of innovations is
based on Schumpeter (1911).

2 In this taxonomy, only goods and technological process innovations are mater-
ial; the other categories are non-material and intangible.Thus, for example, inno-
vations in service products are considered to be non-material or intangible
innovations; so too are organizational process innovations.

3 In this study, only product and process innovations as specified here are consid-
ered as innovations. This means that new markets, new research results, new
organizations, new institutions etc. are not called ‘innovations’ here. These phe-
nomena are instead dealt with in terms of ‘activities’ that influence the develop-
ment and diffusion of (product and process) innovations (see Section 2.3). Hence
we strongly stress the crucial role of new markets, new R&D results, new institu-
tions and new organizations in this project – but we do not call them ‘innovations’.

4 It might also be useful to distinguish between incremental and radical innova-
tions and between science-based and experience-based innovations. A general
remark is that the notion of innovation in a general sense is so comprehensive
and heterogeneous that it is useful to create various taxonomies of innovations
and deal with them separately when describing and explaining innovation
processes. For a further discussion of taxonomies of innovation, see Edquist
et al. (2001), Appendix C.

5 This definition of an SI is taken from Edquist (1997), p. 14.
6 See Edquist (1997), pp. 113–15; Edquist (2005), p. 189 and Edquist and

Johnson (1997), pp. 60–61.
7 See Edquist (2005), p. 187.
8 Ibid., p. 190.
9 Ibid., pp. 189–91.

10 See Edquist and Johnson (1997), p. 47.
11 Ibid.
12 See Edquist (2001), p. 19.
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BOX 1.2 KEY ACTIVITIES IN SYSTEMS OF
INNOVATION

I. Provision of knowledge inputs to the innovation process
1. Provision of R&D and, thus, creation of new knowledge, pri-

marily in engineering, medicine and natural sciences.
2. Competence building through educating and training the

labour force for innovation and R&D activities.

II. Demand-side activities 
3. Formation of new product markets.
4. Articulation of quality requirements emanating from the

demand side with regard to new products.

III. Provision of constituents of SI
5. Creating and changing organizations needed for developing

new fields of innovation. Examples include enhancing entre-
preneurship to create new firms and intrapreneurship to
diversify existing firms; and creating new research organiza-
tions, policy agencies, etc.

6. Networking through markets and other mechanisms, includ-
ing interactive learning between different organizations
(potentially) involved in the innovation processes. This
implies integrating new knowledge elements developed in
different spheres of the SI and coming from outside with ele-
ments already available in the innovating firms.

7. Creating and changing institutions – e.g. patent laws, tax
laws, environment and safety regulations, R&D investment
routines etc. – that influence innovating organizations and
innovation processes by providing incentives for and remov-
ing obstacles to innovation.

IV. Support services for innovating firms
8. Incubation activities such as providing access to facilities

and administrative support for innovating efforts.
9. Financing of innovation processes and other activities that can

facilitate commercialization of knowledge and its adoption.
10. Provision of consultancy services relevant for innovation

processes, e.g. technology transfer, commercial information
and legal advice.

Note: Each activity is described in more detail in Edquist and Chaminade (2006).

Source: Edquist (2005).
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The activities are not ranked in order of importance, but the list is struc-
tured into four thematic categories: (I) provision of knowledge inputs to the
innovation process, (II) demand-side activities; (III) provision of con-
stituents of SI and (IV) support services for innovating firms. The activities
can each be considered as partial determinants of the development and
diffusion of innovations. The list is certainly provisional and will be subject
to revision as our knowledge about determinants of innovation processes
increases. Public innovation policy is an element of all the ten activities.

In relation to the distinction between ‘narrow’ and ‘broad’ conceptions
of SI discussed in Section 2.1, the activities-based framework is certainly as
broad as Lundvall’s. We agreed at the Taipei workshop in November 2003
that we would use activities as the ‘point of entry’ into the subject matter
and as a structuring device for the empirical studies of factors hypothet-
ically influencing innovation processes in the NSI in the ten countries. Thus
the activities-based framework forms the basis of the common framework
used in all the ten case studies of NSI reported in this book, as discussed in
Section 1. This volume is therefore the first comparative study of NSI that
has focused on ‘activities’ in a systematic manner.

Our focus on activities has not meant, however, that we have disregarded
or neglected the organizations and institutions that constitute the compo-
nents of SI. When addressing activities in the NSI studies we have also had
to address the organizations (or organizational actors) that carry out these
activities and the institutions (institutional rules) that constitute incentives
and obstacles affecting the innovation efforts of these organizations. In
order to understand innovation processes we need to address the relations
among activities and components, as well as among different kinds of com-
ponents. In addition to basing this approach upon quantitative indicators,
the case studies also include a strong emphasis on qualitative aspects –
including narrative accounts – related to the creation, change and abolition
of organizations and institutions, and to other activities.

To sum up, activities, organizations and institutions are discussed in an
integrated manner in the longest section of the NSI studies (Section 4) pre-
sented in this book. The activities are used in each national study as the
point of entry into the subject matter and serve as a structuring device.
Where possible, the various studies also try to determine with what
effectiveness and efficiency the activities are performed, i.e. how they have
influenced the development and diffusion of innovations.

Comparing national systems of innovation in Asia and Europe 11



3 COUNTRIES SELECTED FOR STUDY

As indicated in Section 1, this volume is intended as a contribution to the
research literature on NSI. Hence this book is intrinsically based upon both
Lundvall (1992) and Nelson (1993), as well as other literature on NSI. As
also suggested previously, certain parallels can be drawn between this book
and both Nelson’s and Lundvall’s volumes. On the one hand, this book may
be considered to resemble Lundvall’s, in so far as it is theoretically oriented
and follows a thematic approach. On the other, there are also very clear –
and arguably greater – similarities with the Nelson anthology, since both
this book and Nelson’s are collections of national case studies. Therefore it
may be useful to make a somewhat more detailed comparison between
these two works, focusing particularly on the countries selected for study.

The 15 countries studied in the Nelson book covered a wide range of
national contexts. Geographically, they represented four continents (North
and South America, Europe and Asia). The countries selected included
both large ones (e.g. the USA) and small ones (e.g. Denmark and Sweden).
In addition, the selection of countries also represented different levels of
economic development, including both industrialized countries (e.g. Japan)
and developing countries (e.g. Brazil). In the book they were clustered into
the following groups: ‘Large high-income countries’, ‘Smaller high-income
countries’ and ‘Lower-income countries’. Hence the dimensions of
classification were large/small and high/low income. Another, more recent,
edited volume on NSI (Lundvall et al., 2006) addresses only systems in
Asia, including large ones (such as Japan, India and China) and smaller
ones (such as Hong Kong and Singapore).

In this book we address the following NSI located in the two continents of
Europe and Asia: Denmark, Finland, Hong Kong, Ireland, the Netherlands,
Norway, Singapore, South Korea, Sweden and Taiwan. As noted earlier in
this chapter, though, not all these units are countries or nations in a political
and cultural–historical sense (see endnote 7).

The title of our book refers to ‘small country innovation systems’. As can
be seen from the Appendix: Statistical bases of comparison for ten ‘small
country’ NSI, most of the ten economies are indeed small. Seven of
them have populations of between four and nine million. The Netherlands
(16 million) and Taiwan (23 million) are also fairly small. The main outlier
in this respect is Korea, with a population of 49 million. Korea thus
approaches some of the larger European countries (e.g. France and the
UK) in terms of population size. However, like nearly all European coun-
tries, Korea can still be viewed as relatively small when considered in rela-
tion to ‘giants’ such as the USA and Japan (or, for that matter, China and
India). Thus, unlike Nelson’s anthology, which made a point of including
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such large economies, the present volume develops an exclusive focus on
small ones.

With reference to Nelson’s other main set of selection criteria – i.e. high
versus low income levels – we have deliberately opted to focus only on rela-
tively high-income economies. As shown in Table A1.2 of the Appendix,
the ten small economies represented here were ranked among the top 28
(out of a total of 177) countries on the UNDP Human Development Index
for 2004.18 Moreover, four of these countries (Denmark, Ireland, Norway
and Sweden) were ranked among the top ten. According to the same source,
the ten small economies included in this volume had gross domestic
product per capita rankings among the top 37 countries, with three of them
(Denmark, Ireland and Norway) belonging to the top ten. Table A1.2 of
the Appendix also indicates that all ten of these small economies have very
high levels of individual life-expectancy and very high levels of combined
enrolment in primary, secondary and tertiary education.

The combination of relatively small size with relatively high income
implies a third quality of the ten small economies selected for this study:
dynamism. This quality can be measured in a variety of ways, and we will
mention only a very few of them here. To begin with, these economies fare
very well in terms of technological development, as measured by, for
example, advanced infrastructure development. For instance, when 178
countries were compared with regard to Internet access in 2002, eight of
our ten economies (Sweden, Denmark, South Korea, Norway, the
Netherlands, Hong Kong, Finland and Taiwan) were ranked among the
top nine, intersected only by Iceland at number 3. Further, the ten
economies also have high ratings with respect to economic performance.
In the 2004 issue of the Annual Review of Global Competitiveness pub-
lished by the World Economic Forum, our ten economies came out very
well with regard to growth potential (WEF, 2004). Six of them (Finland,
Sweden, Taiwan, Denmark, Norway and Singapore) were ranked among
the first seven countries (this series was interrupted only by the USA at
number two). In addition, the Netherlands was ranked at number twelve
(Balls, 2004).

More generally, these ten economies have all established reputations for
success within the context of globalization and the advent of a ‘new’
economy where competition is increasingly based on innovation. Four of
these economies have gained wide renown as the ‘four tigers’ of Asia, and
they have at least one European counterpart in Ireland, which is also known
as the ‘Celtic tiger’. Our other European economies represent the Nordic
countries (sans Iceland) and the Netherlands. These countries have perhaps
not attracted the same degree of publicity, but in many respects they have
been very high achievers, as noted above. A recent study by Florida and
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Tinagli (2004) on ‘Europe in the creative age’ pointed to a high degree of
learning and innovativeness in the contemporary Nordic countries, with
Sweden as the leading country, outperforming not only all the other
European countries, but also the USA. The other Nordic countries, as well
as other small northern European countries, including the Netherlands,
Belgium and Ireland, also scored highly on the ‘Euro-creativity index’.
Although the ten countries are similar on many dimensions (size, economic
performance, diffusion of ICT, etc.), they are very different in many other
respects – as we will see in the concluding chapter of this book.

As compared to the Nelson book, then, our selection of NSI represents
a narrower – or, rather, more focused – sample with respect to the dimen-
sions of size and levels of income. Its geographical coverage is also more
restricted, representing only two continents instead of four. Based on these
considerations, it might be argued that one advantageous feature of the
present volume is that it deals with a set of countries that are – in some
respects, at least – more directly comparable with one another than those
included in the Nelson anthology.

Notwithstanding these considerations, we should urge some caution
with respect to conducting comparative analyses that cover this whole set
of cases. It is clear that our ‘sample’ of NSI cuts across some fundamen-
tally different contexts, which ought to be taken into careful account in any
comparative analysis. First, our cases represent two very different regions
of the world: the Asia-Pacific and North European regions. Second, these
cases also constitute two very different groups defined from an economic-
history perspective. On the one hand, the Nordic countries and the
Netherlands represent late industrializing countries whose economies
reached the ‘take-off ’ point in the early twentieth century. On the other
hand, the Asian and Irish economies represent ‘newly industrialized coun-
tries’ that reached this point much later, and under different conditions.
These differences, among others, should be addressed in making compar-
isons across this set of cases – an issue to which we shall return in the con-
cluding chapter.

As stated in Section 1, one of our objectives has been to contribute to the
development of comparative studies of NSI. One means of realizing this
goal is, of course, to identify and describe comparable cases in a systematic
way. Other means of increasing the potential for comparative analysis
are to identify common bases of comparison and to elaborate a conceptual
framework for this purpose. Thus, as compared to the Nelson book,
we have also tried to increase the degree of comparability by using con-
cepts that are standardized or harmonized to a larger extent and by adopt-
ing a common theoretical framework. Along the same lines, we have also
streamlined the structure of presentation in all the case studies. As noted
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previously, all the national studies included in this collection use the same
model table of contents, which will be discussed in the next section.

4 THE STRUCTURE OF THE CASE STUDIES

In this section, the common structure of the case studies in this book is
briefly outlined and explained. The discussion here concludes with the pre-
sentation of a model table of contents used in all the case studies.

After a short introduction (Section 1), the case studies outline the main
trends in the history of the NSI (Section 2). These opening sections are
intended to characterize the NSI, often in relation to a central theme
identified in the title of the case study, and point out the most important
aspects of the system’s development over time.

In Section 3, the propensity to innovate (or innovation intensity) of the
NSI is addressed. Ideally, this discussion addresses both the development
(creation) and the diffusion of innovations, including product as well as
process innovations.19 To a large extent the Community Innovation Surveys
and similar surveys carried out in non-European countries have been used
to describe the propensity to innovate in the various countries. To the extent
possible, these descriptions of the propensity to innovate are structured in
order to facilitate the development of a comparative perspective across the
various case studies.20 Some of the data on which these comparisons are
based, as well as additional data, are presented in the Appendix.

As discussed above in Sections 2.2 (including Box 1.1) and 2.3, the main
function in systems of innovation is to pursue innovation processes – i.e. to
develop and diffuse innovations. Hence the development and diffusion of
(different kinds of) innovation is what ‘comes out’ of the systems. In the
case studies, these outcomes are measured and assessed in Section 3’s dis-
cussion of the ‘propensity to innovate’ (or ‘innovation intensity’).

The propensity to innovate is actually what should be explained – if pos-
sible – by accounting for the determinants of the development and
diffusion of innovations. In the conventional terms of scientific method,
the propensity to innovate is explanandum and the determinants are the
explanans. These determinants were referred to as ‘activities’ in Section 2.3,
where we hypothetically listed ten such activities. They were clustered in
four main categories (see Box 1.2). In Section 4 of the case studies, these
ten activities are discussed in depth. Due to the detailed description of these
activities, Section 4 is the longest part of each national case study.

The research question asked in Section 4 is, in effect: ‘What are the
national characteristics of the factors (or ‘activities’) that influence
(product and process) innovation processes in the NSI?’21 In this section,
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the country case studies aim to identify factors that influence – and, in this
sense, help to explain – the propensity to innovate.

Systematic identification of such determinants of innovation processes is
a surprisingly under-researched area in innovation studies. Partly for this
reason, but also because of the very complex nature of innovation
processes, as well as the difficulty of developing causal explanations in the
social sciences, none of the case studies arrives at a ‘complete’ causal
explanation of the propensity to innovate in their respective NSI. What they
do present are structured and illuminating discussions of the factors that
influence that propensity. What we have learned in the work of this project
is that a much deeper analysis of each of the potential determinants is both
necessary and possible – but far beyond the scope of a volume such as this.
For that reason, many of the researchers involved in this project have dis-
cussed the possibility of writing a whole book on their respective NSI.

As pointed out in Section 2.1 above, the generally accepted definitions of
SI do not include the consequences of innovations, and the various systems
of innovation approaches do not, as such, deal with the consequences of
innovations. However, innovations, developing and diffusing in innovation
systems, have extremely important consequences for socioeconomic vari-
ables (such as productivity growth, employment and sustainability).
Therefore Section 5 in the case studies provides a brief discussion of some
consequences of innovations, mainly emphasizing consequences for pro-
ductivity growth22 (although some case studies also mention other effects,
such as employment and sustainability). This issue could also, of course,
have been dealt with at much greater length and depth in specialized analy-
ses than has been possible in one section of a chapter in an edited volume.

This project has also sought to counter the criticism that NSI analy-
ses pay too little attention to ‘external’ factors by explicitly taking into
account processes of globalization and issues raised by this phenomenon.
Globalization is dealt with as a basic issue and profoundly integrated into
each of the national studies. Thus we have dealt with aspects of globaliza-
tion when discussing the various activities pursued in the NSI (see the dis-
cussion above of Section 4). We have also tried to address the extent to
which various activities have been influenced by globalization. Because of
the importance of the issue for this project, each national study also
includes a section summing up the impact of globalization on the NSI
(Section 6). In Section 6, the case studies address questions such as the
following:

● What have been the relations between globalization and NSI?
● What does globalization mean for the NSI of small countries?
● How has globalization influenced NSI – positively and negatively?
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● How has globalization influenced innovation policies of small
countries? 

● How has globalization been incorporated into innovation patterns –
e.g. in capturing technological opportunities abroad and capturing
global market opportunities?

● How have various countries influenced processes of globalization?

We shall return to the issue of globalization in the concluding chapter of
this book.

A general definition of innovation policy was presented above in Box 1.1.
Just as in the case of globalization, innovation policies are discussed in rela-
tion to various activities addressed in Section 4 of the case studies – but we
also devote one separate section to innovation policy in each case study. In
the context of this book, ‘innovation policy’ means two things:

1. The policies that have historically been pursued in the ten countries.
2. The policies proposed for the future.

We deal with both of these aspects of innovation policy in the case
studies. To analyse national innovation policies, it is necessary to relate them
to strengths and weaknesses of the NSI. On this basis, innovation policies
are discussed in Section 7 of the case studies. This section addresses both
those policies that have been pursued during the last few decades and those
proposed for the future. Since policy will be one of the key issues discussed
in the concluding chapter, we abstain from going deeper into this issue here.

The above description of the contents of the various sections results in
the model table of contents (Box 1.3) that is used in all country chapters.
This model is not followed slavishly by all authors. All of them have
addressed all the headings outlined above. However, to prevent the model
from becoming too much of a straitjacket, many chapters have improved
upon the outline by adding various subsections to account for national
peculiarities and deal with issues that may not be as relevant or as import-
ant in other countries. The length and weight of each of the sections also
differ among the chapters. Thus we have ended up with a joint structure
pointing out the ‘minimum’ requirements for what should be addressed and
included in all the national studies. This framework is intended to be a
common denominator to achieve comparability, without being too inhibit-
ing. Therefore additional issues are covered in the country case studies, and
the way that specific issues are covered varies across the chapters. This
diversity is in the interest of comparability as well as of creativity!

Another salient feature of both the framework and the flexible manner
in which it has been implemented is that the borders between sections
are not razor-sharp. For example, institutions (rules of the game) are 
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BOX 1.3 MODEL TABLE OF CONTENTS FOR NSI
CASE STUDIES

1 Introduction
2 Main historical trends 
3 Innovation intensity
4 Activities that influence innovation

4.1 Knowledge inputs to innovation 
4.1.1 R&D activities
4.1.2 Competence building 

4.2 Demand-side factors1

4.3 Provision of constituents
4.3.1 Provision of organizations
4.3.2 Networking, interactive learning and knowledge

integration
4.3.3 Provision of institutions

4.4 Support services for innovating firms 
4.4.1 Incubating activities
4.4.2 Financing
4.4.3 Provision of consultancy services

4.5 Summary of the main activities influencing innovation 
5 Consequences of innovations
6 Globalization
7 Strengths and weaknesses of the system and innovation

policies
7.1 Strengths and weaknesses 
7.2 Summary and evaluation of the innovation policy pursued
7.3 Future innovation policy

Notes
References

Note: 1 Originally the demand-side factors were divided into two different activi-
ties, but they were merged as a consequence of discussions within the project
group.

mentioned in many sections, since they are certainly relevant for demand,
for R&D and other knowledge inputs, etc. In addition, however, institu-
tions are also addressed in a separate subsection. A further example con-
cerns the provision of organizations. Like the provision of institutions, this
topic is the subject of a separate subsection – but is also addressed under
other headings in each national case study. There are also differences in the
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approaches to and coverage of the same heading across the different
country studies. In some chapters, for example, ‘provision of organizations’
is dealt with exclusively in terms of the birth and death of firms, and other
kinds of organizations are dealt with elsewhere. In other chapters, a focus
on new public sector organizations is developed under this heading, and
firms are addressed elsewhere.

Notwithstanding this kind of flexibility, the fact that the model table of
contents is used in all country chapters means that they all address the same
issues and activities in similar ways. It also means that comparisons
between the various cases are facilitated by the adoption of a common
framework, as should be obvious to the readers of this book. To a large
extent, however, we shall leave such comparisons to be drawn by the readers
themselves. Only a few dimensions will be explicitly compared in the con-
cluding chapter.

Readers will probably form views about which national studies provide
a better structure and content under each heading than do others. On this
basis, the next attempt – by us or by others – at systematically describing
NSI in a comparative manner will provide an alternative which competes
with the attempts that are included in this book. The same is true with
regard to the framework outlined in Box 1.1. There are certainly other ways
to specify the main terms, and other researchers should be encouraged to
elaborate them. However, we do hold the view that specification as such is
a virtue. There is no advantage to using common terms in ambiguous and
unclear ways.

To sum up, we have managed to use a fairly standardized conceptual
‘language’ and to structure the case studies along similar lines. We believe
that using this common ‘format’ is an achievement; certainly, it has not
been done before in a comparative study of several NSI.

5 FINAL REMARKS AND OVERVIEW OF THE
CHAPTERS

The remainder of this book is dedicated, for the most part, to the presen-
tation of the national case studies. There are two main groups of chapters:
Part I presents the case studies of what we identify as the fast growth coun-
tries during the last three decades (Taiwan, Singapore, Korea, Ireland and
Hong Kong), and the second presents what we call the slow growth coun-
tries (Sweden, Norway, the Netherlands, Finland and Denmark).23 With
regard to these case studies, it should be said at the outset that all authors
have been forced to economize strictly with regard to space. And, as noted
above, most authors would actually have wanted to devote a whole book to
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their respective NSI. We are confident that some of them will do so in the
future!

5.1 Part I: Fast Growth Countries

5.1.1 Taiwan
Following an NSI approach, this chapter addresses the story of economic
transformation in Taiwan. It emphasizes the key role of policy in leading
the process of systemic upgrading, which has involved complex processes
of co-evolution among actors, institutions, knowledge, technology and
markets. Three elements are emphasized here. The first is the role of Taiwan
as a latecomer economy, learning to compete in world markets. The second
concerns the strategic role of the government in changing the economic
base for competition on the part of Taiwanese firms. The third is special-
ization, referring to a unique capacity to adjust quickly to patterns of
change in global demand by upgrading and excelling at the project execu-
tion level in original equipment manufacturing (OEM) and original design
manufacturing (ODM) production.

5.1.2 Singapore
Singapore has experienced rapid economic and technological development
since political independence in 1965. Until the late 1990s, this rapid growth
was accomplished largely through heavy reliance on foreign direct invest-
ment (FDI), leveraging foreign multinational corporations (MNCs) to
transfer and diffuse technology to local companies and employees. The gov-
ernment has played a central role in this development, providing incentives
for MNCs to locate in Singapore, developing relevant training programmes
and institutions, providing the necessary infrastructure and setting an
example by itself being a lead user of new technologies. However, this
approach has also produced an imbalance in the NSI, with greater empha-
sis on the adoption of advanced technologies at the expense of developing
indigenous R&D and innovation capabilities. This is reflected in the rela-
tively low innovation intensity and patenting levels prevailing in Singapore
up to the late 1990s. Since then, policy efforts aimed at redressing this imbal-
ance have been implemented, particularly over the last two to three years.
However, weaknesses remain, particularly in the basic research system and
the technology entrepreneurial ecosystem. Future policy will need to
address these issues, including mechanisms to fund technology commer-
cialization efforts, programmes to promote R&D cooperation with interna-
tional partners and, perhaps most fundamentally, policies to foster a change
in the cultural mindset in order for the population to embrace entrepre-
neurship.
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5.1.3 Korea
Korea is comparable to Germany and the UK with regard to complexity
and diversity of organizations, institutions and industrial structures. Its NSI
has been developed through aggressive investment in R&D and innovation
activities, led by large firms and the government. However, this has resulted
in low innovativeness and productivity relative to the advanced countries,
and lower gross domestic product (GDP) per capita than the first-tier Asian
‘tigers’. Korea’s NSI is characterized by a group of ‘strong large firms and
weak small firms’ – that is, innovative large firms able to exploit technolog-
ical and market opportunities abroad, and laggard small firms. In terms of
public R&D, Korea has a relatively large government research institute
sector, but university research activities are comparatively small. Industry
networks comprising chaebol groups and their affiliated firms are dominant
in the major industry sectors, and university–industry–government research
institutes networks are at an early stage of development. The education
system in Korea has been continuously expanding, but is under increasing
pressure to upgrade the quality of education being offered. The financial
system, which is predominantly a banking system, has been reformed.
Under the liberalized environment, which emerged rapidly after the 1990s
financial crisis, coordination and networking of innovative actors and reso-
lution of mismatches in the system of innovation have become urgent issues
in Korea’s bid to become active in knowledge generation and effective uti-
lization of technology from abroad.

5.1.4 Ireland
High levels of inward investment have helped Ireland to achieve extremely
rapid growth over recent years compared to other European countries.
Innovation levels have also been high, supported primarily by inward tech-
nology transfer and despite historically low levels of both public and private
R&D spending and weaknesses in Ireland’s NSI. Acknowledgement of these
issues in the mid-1990s, and increasing uncertainty over whether Ireland
would continue to attract high levels of inward investment, led to a refocus-
ing of policy towards support for domestic R&D, innovation and new tech-
nology adoption. Since 2000 in particular, public investment in higher
education R&D has increased rapidly, supported by policy innovations
such as the introduction of the Programme for Research in Third Level
Institutions (i.e. organizations) and Science Foundation Ireland. Efforts to
boost levels of business R&D and connectivity have also been intensified,
with a particular focus on indigenously owned and smaller firms. Over the
same period, Ireland has tightened its intellectual property rights regime,
strengthened corporate governance legislation and continued to develop
organizations to support business start-up and service sector growth.
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5.1.5 Hong Kong
From 1847 to 1997, Hong Kong was a Crown colony of Great Britain. The
five decades leading up to 1997 saw Hong Kong becoming a newly indus-
trialized economy and then developing extensive services to become an
unrivalled trade hub between the People’s Republic of China and the rest
of the world. This role has contributed directly to the prosperity and stan-
dards of living Hong Kong enjoys today. Since Hong Kong became a
Special Administrative Region under Chinese sovereignty in 1997, however,
a series of events has created new pressures on Hong Kong to diversify its
role as a regional hub. One such event has been the accelerated integration
of Hong Kong’s production networks into the Chinese mainland,
specifically the Pearl River Delta region of Southern China. Another
important event was the Asian financial crisis that struck in 1998, initiating
a prolonged economic recession out of which Hong Kong has only recently
emerged.

In reaction to these events, the Hong Kong government has launched
major initiatives to improve innovation in the economy. The low level of
R&D investment in industry has been gradually improving, and attempts
have been made to generate new technologies through public support on a
continued basis – to transform Hong Kong into an innovation hub with
global links to and from China.

The point of departure for this chapter is thus that the transition to a new
status, from that of a trade hub for China to that of an innovation hub, pre-
sents new challenges for Hong Kong’s NSI. Hong Kong must leverage its
unique position as a gateway that provides high value-added services to
global production chains linking China and the world, and in the process
upgrade its expertise and knowledge for trade and production chain
orchestration into the resources needed to contribute substantially to
product and process innovation in China.

5.2 Part II: Slow Growth Countries

5.2.1 Sweden
This chapter takes its point of departure in the so-called Swedish paradox,
according to which the Swedish NSI is plagued by low pay-off in relation to
very high investments in R&D and innovation efforts. Using new data, we
show that this paradox is still in operation, i.e. the productivity or efficiency
of the Swedish NSI remains low. We also specify the paradox in several
respects. By focusing on nine activities in the NSI, we attempt to explain why
and how the paradox operates. The paradox is also related to the moderate
growth of labour productivity in Sweden. Further, we show that the
paradox is linked to globalization: internationalization of production by
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Swedish firms has proceeded further than the internationalization of R&D.
On the basis of this analysis, we identify strengths and weaknesses of the
Swedish NSI – many of which are related to the Swedish paradox. We take
account of the history of innovation policy in Sweden and – on the basis of
the analysis as a whole – we identify future policy initiatives that might help
to mitigate the Swedish paradox.

5.2.2 Norway
Norway ranks low regarding average innovation outcome, but performs
well regarding economic output and standard of living. We provide a
description of activities within the NSI, with a focus on technological tra-
jectories. Norway has been blessed with an abundance of natural resources,
and this rich endowment partly explains the country’s affluence based on
resource extraction specializations. But an over-emphasis on overall low
innovation intensity is misleading. The specialization in low-technology
resource extraction would not have been possible without innovation-
intensive technological trajectories working next to resource extraction
sectors, such as mechanical engineering, engineering consultancy and sup-
pliers to the aquaculture sectors.

5.2.3 The Netherlands
The Netherlands NSI has deep roots in the history of the country. The
industrial structure and the common mode of societal organization (the pol-
dermodel) go back to the sixteenth-century history of the Republic of the
Netherlands. At the end of the 1960s, the Netherlands was a leading indus-
trial nation, and innovation (especially by a few large firms) was at the heart
of this economic success. Since then, innovation intensity has been in rela-
tive decline, partly because other nations have successfully caught up. What
results is a relatively rich NSI, in which many actors (public and private) play
a role, the science and technology infrastructure is well developed, and
innovation policy (including policy employing a systems perspective) has a
long tradition. But performance is declining, in terms of both innovation
and science and technology indicators, as well as in terms of economic indi-
cators such as productivity. The challenge for innovation policy is to over-
come this situation, but policy makers have been faced with budget cuts, and,
despite well-recognized elements of a systems approach in policy thinking,
innovation policy is still very much steered by scoreboard indicators.

5.2.4 Finland
Industrial development in Finland can be divided into three phases: (1) a
factor-driven economy from the mid-1800s to the early 1900s; (2) an
investment-driven economy from the end of the Second World War to the
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1980s; and (3) an innovation-driven economy since the late 1980s. Finland
experienced a severe depression in the early 1990s, and the recovery from it
was to a large extent due to fast growth in the information and communi-
cation technology (ICT) sector. Lately, innovative activity in Finland has
been dominated by the electronics industry, as reflected in the success of
this sector, and particularly of Nokia. Even though the electronics indus-
try and especially Nokia dominate innovative activity in Finland, there are
also other innovative sectors in the country, such as knowledge-intensive
business services (KIBS). Many traditional sectors, such as the engineering
and paper industries, are also quite innovative by international standards.
All in all, Finland ranks among the top countries in innovativeness. The
future challenges of the Finnish NSI include strengthening of innovative
activities in traditional manufacturing industries and in service sectors. In
addition to technical innovations, the role of organizational innovations
should be strengthened and technical and organizational innovations
should be integrated more than is currently the case.

5.2.5 Denmark
The Danish NSI is characterized by many small and medium-sized enter-
prises (SMEs) with only a few (in international terms) large firms. In
general, Danish firms are innovative (making both product innovations,
process innovations and organizational innovations), but their innovations
mainly take the form of incremental changes. Such innovations often reflect
a practical and experience-based interaction between skilled labour, engi-
neers and marketing people. The firms mainly build up competences by
employing experienced labour on a flexible labour market and through
intensive interfirm collaboration – especially with domestic and foreign cus-
tomers and suppliers. However, there are signs indicating that important
changes in the traditional Danish mode of innovation may be under way.
First, Danish firms – including many SMEs – are increasingly investing in
R&D, collaborating more with universities than before and employing more
personnel with higher education. Second, ongoing globalization implies on
the one hand an outsourcing of low-skilled jobs – for instance within trad-
itional scale-intensive food processing sectors – and on the other an increas-
ing number of high-skilled jobs in high-tech sectors – for instance within
biotechnology, ICT and various knowledge-intensive service industries.

5.3 Concluding Chapter

The concluding chapter of this book develops a comparative analysis that
deals with only a very few of the many issues addressed empirically by the
country case studies. The concluding chapter focuses to some extent on
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issues related to globalization, but devotes most of its attention to
innovation policy. Our concluding chapter is intended as a contribution to
the comparative analysis of NSI, conceived in the spirit of ‘appreciative
theorizing’.
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NOTES

1. By March 2007 ‘innovation systems’ had 792 000 hits on Google and ‘systems of innov-
ation’ had 224 000. As a comparison ‘economics of innovation’ had 219 000 and ‘neo-
classical economics’ had 285 000 hits.

2. Previous initiatives were taken by research groups in Aalborg, Denmark (Bengt-Åke
Lundvall) and Oslo, Norway (Jan Fagerberg) before Lund, Sweden (Charles Edquist)
was invited to take over the coordination.

3. What this may mean is discussed in Section 2.2 below.
4. The Appendix in this book is a result of that work.
5. We received comments from all the national teams, and in some cases from several

members of the same team. The framework was revised substantially on the basis of
these comments. This introduction is partly based upon the framework, but certainly
does not reproduce it entirely. (The framework document was quite specific and the
document describing it ran to 112 pages.)

6. We will briefly return to these issues later in this chapter. In addition, globalization and
innovation policy will be discussed in more detail in the concluding chapter of this book.

7. We have adopted the common term ‘countries’ in this introductory chapter and in the
concluding chapter. However, Hong Kong is not, properly speaking, a country in the
sense of a nation-state. Formerly a British Crown colony, Hong Kong was made a
Special Administrative Region of the People’s Republic of China by the Sino-British
Joint Declaration of 1984, and assumed that status in 1999. However, the 1984 Joint
Declaration ensured preservation of Hong Kong’s capitalist system and ‘way of life’ for
50 years, and this principle is reflected in the ‘one country–two systems’ framework that
was subsequently enshrined in the constitution of the Hong Kong SAR. The innovation
system of Taiwan covers only the Republic of China, which operates like a country, but
is considered as a part of China. In addition, South Korea (the Republic of Korea) is
only a part of the Korean peninsula and the case study of Ireland does not include the
north-eastern part of the island (i.e. Northern Ireland).

8. Freeman here means ‘organizations’ in the sense of actors and not ‘institutions’ in the
sense of rules. In addition, we currently often use the term innovations instead of tech-
nologies – implying that we also include in this category new creations also of a non-
material nature, e.g. service product innovations and organizational process innovations
(see specification of key terms in Section 2.2).

9. This emphasis is clear from Nelson and Rosenberg (1993, p. 4): ‘the orientation of this
project has been to carefully describe and compare, and try to understand, rather than
to theorise first and then attempt to prove or calibrate the theory’. In the current project
we have tried to do it partly in the opposite way – specifying concepts and theories first
and carrying out empirical work in a comparative way thereafter.
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10. Lundvall uses the term ‘institution’ in an ambiguous way. Sometimes, he uses it in the
sense of ‘rules’ only; at other times, he uses it to denote ‘organizations’ – see Section 2.2.

11. Nelson (and Rosenberg) use the term ‘institutions’ to denote these organizations.
12. Their definitions of NSI do not include, e.g., consequences of innovation. This does not

mean that innovations emerging in SI do not have tremendously important consequences
for socioeconomic variables such as productivity growth and employment – on the con-
trary. Moreover, distinguishing between determinants and consequences does not, of
course, exclude feedback mechanisms between them.

13. Curiously enough, these authors see Nelson as the proponent of a ‘broad’ approach. But
here they are drawing a contrast, not with Lundvall, but rather with Bozeman and Dietz
(2001), who propose a definition of NSI that is even narrower and more restrictive than
Nelson’s.

14. Like the SI approach, general systems theory might be considered an approach rather
than a theory.

15. Only in exceptional cases is the system closed in the sense that it has nothing to do with
the rest of the world (or because it encompasses the whole world).

16. Before going into these definitional issues, we want to stress that definitions and tax-
onomies are neither right nor wrong; they are more or less useful for certain purposes.

17. The activities in SI are the same as the determinants of the main function. An alterna-
tive term for ‘activities’ could have been ‘subfunctions’. We chose ‘activities’ in order to
avoid the connotation with ‘functionalism’ or ‘functional analysis’ as practised in soci-
ology, which focuses on the consequences of a phenomenon rather than on its causes,
which are the focus here (Edquist, 2005, p. 204, n. 16). In order to avoid all connotations,
it would perhaps be better to use term ‘x’ to denote the concept – but this might seem
too radical for some social scientists.

18. The Human Development Index is a composite index that measures the average achieve-
ments in a country in three basic dimensions: life expectancy at birth, adult literacy and
the combined gross enrolment ratio for education at all levels, and GDP per capita.

19. See Box 1.1 for concept specifications and how ‘development’ and ‘diffusion’ of innov-
ations relate to ‘new-to-the-market’ and ‘new-to-the-firm’ innovations.

20. The reason for this is that it is not possible to say that innovation intensity is high or low
in a certain system if there is no comparison with innovation intensity in other systems.
This has to do with the fact that we can not identify an ‘optimal’ or ‘ideal’ innovation
intensity. The notion of optimality will be discussed related to policy issues in the con-
cluding chapter of this book.

21. The innovation policies pursued during recent decades and relevant aspects of global-
ization are also discussed in the context of the factors influencing innovation processes.
Since they are considered crucial issues in this project, they are also addressed in sepa-
rate sections. They will also be discussed in the concluding chapter of the book.

22. However, dealing with consequences for productivity growth is done in a very different
way in each case study.

23. Within these groups we simply present the chapters in reverse alphabetical order. The
identification of fast and slow growth countries respectively is done in the concluding
chapter.
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PART I

Fast Growth Countries





2. The rise and growth of a policy-
driven economy: Taiwan
Antonio Balaguer, Yu-Ling Luo, Min-Hua Tsai,
Shih-Chang Hung, Yee-Yeen Chu, Feng-Shang
Wu, Mu-Yen Hsu and Kung Wang

1 INTRODUCTION

Over the last 40 years, Taiwan has been an example of sustained economic
growth. The empirical richness of Taiwan’s economic and social transfor-
mation provides a good source for testing theories, hypotheses and models
of growth. ‘Systems of innovation’ approaches and concepts are useful in
capturing some of the key elements of the ‘Taiwanese story’, which we have
characterized as a ‘policy-led systemic upgrading’, involving a complex
process of co-evolution among actors, institutions, knowledge, technology
and markets.

The foremost aspect in the ‘Taiwanese story’ is that Taiwan was a late-
comer in terms of its industrial development and learning how to compete
in world markets. A second and related aspect is the role of government and
public policy. Here, the crucial point is not simply that the government
intervened in development, but that it played a key strategic role by chang-
ing the economic base to produce new comparative advantages and creat-
ing new market segments in which Taiwanese firms could compete
(Amsden and Chu, 2003). A third aspect of the ‘Taiwanese story’ is spe-
cialization. Rather than sectoral specialization, we refer to a unique capac-
ity to adjust quickly to patterns of changes in global demand by upgrading
and excelling at the project execution level in original equipment manufac-
turing (OEM) and original design manufacturing (ODM). Specialization
in these areas means that Taiwanese firms occupy a particular role in the
international division of labour, creating the basis for relationships with
multinational corporations (MNCs), which have become dependent on
Taiwanese manufacturing and process innovation skills.
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2 MAIN HISTORICAL TRENDS

In Taiwan’s short history, many watershed events have marked the devel-
opment of its NSI. The influence of Japanese colonial rule from 1895 to
1945 can be regarded as the starting point for this development. One
important feature of this period was the dispersion of new infrastructure
throughout the island. This helped to avoid city-centred development in
Taiwan, a common characteristic of other colonies (Gold, 1988, p. 116).
Lin (1973, pp. 13–27) argued that the years of Japanese rule were very
important in the process of forsaking the tradition-bound static life of
Chinese society and preparing the conditions for Taiwan’s incorporation
into the modern industrial life of the postwar years.

Between 1945 and 1949, the economic development of Taiwan was slow.
Taiwan suffered severe damage after allied bombing, but the deterioration
of the economic and social situation on the mainland left no room for
Taiwan’s reconstruction. From 1949, the situation changed dramatically.
After the defeat of the Nationalists (Kuomintang, or KMT) and the
‘relocation’ of the Republic of China to the island of Taiwan, Taiwan
began a new era of growth. Economically speaking, this period was char-
acterized by three major successful polices that had a big impact on
Taiwan’s further development: land reform (followed by impressive agri-
cultural development), industrialization based on import substitution, and
support for state enterprises. In this period, Taiwan experienced unprece-
dented growth. Between 1958 and 1973, real gross national product (GNP)
grew at an annual average of 9.8 per cent, and the rate of industrial pro-
duction grew at 16.3 per cent. Exports increased from US$156 million in
1958 to US$4483 million in 1973.

From the late 1970s, Taiwan launched a major initiative to promote
capital-intensive and high-technology industries. In addition, research and
development (R&D) began to be considered an important issue in the
Taiwanese policy makers’ agenda. Local content policies and moderate
import tariffs were applied in some industries, such as the automobile and
electronics industries, but subsidization, tax incentives, strategic partner-
ship, foreign direct investment (FDI), joint ventures and other mechanisms
for technology transfer from overseas were common.

After the second oil shock in the late 1970s, the government took a much
more decisive approach to promoting strategic high-technology and value-
added industries. During the mid-1970s, notable advances were made in
building a scientific and technological infrastructure. In 1973, the Ministry
for Economic Affairs established the Industrial Technology Research
Institute (ITRI) by merging three existing R&D institutes. In addition, the
Hsinchu Science-based Industrial Park (HSIP) was established in the latter
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half of the 1970s to promote high-tech firms in information industries, new
materials and biotechnology.

Research and development became a priority from the 1980s, when
Taiwan embarked on its high-tech period. To encourage technological
upgrading, the government used mechanisms such as exempting R&D
equipment and instruments from import duties as well as tax refunds and
regulations to induce R&D spending. This process of technological
upgrading was accompanied by the development of new industries, notably
integrated circuits (IC) (Tung, 2001).

The 1980s was a period of OEM/ODM sophistication, but it also saw the
internationalization of some Taiwanese own brand manufacturing (OBM)
companies (Hung and Whittington, 1997). In electronics, the 1980s wit-
nessed considerable advances as Taiwanese firms attempted to catch up to
the world’s technological frontier (Dedrick and Kraemer, 1998; Hobday,
1995). From the 1990s, industrial restructuring accelerated in Taiwan
despite the fact that the government took a much more neutral approach
to the selection of strategic industries and prioritized policies such as the
privatization of government enterprises. However, the government did
select the so-called group of ten important ‘technology-based’ industries
that received special treatment because of their technological intensive-
ness.1 Between 1986 and 1996, technology-intensive exports grew from 18.4
per cent to 39.6 per cent of Taiwan’s exports. By the latter date, Taiwan had
achieved an impressive share of the world market in a number of informa-
tion technology products; for example, it sold 53.4 per cent of the world’s
monitors, 74.2 per cent of motherboards, 95 per cent of handy scanners, 52
per cent of desktop scanners, 61 per cent of keyboards, and 65 per cent of
computer mice (CEPD, 1997).

From July 1997 to mid-1998, most Asian economies were deeply shaken
by the Asian crisis, and their currencies and stock markets dropped dra-
matically. In contrast to most Asian economies, Taiwan maintained most
of its economic growth, despite the fact that its stock market and currency
dropped significantly. In 1998, GDP (gross domestic product) grew at 5.2
per cent (Asian Development Bank, 1998). Healthy macroeconomic con-
ditions, including a budget surplus, positive trade accounts and a relatively
sound financial system, were instrumental in curbing speculative flows and
maintaining stability.

The economic interdependence between China and Taiwan accelerated
dramatically between the late 1990s and early 2000. Since 2002, the bilat-
eral trade between Taiwan and Mainland China has surpassed that
between Taiwan and the USA. The situation is complex, as both threats
and opportunities are present. At present, the ‘hollowing out’ caused by the
massive migration of Taiwanese firms to China has created an enormous
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pressure for the government to ensure that investment remains in Taiwan.
Thus one of the most important recent Taiwanese government policies has
been to encourage both domestic and foreign firms to establish their R&D
centres and headquarters in Taiwan.

3 INNOVATION INTENSITY

Based on the first Taiwan Technology Innovation Survey (TTIS), we
observed that in both input and output indicators the manufacturing sector
shows a considerably higher propensity to innovate than the rest of
Taiwan’s firms (see Table 2.1). The innovation intensity of the manufactur-
ing sector is 1.5 times higher than Taiwan’s average and the percentage of
turnover due to new-to-the-firm products is 2.6 times higher for manufac-
turing firms than for service firms. In addition, the focus of the innovative
effort differs between the manufacturing and services sectors. The NSC
(National Science Council) (2003) indicates that a large share of innovation
expenditure for the manufacturing sector goes to in-house R&D, whereas
in the service sector it is mainly related to technology acquisition.

Among the manufacturing sectors included in the first TTIS,2 the most
innovative is the machinery, equipment and instruments sector, which
includes the computer, communication and semiconductor industries –
the backbone of Taiwan’s high-tech growth since the 1990s. In addition,
this sector has the highest percentage of firms undertaking process and
product innovation. In 2000, innovation intensity (ININT2K) and R&D
intensity (RDIN2K) in machinery and equipment were 5.20 per cent and
2.06 per cent, respectively. Production efficiency, quality control and tech-
nology adoption are the main objectives for R&D spending in local firms
of the ICT (information and communication technology) sector (see
Table 2.2).

The group including petroleum refining, nuclear fuels, chemicals and
plastics provided the foundation of Taiwan’s industrialization. For many
years, these industries were strongly supported (and partially owned) by the
government. Although most of the firms in these industries rely on foreign
technology, their key role as suppliers of materials for export-oriented
downstream industries, such as electronics, has forced them to upgrade
production. The plastic materials industry hosts some of the world’s largest
manufacturers of engineering and commodity plastics, which have used
its indigenous R&D process capability to adopt and improve foreign
technologies. A key driver of innovative efforts in these industries has
been the need to increase the scale of production in order to compete.
Some government-led R&D collaborative initiatives with national R&D
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institutes have been important within this group – for example, in the
upgrading of the polyester industry.

Table 2.1 shows that process innovation is a more common activity than
product innovation in both manufacturing and services. Taiwanese spe-
cialization in OEM manufacturing has been an important cause of

36 Fast growth countries

Table 2.2 Selected CIS indicators of the manufacturing and service
sectors in Taiwan

Input indicators (%) Output indicators (%)

Indicators1 ININT2K RDIN2K2 INPDT INPCS INNO

Manufacturing industry 4.1 1.23 25.0 35.0 45.0
Food, beverages & tobacco 2.2 0.36 28.0 46.0 50.0
Textiles, wearing apparel, fur 4.8 0.40 18.0 34.0 41.0

& leather
Wood, paper, printing, publishing 4.3 0.13 12.0 33.0 39.0
Petroleum, nuclear fuel, chemicals, 2.5 0.71 30.0 37.0 48.0

rubber & plastics
Non-metallic mineral products 2.5 0.24 20.0 35.0 40.0
Basic metals 1.9 0.17 12.0 32.0 38.0
Fabricated metal products 3.3 0.22 25.0 32.0 43.0
Machinery equipment, instruments 5.2 2.06 36.0 37.0 52.0

& transport equipment
Furniture, other manufacturing 5.7 0.47 25.0 33.0 43.0

nec (not elsewhere classified)

Service industry 1.8 n.a. 17.0 28.0 37.0
Wholesale, retail trade, motor 1.3 n.a. 12.0 29.0 32.0

vehicle repair etc
Hotel & restaurants 1.8 n.a. 18.0 29.0 31.0
Transport & storage 1.0 n.a. 15.0 26.0 35.0
Communications 6.6 n.a. 43.0 29.0 43.0
Financial intermediation (incl. 1.9 n.a. 36.0 39.0 53.0

insurance)
Real estate, renting & business 4.0 n.a. 20.0 33.0 41.0

activities
Commercial, social & personal 1.1 n.a. 36.0 50.0 61.0

services activities, etc

Total 2.8 1.25 20.0 31.0 40.0

Notes:
1 ININT2K: innovation intensity in 2000; INPDT: introduction of ‘new-to-the-firm’

products; INPCS: introduction of new processes; INNO: innovating firms.
2 Source: NSC (2001).



process innovation as OEM arrangements governed more than half of
the data-processing equipment production in Taiwan. Under an OEM
agreement, a Taiwanese firm produced a finished product by following
the precise specifications of multinational corporations, which meant that
profitability for the Taiwanese firm was directly linked to its capacity to
reduce manufacturing costs. On the other hand, the intense competi-
tive environment among OEM firms in the local market created
significant pressure for the development of efficient and flexible processes
that could satisfy multinational corporations’ strict specifications and
standards.

Indicators of the propensity to innovate differ depending on the size of
the firms involved. As in most countries and industries, the extent of inno-
vation is considerably higher in Taiwan’s large enterprises than in its small
and medium-sized enterprises (SMEs). Innovation activities (INNO) are
undertaken by 77 per cent of large firms, a figure about 20 per cent higher
than that for medium-sized firms. The percentage of medium-sized firms
engaging in product innovation (INPDT) or process innovation (INPCS)
exceeds the corresponding figure for small and extra-small firms by 10 per
cent. When the percentage of firms that introduce new products is consid-
ered, innovation differences based on size are even more marked. This is an
expected result, as few small or extra-small Taiwanese firms have the cap-
ability to engage in product innovation.

4 ACTIVITIES THAT INFLUENCE INNOVATION

4.1 Knowledge Inputs to Innovation

4.1.1 R&D activities
In Taiwan, R&D intensity (gross expenditure on R&D (GERD) as a per-
centage of GDP) has grown significantly since the 1980s, rising from 0.85
per cent in 1981 to 2.3 per cent in 2002.3 However, Taiwan is still far behind
the international front-runners, Sweden, Finland and Korea, in R&D
intensity. As Figure 2.1 shows, from the 1990s onwards, more than half of
Taiwan’s R&D investment was made by the private sector. Business expen-
diture on research and development (BERD) has shown the fastest rate of
growth, whereas private research institutes (non-business) have shown the
greatest decline.

By 2002, 62 per cent of R&D expenditure was undertaken by the private
sector. Taiwan’s BERD as a percentage of GDP reached 1.43 per cent in
2002, with an annual growth rate averaging 8.4 per cent between 1995 and
2002. Despite this fast growth rate, BERD intensity lags behind those of
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other OECD (Organisation for Economic Co-operation and Development)
countries (Table 2.3).

The government’s support for R&D accounted for 0.86 per cent of GDP
in 2003, a figure similar to that of South Korea (0.90 per cent), but consid-
erably less than in most of the OECD countries. The majority of the funds
went to universities and research institutes. Public research institutes have
shown a slight increase in the national share of GERD. However, univer-
sity research has fallen to less than 10 per cent of total R&D expenditure.
The share of basic research, an activity usually performed by universities,
is one of the lowest in the industrialized world.

A rapid change in Taiwan’s BERD composition by sector may reflect
structural changes in the knowledge base underpinning industrial
transformation in Taiwan. The increasing need to upgrade the high-tech
manufacturing sectors (electronics, optoelectronics, computing, pharma-
ceuticals, aerospace and instruments) has increased the gap between R&D
investments in these sectors and the rest of manufacturing. In 2001, these
sectors totalled 66 per cent of the total manufacturing BERD, topping the
list of the countries shown in Table 2.4.

In terms of output in peer-reviewed scientific and technical journals,
Taiwan was ranked eighteenth in the world in 2001. It accounted for 1.1 per
cent of worldwide production, which represented a significant improve-
ment on its share of 0.9 per cent in 1996.4 However, higher growth trends
are observed in other newly industrialized and developed countries such as
Korea, Singapore and China.

Taiwan’s scientific publication profile is typical of a recently industrial-
ized country, in that there is a strong focus on basic research in the
natural and engineering sciences. However, Taiwan’s publishing presence is

Taiwan 39

Table 2.3 Comparison of BERD as a percentage of GDP

1999 2000 2001 2002 1995–2002 annual
growth rate (%)

FI 2.20 2.41 2.42 2.41 11.8
JPN 2.10 2.12 2.26 2.32 4.0
KR 1.76 1.96 2.23 2.18 7.3
USA 1.98 2.04 2.00 1.87 3.9
DK 1.42 n.a. 1.65 1.75 9.9
TW 1.31 1.30 1.37 1.43 8.4
SG 1.20 1.17 1.33 1.32 13.6
NL 1.14 1.11 1.10 1.03 2.8

Source: OECD (2004).



40

T
ab

le
 2

.4
S

tr
uc

tu
re

 o
f

se
ct

or
al

 B
E

R
D

 (
19

95
 a

nd
 2

00
1)

H
i-

te
ch

 m
an

uf
ac

tu
ri

ng

To
ta

l
H

i-
te

ch
P

ha
rm

a.
O

A
 &

 
E

le
ct

ro
ni

cs
A

er
os

pa
ce

In
st

ru
m

en
ts

m
an

uf
ac

tu
ri

ng
to

ta
l

co
m

pu
t.

(%
)

19
95

20
01

19
95

20
01

19
95

20
01

19
95

20
01

19
95

20
01

19
95

20
01

19
95

20
01

T
W

97
.1

92
.4

51
.0

66
.0

1.
2

1.
1

15
.8

18
.2

33
.9

43
.7

0.
1

0.
7

1.
5

2.
3

JP
N

96
.2

90
.6

37
.8

40
.5

6.
8

7.
1

9.
0

13
.0

17
.5

15
.3

0.
7

0.
8

3.
8

4.
3

SE
87

.5
87

.4
47

.5
55

.1
14

.3
17

.9
1.

4
0.

8
19

.9
28

.9
5.

1
2.

7
6.

9
4.

8
F

I
88

.0
84

.6
42

.3
56

.4
5.

1
6.

0
2.

1
0.

2
31

.2
47

.5
0.

1
0.

3
3.

9
2.

4
K

R
83

.3
82

.8
37

.0
51

.4
1.

4
2.

2
1.

8
7.

8
31

.6
36

.2
1.

5
3.

8
0.

7
1.

4
N

L
82

.5
75

.9
34

.4
39

.5
6.

8
8.

9
12

.1
25

.7
11

.1
0.

3
2.

7
0.

1
1.

7
4.

5
IR

89
.8

75
.0

50
.9

51
.5

16
.2

10
.5

5.
3

5.
1

23
.9

30
.6

0.
4

0.
4

5.
1

5.
0

U
SA

78
.9

64
.9

47
.9

39
.4

7.
7

6.
5

6.
7

5.
2

11
.6

12
.9

12
.8

5.
2

9.
1

9.
6

D
K

67
.9

64
.1

33
.2

34
.0

20
.0

23
.0

0.
9

0.
8

6.
3

4.
0

0.
0

0.
0

6.
0

6.
1

N
O

40
.5

48
.0

25
.7

21
.4

n.
a.

6.
3

1.
5

1.
0

15
.8

13
.5

0.
4

0.
4

1.
8

2.
1

N
ot

e:
O

A
 =

 o
pt

oe
le

ct
ro

ni
cs

.

S
ou

rc
e:

W
u 

an
d 

L
in

 (
20

04
).



relatively weak in the life and medical sciences. Despite fast growth rates for
such publications and an increasing share of total world scientific publica-
tions, the quality of publications measured by citation rate does not reach
the world’s average. Although specialization has decreased gradually (the
shape of the figure has become slightly broader), revealed comparative
advantage values (see Figure A3.1 in the Appendix) for the fields of com-
puter science, materials and engineering are considerably higher than the
world average (value 1). Taiwan’s research system shows a greater special-
ization in highly competitive national industries, such as electronics equip-
ment manufacturing.

Recently, patenting activity has expanded in Taiwan. Considering the
total number of patents approved by the US Patent and Trademark Office,
Taiwan’s ranking rose from eleventh in 1989 to fourth in 2002. In terms of
patent intensity (patents granted per million people), Taiwan ranked
third, behind only the USA and Japan in 2002. The distribution of utility
patents across technological fields shows Taiwan’s unique performance in
the fields of semiconductors, electronics, electrical appliances and com-
ponents; 50 per cent of such patents relate to ICT, especially semicon-
ductor technology.5 Most of them are the outcome of process innovation
by OEM firms.

Specialization tends to persist for long periods. However, persistent
efforts to change the industrial structure and the technological base at the
national level may change the patterns of technological specialization, as is
shown by patenting activity. As Figure A3.2 in the Appendix shows, Taiwan
has deepened its technological specialization in semiconductors and elec-
tronics. The revealed technological advantage value of 3.5 for the period
1994–2001 corresponds to a jump in the absolute number of patents from
172 to 5264, which began in the 1987–93 period and continued during
1994–2001.6 By contrast, Taiwan’s specialization in textiles, apparel and
other manufacturing has declined over the 1990s.

The use of these patents may, however, tell a different story. Table 2.5 pro-
vides a comparison of the number of US patents received by country with
the ratio of expenditure-to-revenue of technological trade. When the ratio
is greater than one, it means that the country’s technological revenue
exceeds expenditure, or that the country is a net exporter of technology. As
Table 2.5 suggests, among the ‘big six’ US patent-holding nations, only
Taiwan has a disproportionately small expenditure-to-revenue ratio com-
pared with the number of its US patents. The ratio is significantly lower
than the other five countries and it showed no growth between 1997 and
1999. Although Taiwan has a large number of US patents, it has not
managed to earn a commensurately large amount of royalty fees from
them. Indeed, Taiwan remains a major net importer of technology.
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It is likely that this low rate of return from technology trade is related to
the nature of Taiwanese patents. Taiwan’s patenting activity (and its tech-
nological emphasis) is related mainly to the production process, as dis-
cussed earlier. As a result, it is heavily biased towards development rather
than new research. Lin et al. (2001) further analysed the patent stock of
Taiwan and suggested that most of the patents granted to Taiwanese firms
before 1970 were of the new-design type.7 Only after 1990 did the number
of utility patents begin to increase.

4.1.2 Competence building
Taiwan’s industrialization has been supported by high-quality human
capital with a strong work ethic. Traditionally, Chinese people are highly
education-oriented. The ethics of ‘respect for education’, inherited from
Confucian values, have facilitated family support. The government’s edu-
cation policy has adjusted over time in accordance with the demands of
industrial development. During the import-substitution and land-reform
periods, the focus of educational policy was on the establishment and
support of industrial and agricultural vocational schools. The primary
objectives of educational policy were to improve literacy and ensure that
the supply of labour met the requirements of new industries. Nine-year
compulsory education was enforced in 1968, and it resulted in the upgrad-
ing of overall national competence.

The rapid growth of export-oriented industries created a great demand
for qualified technical personnel, which led to a swift expansion of the
vocational schools. In 1970, the ratio of general high-school students to
vocational-school students was 1:1, but it had risen to 1:2 by 1980. This
strong demand created pressure for reform of the traditional education
system, which was carried out in the 1990s. The number of students
enrolled in tertiary education as a percentage of Taiwan’s population
changed dramatically between 1981 and 2002, rising from 1.97 per cent to
5.51 per cent.8 However, the proportion of the workforce returning to
higher education remains at a low level. This may suggest that lifetime
learning takes place mainly through on-the-job training rather than formal
education.

Table 2.6 shows that tertiary education in Taiwan has focused on engin-
eering, which accounted for 23.9 per cent of total graduates in 2000.
Similar trends exist for mathematics and computer science graduates. In
these disciplines, the percentage of graduates was almost double the OECD
average.

In the past, funding for public education was entirely subsidized by
the government and private education organizations depended mainly on
students’ tuition fees. Recent changes in the public higher educational
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organizations have forced students to take partial responsibility for their
own financial support. Total educational expenditure in current values rose
from NTD$56 907 million (US$1428 million) in 1985 to NTD$608 629
million (US$17 603 million) in 2002, an elevenfold increase. The ratio of
public sector to private sector expenditure on education decreased from
4.3:1 in 1985 to 2.6:1 in 2002.

However, total educational expenditure as a percentage of GDP has
decreased in recent years, falling from 5.5 per cent in 1995 (slightly above
the OECD average) to 4.3 per cent in 2000 (below the OECD average of 5.2
per cent). A similar trend has been observed in tertiary sector expenditure,
which was well below the OECD average in 2000 (see Table 2.7).

Foreign education systems and overseas work experience have been an
important complement to the education system of Taiwan. More recently,
local universities have begun to accept overseas students and provide
various international exchange schemes. This has stimulated foreign scien-
tists and postgraduate students to work in Taiwan and helped domestic
graduates to gain a more international perspective. The number of
Taiwanese students going overseas increased dramatically from 8178 in
1988 to 33 791 in 2002. However, it decreased in 2003. The Hart–Celler Act
of 1965 in US-registered factories allows immigration based on possession
of skills and family ties to citizens or permanent residents (Saxenian
and Hsu, 2001), which has made the USA a favourable destination for
Taiwanese students. Although the USA has continued to be the first choice
for many Taiwanese students, recently growing numbers have gone to coun-
tries such as the UK, Australia and Canada.

Studying abroad has become a common pathway for those students and
professionals who want to progress quickly in the local labour market.
Returnees have had an enormous impact on the industries of Taiwan, par-
ticularly the electronics industry. The late 1980s witnessed a considerable
return of former emigrants to Taiwan (Chang, 1992). It has been estimated
that 33 per cent of students returned in 1988 after the successful comple-
tion of their studies abroad, a return rate that was three times higher than
that of 1980 (Su, 1995). A survey based on Taiwan’s 1990 population
census suggests that around 50 000 emigrants returned during the period
1985–90. About 43 per cent of returnees had at least undergraduate
education, and more than 30 per cent of returnees were employed as pro-
fessionals and managers. The HSIP, which already had the largest con-
centration of Taiwan’s high-tech industries, absorbed the best-educated
returnees, in particular those with graduate education (Tsay and Lin,
2003).

The inflow of highly qualified manpower in the 1990s was clearly
influenced by government policies. The loss of talent that Taiwan experienced
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during the 1960s, when highly educated emigrants remained overseas, called
for nationwide attention as it had negative effects on economic development.
The government reacted to this ‘brain drain’ by establishing a multinational
community between Hsinchu and Silicon Valley in order to attract highly
skilled workers (mainly of Chinese origin) to return to Taiwan from the USA.
Scientists and engineers based in the USA and Taiwan were deliberately
brought together through meetings and conferences sponsored by the
Taiwanese government. These events helped to build up personal and pro-
fessional relationships between engineers, entrepreneurs, executives and
bureaucrats on both sides of the Pacific (Saxenian and Hsu, 2001). In addi-
tion, a number of new venture capitalists linked to this community invested
in Silicon Valley start-ups, which later commercialized their technologies in
Taiwan. Such overseas cooperation further strengthened the competences
that had already been built up in Taiwan.

The high mobility rate of highly qualified human resources between
Taiwan and the USA, particularly in the fields of science and technology
(S&T), led to the subsequent transfer of information and know-how as well
as the development of business relationships, all of which were crucial ele-
ments in the creation of high-tech companies.

4.2 Demand-side Factors

The formation of new markets has depended on the ability of leading
actors to coordinate the supply of local firms with demand from local and
overseas markets. During the first stage of development, Japanese trading
houses and American mass merchandise buyers exercised this role. The
division of labour between domestic and foreign actors created rigidities
that prevented Taiwanese firms from entering new markets. This limited the
participation of domestic actors as suppliers of capital goods, such as semi-
conductors, for the advanced segments of the electronics industry.

As the ability of Taiwanese firms to compete in markets based on cheap
labour eroded, the government stepped in to coordinate the formation of
new markets. Government-sponsored research institutes, such as ITRI,
provided support for private sector technological upgrading and applica-
tions. ITRI was given responsibility for promoting technology diffusion
and market bridging in recognition of the fact that the private sector was
not capable of carrying out such tasks. The Institute for Information
Industry (III) was created in 1979 to develop and promote the information
industry. Although it was not as successful as ITRI in building the tech-
nology base, the III was noted for its involvement in aspects of the IT indus-
try’s demand articulation and quality requirements, including technology
training, promotion and market intelligence (III, 2004; Breznitz, 2005).
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Networking initiatives such as the Core–Satellite Development Centre
System were important in ensuring that the production of the SMEs met
the requirements of the large enterprises and multinational corporations.
The Taiwan External Trade Development Council created the programme
‘Innovalue’, supported by the slogan ‘very well made in Taiwan’, which pro-
vided a certification to products of excellent quality and innovative design.

As the activities related to new market formation became more complex,
supporting activities evolved over time into a sophisticated set of networks.
Over the years, the government dedicated an increasing proportion of
public expenditures to technology diffusion and adoption programmes.
These included:

1. Subsidies for technology adoption (e.g. tax incentives)
2. Information (demonstration and extension) programmes
3. Public technology procurement (e.g. acquisition of new products/

systems)
4. The development of technical standards (e.g. settings for products/

processes)
5. Government-mandated technology transfer (e.g. adoption by off-sets

and reciprocal obligations).

Private participation in technology diffusion in the ICT sector has
increased over time, most significantly in recent years. The participation
spread from technology adoption towards technology procurement and
consortia for technical standard setting. There have been increasing efforts
in the public and private sectors to form consortia to address issues such as
architectural principles and standards to speed and expand market reach.
The private sector participates in the following types of technology
diffusion and adoption activities:

1. Technology adoption and transfer (e.g. in- or out-licensing of patents)
2. Cooperative research organizations (e.g. collaborative research between

public and private organizations and between users and producers)
3. Private technology procurement (e.g. the award of supply contracts

involving a significant R&D component)
4. Private consortia for technical standard setting (e.g. system frame-

works and interfaces for products and processes).

The results of public and private sector efforts in the development of new
markets and the diffusion of new technologies have been mixed, as
exemplified by the development of the information industry in the 1990s.
Although the cooperation between public and private actors had positive
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results in the case of personal computers and peripherals assembly,
the development of hard disk drives in Taiwan points to a failure (Hung,
2000, 2002).

In response to demand from industrial customers, Taiwanese firms have
been successful in coordinating production networks in China and South-
East Asia. It is estimated that more than 20 000 production lines have been
set up in these regions. The adoption of international standards, architec-
ture and norms has become the basis for quality articulation. Examples
include the ISO (International Organization for Standardization) series
and the product and process technology, logistics and marketing reference
models. Compliance with these standards is a fundamental requirement for
competing in local and international markets, and Taiwanese firms have
taken decisive steps towards their adoption.

4.3 Provision of Constituents

4.3.1 Provision of organizations
Taiwan’s NSI is rich in the diversity of its organizations. The popular view
of Taiwanese firms is of aggressive SMEs led by empowered family man-
agers working long hours. This is no longer what characterizes Taiwan’s
most successful businesses, nor has it been the source of economic growth
over the last decade. A different breed of large firm has emerged as the
engine of innovation and growth. This type of firm specializes in produc-
tion and process innovation as a way to cut costs and achieve efficiency.
Table 2.8 shows the ranking of Taiwan’s large firms by sales for 1980 and
2003. The data illustrate that Taiwan’s top firms specialize in non-brand
manufacturing, chemical materials and financial services. Eleven of the
firms in the top 25 in 2003 did not exist in 1980.

In terms of the overall trend of firm births and deaths, the total number
of registered factories grew from 78 293 in 1988 to 98 865 in 2003. However,
newly opened factories showed a clear downward trend in the same period,
falling sharply from 10 312 to 5103.9 Factory closures followed a cyclical
trend, with peaks in 1998 and 2003, which may have been related to the
1997 Asian financial crisis and the increasing exodus of Taiwan firms to
China, fuelled by the fact that thousands of SMEs have lost their compar-
ative advantages based on low wages.

Taiwan’s environment gradually became hostile to the entry of new firms
in recent decades because the ability to compete in high-tech industries
required a critical mass of financial resources, managerial and R&D cap-
abilities. However, the government reduced technological uncertainty by
targeting products and components that were mature by world stan-
dards (Amsden and Chu, 2003, p. 114). In some cases, these resources were
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mobilized by large business groups that had accumulated wealth during the
early stages of Taiwan’s development. However, in most cases, firms started
out small but rapidly gained wealth as they concentrated on highly
profitable markets such as selling liquid crystal displays (LCDs) (Mathews,
2005). Such firms did not act in isolation but operated within networks and
cooperative consortia, which facilitated the capture of these markets.

4.3.2 Networking, interactive learning and knowledge integration
Historically, Taiwan’s large number of SMEs (91 per cent of firms have
fewer than 50 employees – see Shieh, 1990, p. 47) has been linked to the for-
mation of networks. The characteristics of the Chinese family business
have been particularly influential in this pattern. The Chinese entrepre-
neurial spirit combined with the highly centralized nature of family busi-
nesses impeded the career development of non-family skilled workers
(Poon, 1994, p. 16). These characteristics of the Chinese family business
have resulted in a strong ‘centrifugal tendency’, as thousands of middle
managers have decided to start their own businesses (Whitley, 1991, p. 15;
Shieh, 1992). Politically, SME formation was favoured because of divisions
between the political mainland elite and Taiwanese businessmen, as well as
the bias of the Nationalist government against capital concentration.

The issue of networking arises because many of these SMEs have oper-
ated in a cooperative fashion, rather than individually. The causation of,
and decisions within, Taiwanese production networks were influenced by
both short-term cost motivation and long-term cultural relationships, with
diversity as the norm. The limited amounts of capital, cheap labour and
simple technology in Taiwan’s small firms in traditional industries moti-
vated a very efficient allocation of resources through subcontracting net-
works. The characteristics of demand were also an important reason for
subcontracting. Orders varied considerably in terms of season, size and
complexity. Firms subcontracted some tasks because of the lack of pro-
duction capacity, machinery, or labour (Shieh, 1990, pp. 104–13).

The role of government in creating networks through the design of
import-substitution policies around critical components is illustrated by the
creation of the IC industry in the mid-1980s as a spin-off from the govern-
ment-owned Electronic Research Scientific Organisation,10 as well as by the
decisive role played by the Ministry of Economic Affairs (MOEA) in select-
ing CD-ROMs for promotion. Other examples include the formation of
Centre–Satellite Industrial Systems and science parks and ITRI in promot-
ing the development and transfer of technology to private industry. Amsden
and Chu (2003) concluded that the government led the networking process
through policies such as import-substitution for high-technology products
and critical components and parts, the promotion of government-sponsored
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and -subsidized R&D and the creation of spin-offs from government-owned
research institutes.

The OEM system was of great importance for firms whose growth was
focused on manufacturing activities, thus avoiding both risks of the con-
sumer market and allocation of resources for product sales and marketing.
As local firms that were part of an OEM arrangement became more sophis-
ticated and gained more freedom in taking decisions, relationships between
firms purchasing and supplying materials became stronger and more inter-
dependent. Some important manufacturing networks were created within
plastics, petrochemical and textile groups, as these groups diversified into
electronics.

4.3.3 Provision of institutions
By the early 1980s, many policy makers in Taiwan had become conscious that
the market price mechanisms were too slow to propel the kind of develop-
ment that Taiwan needed (San, 1995, p. 12). Consequently, a number of
strategic policies were initiated to drive Taiwan to a new stage of develop-
ment. These strategic policies changed the existing priorities for industrial
development by establishing new institutional frameworks, which have been
influential not only at the level of corporate governance decisions, but also
for SMEs seeking opportunities for growth and diversification (Hung, 1999).

Historically, the key strategist of industrial development has been the
MOEA, which has implemented its policies mainly through the Industrial
Development Bureau (IDB). The IDB was established in 1970 and has been
responsible for establishing the framework for the creation of new indus-
tries and the upgrading of existing ones.

During the 1980s, the IDB focused on the development of strategic
industries under the principle of ‘two high, two large, two low’. This slogan
encapsulated the IDB’s effort to identify and support industries with high
technological intensiveness and high value-added, large market potential
and large industrial linkages (forward and backward), and low energy con-
sumption and low levels of pollution (San, 1995, p. 12). During the 1990s,
the focus changed to industrial restructuring and upgrading, motivated by
the appreciation of the new Taiwan dollar (NTD) and the loss of compet-
itiveness of traditional industry. In the 2000s, the Council for Economic
Planning and Development established the National Development Plan
‘Challenge 2008’, which aims to focus on key emerging industries in order
to transform Taiwan into an R&D, manufacturing and operational world
centre for industries such as semiconductors, visual displays, digital
content and biotechnology. IDB was given the specific role of coordinat-
ing government and private sector policies to promote these key emerging
industries.
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Concerns about the ‘hollowing out’ of Taiwan’s manufacturing industry
because of the massive migration of firms to China have prompted a strat-
egy to keep or attract firms and high-value activities to Taiwan. Examples
of this strategy include the programme ‘Investment in Taiwan First’ and the
‘Operation Headquarters Development Plan’, which encourages enter-
prises to locate their operational and decision-making centres in Taiwan.

S&T policies are based on the consensus positions reached at the
National Science and Technology Conference which are a major compo-
nent of the four-year National Science and Technology Development Plan
that established the guidelines for S&T development. A key player is the
Science & Technology Advisory Group, which provides advice about policy
directions, including more specific issues such as support for emerging
high-tech industries and legal and regulatory frameworks. Traditionally,
this high-profile group liaises with international advisers including direct-
ors and leading scientists and multinationals.

Institutional changes have occurred in industrial relations and intellec-
tual property regimes. Industrial relations evolved as a consequence of a
process of political democratization, which has led Taiwan from a
Chinese-style system of state corporatism to a societal corporatism,
similar to Japan or Germany (Chen et al., 2003). However, in contrast to
Korea or Japan, where large industrial conglomerates employed a great
proportion of the workforce, SMEs with fewer than 30 employees
employed 65 per cent of the workforce in Taiwan (Chen et al., 2003). In
these SMEs, family relationships tended to determine industrial relations,
and so unionization did not play an important role. Moreover, with the rise
of high-tech manufacturing, the competition for skilled engineers and
researchers forced firms to develop individual strategies for attracting and
maintaining human resources. These strategies were a necessary comple-
ment to the government effort to combat ‘brain drain’ discussed earlier (see
Section 4.1.2).

The deepening of political democratization in Taiwan has begun to alter
industrial relations. Recently, workers have demanded greater participation
in management decision-making processes.11 The effects of this democrati-
zation on the labour movement are uncertain, but it is clear that public
policy decision making has become more complex and that it has affected
the government’s ability to deal with issues such as unemployment.

The intellectual property rights system in Taiwan involves significant
contradictions. The main issues are resolving the tension between the
competing interests of diffusion versus protection and local interest
versus compliance with worldwide standards. Taiwan’s membership in the
World Trade Organization (WTO) has meant that its regulatory framework
has moved closer to international standards. However, ensuring the
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enforcement of property rights has continued to be a major worry for
European and American interests.

4.4 Support Services for Innovating Firms

4.4.1 Incubating activities
In 1996, Taiwan implemented an incubator programme under the guidance
and support of the Small and Medium Enterprise Administration of the
MOEA (Hsu et al., 2003). The programme has supported entrepreneurs at
the earliest stage of the technological entrepreneurship process and helped
them to implement their ideas commercially. The incubators provided
entrepreneurs with physical premises, financial resources, tools, profes-
sional guidance and administrative assistance. To date, a total of 83 incu-
bators have been established. Of these, 66 were set up inside university
campuses, 15 within research institutes and local governments, and two in
the private sector.12 Incubators in Taiwan have been instrumental in getting
access to pilot trials and prototyping – a critical factor for many entrepre-
neurs. Most incubators have provided all types of expertise in enterprise
formation, development of business plans and market research, along
with connections to the business community, specialized attorneys, accoun-
tants and venture capitalists. Successful products or inventions have been
actively diffused in the business and academic communities, which has
stimulated additional experimentation and research with a renewed focus
on commercial application. While it may be still too early to judge if this
government-sponsored incubator programme is successful, it seems to have
reached a good take-off point.

4.4.2 Financing
As Taiwan developed, funding requirements changed and financial organ-
izations became more specialized. Typically, the government provided
funds in the early stage of business development, with commercial banks
becoming involved only at a relatively late stage. Specialist banks might
become involved slightly earlier than commercial banks. Although individ-
ual investors could provide funds at any stage, venture capital companies
tended to become involved in the early to middle stages of development
whereas the capital markets did not have a funding role until much later.

The government began to promote venture capital (VC) funds for high-
tech industries in 1983, with policy coming into effect in 1985. Over the past
20 years, Taiwan’s VC industry has grown and developed, raising about
US$500 million in funds, which has been invested in over 8000 domestic
and foreign high-tech companies in the semiconductor, information,
telecommunications, electronics and optoelectronics industries. Today,
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around 200 VC funds operate in Taiwan and venture funds have aided over
300 companies to go public in both Taiwan and abroad. Nearly 50 per cent
of all listed companies on the Taiwan Stock Exchange (TSE) and the over-
the-counter market are venture-backed.

Data from the Taiwan Venture Capital Association indicate that 73.5
per cent of the VC funds in 2003 were invested in the stages of ramp-up
and maturity, whereas seeding and start-up accounted for only 25.7 per
cent of the VC funds (Saxenian and Li, 2003). Venture funds established
by independent venture capitalists provided less than one-third of total
new funds. Consequently, only a small percentage of venture funds (25
per cent of less than 33 per cent) in Taiwan are invested in the stages of
‘seed’ and ‘start-up’.

Due to the shortage of venture capital, firms in Taiwan used other ways
to expand and diversify their businesses, such as reinvestments or buying
non-controlling shares in other companies. Reinvestments were a useful
instrument for firms that missed out on the electronics boom and were not
able to set up their own subsidiaries. This is illustrated by the fact that large
business groups in the traditional manufacturing sector undertook many
reinvestments in an attempt to profit from the electronics boom.

Finally, the TSE, the only centralized securities trading market in
Taiwan, was opened for business in 1962. In 1986, the weighted average
index reached 1000 points for the first time, with an average of 130 million
shares traded every day, and a daily trading volume of US$60 million. In
February 1990, the index reached an all-time high, soaring to 12 495.34
points, with an average of 993 million shares traded daily, and US$3.3
billion in daily market turnover, making the TSE one of the busiest markets
in the world. This rapidly growing stock market capitalization has played
an important role in assisting public listed companies to raise cheap capital
through public funding (Hung, 2003).

4.4.3 Provision of consultancy services
Consultancy services have a long history in Taiwan. The first consultancy
services were associated with the mission to China by the US Agency for
International Development. In the 1960s, the Stanford Research Institute
and Arthur D. Little International consultants with specialists from the
Chinese Petroleum Corporation and government agencies outlined the
opportunities for petrochemical development (Balaguer, 2000). The China
Productivity Centre, established in 1955 by the government, was created
with the objective of disseminating modern management and technology
for the enhancement of industrial productivity. It has been a pillar organ-
ization in productivity improvement and the incorporation of new tech-
niques and standards, particularly in SMEs.
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Consulting services have been effective in traditional industries. The textile
industry emphasized the Taiwan Textile Federation as an organization that
had a major impact in upgrading the industry (Balaguer, 2000, p. 199). The
Taiwan Association of Machinery Industry, which was established for regu-
lating exports to the USA, has become a leading organization in supporting
machinery manufacturers to adopt new technologies. In technology-intensive
industries, the government-sponsored institutes have been influential
providers of consulting services. The role of ITRI is well known in the estab-
lishment of the IC industry (Hobday, 1995; Mathews, 1997). More recently,
the III has actively promoted the development of software design through the
establishment of a strategic alliance with IBM. The Development Centre for
Biotechnology and Union Chemical Laboratories of ITRI has worked on
developing generic drugs for transfer to the local pharmaceutical industry.
Before the 1990s, most of the major knowledge-intensive business service
(KIBS) providers in Taiwan were addressing MNCs. Not until recently did
the government recognize the importance of KIBS and start to put efforts
into cultivating knowledge-intensive service capabilities domestically. One of
the most important mechanisms for providing relevant information to the
industry has been the Industrial Technology Information Service that col-
lects, researches and analyses worldwide market and technical information.
This information is made available to local companies.

University research results have also become an important source of
knowledge in the corporate innovation process. Consequently, Taiwan’s
NSC has allocated funding to help universities to organize technology
transfer and licensing offices. These offices have served as intermediary
units to link industrial companies to universities. They monitor the
progress of university researchers in order to increase the possibility of sub-
sequent patent filing and commercialization. A similar system of ‘inte-
grated’ technology transfer offices has been organized with assistance from
the Ministry of Education.

Recently, Taiwan’s government has put tremendous effort into stimulat-
ing the R&D and intellectual property service system, which will assist
firms in outsourcing particular areas of their R&D activities and industrial
design, as well as collecting information on worldwide patents and trading
intellectual properties. However, the government has yet to decide whether
it should provide all of these services or leave some to the private sector.

5 CONSEQUENCES OF INNOVATION

Long-term labour productivity is one of the best indicators of how an
economy introduces and diffuses innovation, as this process alters the
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output/worker ratio. Long-term labour productivity is related to the incor-
poration of new technology, the substitution of labour for capital and the
improvement of the output/worker ratio via investment in human capital
(for example, better schooled or trained workers). Data available from the
Director-General of Budget, Accounting and Statistics on labour produc-
tivity between 1988 and 2003 show that Taiwan had a high rate of labour
productivity, averaging 6.09 in this period. Dividing this period into two
shows that there was little change in this value over the whole period: the
values were 6.17 and 5.97 for 1988–95 and 1996–2003, respectively. Kaitila
(2003) showed similar trends using data on average growth rates of GDP per
hour for the periods 1980–90 and 1990–2001. Of the ten countries surveyed
by Kaitila, Taiwan registered the fastest growth rate in the last period.

There are conceptual difficulties and data limitations involved in
attempting to measure total factor productivity (TFP) growth, as pointed
out by Mansfield (1990), among others. Nevertheless, TFP growth is inter-
esting because it is not due to measured increases in inputs but instead
measures productivity gains due to innovation, better technology, better
organization, and specialization (World Bank, 1993). Another reason that
TFP growth is of interest in the East Asian context is the debate on ‘paper
tigers’ initiated by Krugman (1994). Krugman argued that ‘The newly
industrializing countries of East Asia, like the Soviet Union of the 1950s,
have achieved rapid growth in large part through an astonishing mobiliza-
tion of resources’ (Krugman, 1994, p. 70). Krugman’s point was that
growth in inputs (capital and labour) was the main cause of productivity
growth and that this type of growth could not be sustained for a long time.
Krugman’s argument has been hotly debated, and today there is little
support for it. Taiwan’s TFP growth indexes do not support Krugman’s
hypothesis. The World Bank Report, The East Asian Miracle, estimated
that technological efficiency change in Taiwan was 0.8 per cent between
1960 and 1989, a value that indicates that Taiwan was catching up with
world best practice (World Bank, 1993). The contribution of TFP to total
growth was greater than 33 per cent, which is not far off the contribution
in advanced economies (World Bank, 1993, pp. 57–8). Other studies have
estimated even greater contributions from TFP. Hou and San (1993)
pointed out that the so-called Solow residual (the rate of growth of TFP)
accounted for 54 per cent of growth between 1952 and 1979. Singh and
Trieu (1996) estimated that the TFP contribution to growth was 42 per cent
between 1978 and 1990. Fu (2002) calculated that TFP contributed to 33
per cent of manufacturing growth, and Sun (2004), using a methodology
that included market imperfections and net taxes, calculated that the TFP
contribution to sectoral growth was more than 40 per cent during the
period 1979–99 in a number of industries.
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TFP includes productivity gains due to innovations, but there are no data
available relating productivity growth to the type of innovation, depending
on whether it is product or process innovation. In the Taiwanese case, it
makes sense to speculate on the crucial role of process innovation in sec-
toral productivity growth. As discussed previously, there is no doubt that
the strong growth and competitiveness of the OEM/ODM sector have
resulted from the ability of Taiwanese firms to implement changes enabling
them to cut costs and increase the scale of production very effectively.
Many of these changes have been accompanied by the development and
adoption of process innovations. As many of these were incremental in
nature, it is unlikely that they were registered as R&D spending. As Wang
and Tsai (2003) showed, there was no correlation (at the 5 per cent level of
significance) between R&D spending and TFP growth in large Taiwanese
manufacturing firms.

6 GLOBALIZATION

In contrast to Japan and Korea, Taiwan’s industrial development has been
characterized by the presence of substantial numbers of foreign MNCs,
which have influenced market demand and technological learning. For
example, in Taiwan’s personal computer industry, there were two types of
MNCs. The first type based their operational activities on the island;
examples include AST in 1987 and DEC in 1993. The second type
involved foreign buyers or vendors who relied on Taiwanese OEM or
ODM firms for the supply of parts and integrated systems (Hung, 2003).
Compared with the inward globalization activities, outward globalization
has tended to be relatively low, particularly in R&D activity. International
R&D activities pursued by nationally controlled organizations have been
rare. This is partly because Taiwanese firms specialize in manufacturing
and OEM/ODM production, and partly because diplomatic isolation and
political tensions have discouraged international activity. Although
offshore production has reached considerable levels, its primary goal
has been to exploit resources rather than technological knowledge and
skills.

However, in recent years, the emergence of the Chinese market has
increasingly driven a considerable trend to outward globalization. This has
been particularly significant for firms producing electronics and electrical
appliances, which now account for more than 40 per cent of Taiwan’s
outward investment to China (Chen, 2004). In considering the impact of
globalization as mainly derived from China, it is worth noting that Taiwan
tends to be severely restricted by political factors. The rapid growth in
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Chinese investment made by the Taiwanese since the late 1980s, coupled
with the rise of Taiwanization in the island, seems to have strengthened the
political tensions between the straits. This has led to greater state attention
to, and control of, direct investment in China, despite the fact that pressure
to join the WTO has resulted in China’s policy shifting from being
extremely rigid to being more flexible. This shift was evidenced in the
‘no haste, be patient’ announcement in 1996 to the ‘aggressive opening,
effective management’ policy after 2001. Nevertheless, the entry of high-
tech firms (e.g. the semiconductor wafer fabrication industry) into China
has been strictly controlled, partly because of the partial dismantling of the
Taiwanese state and partly because of increasing fear about a rising China.
Thus Taiwan’s policy attitude towards industrial problems related to the
rise of China has remained conservative and defensive, rather than antici-
patory and active.

In comparison with the state’s reactive approach, the private sector has
tended to be more entrepreneurially oriented, venturing rapidly into the
Chinese market over the past 15 years or so. As a result, there has been a
tug-of-war between the export-oriented sectors and the state regarding the
initial entry into the Chinese market (Hung, 1999).

Now, we consider the effects of globalization on innovation. Globalization
is considered to be a double-edged sword when analysing its effects on the
development of Taiwanese industry. On the positive side, the arrival of the
digital age, together with continued economic dependence on the US
economy, has led Taiwan to develop into a global centre of IT systems design
and manufacturing. The emergence of converging digital technology prod-
ucts, together with the destructive impact of the 1997 Asian economic crisis
on Japan and Korea, has reinforced Taiwan’s advantages in information
technology. Further, the rise of China gives the Taiwanese a chance to con-
tinue competing on the cost and manufacturing sides.

However, during recent years, a growing China has become a source of
competition that threatens to weaken Taiwan’s ability to capture the returns
on investment in innovation. For example, China’s strong tendency towards
piracy could endanger Taiwanese dominance in DVDs. Highly attentive to
the successful model of the HSIP, the Chinese state has promoted many
policies to actively attract high-tech businesses, particularly in semicon-
ductors, thus creating concerns in Taiwan about the downfall of industry
competitiveness.

This emphasis on increasing outward globalization does not deny that the
Taiwanese state played a distinctive role as a regulator and leader of eco-
nomic activities and systems of innovation (SI), as we have shown in this
chapter. It follows that continuing diplomatic isolation, together with the
limited significance of capital market internationalization (particularly in
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China), has constrained Taiwanese firms’ exploitation of international eco-
nomic, social and financial resources. These firms have continued to rely
heavily on the national frontier as a source of resources and legitimacy, par-
ticularly with the steady reinforcement of the Taiwanese system of produc-
tion and innovation and the continued expansion of national financial
systems. Consequently, the nation-state has remained the primary focus of
resource dependence as well as the dominant regulating and policy-making
agency. This, in turn, has continued to induce coherence in the functioning
of the Taiwanese NSI as a whole in respect of innovation activity.

7 STRENGTHS AND WEAKNESSES OF THE
SYSTEM AND INNOVATION POLICIES

7.1 Strengths and Weaknesses

Our analysis has shown that Taiwan’s NSI has fostered a breed of large
firms that have excelled in competing in mature high-tech markets. This
type of firm has been the main engine of Taiwan’s economic growth over
the last decade. Such firms have gained a ‘second-mover advantage’ because
of the capacity to increase the scale of production and to excel at produc-
tion technology and management. These second movers have allowed
Taiwan to specialize in OEM/ODM manufacturing and to create strong
relationships with advanced and sophisticated industrial customers. This
relationship has been a powerful channel for the introduction of new tech-
nology and skills as the multinational corporations develop new products
and standards.

Even though scale has become a critical element for Taiwanese firms’
competitiveness in international markets, flexibility and fast adjustment are
two characteristics well embedded in Taiwan’s NSI. Fast adjustment to a
product life cycle has been a key characteristic of both large firms and
SMEs in the electronics industry. This has allowed firms to handle abrupt
crises flexibly.

In terms of competence building, Taiwan has developed an effective
mechanism for technology diffusion and learning. The public sector has
played a critical role in building up basic competences in strategic areas.
This capability has been rapidly transferred to the private sector through
spin-off ventures and by staff relocating to private firms. Large private firms
also have a long tradition of building in-house capabilities, including train-
ing, attracting and retaining qualified staff, and in strengthening R&D.
These mechanisms have facilitated the absorption of foreign technology,
but also the development of endogenous technology.
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Some mismatches and disadvantages remain in Taiwan’s NSI. Although
Taiwan is already an important producer of intellectual property in the
world, its protection of such property (including enforcement when stand-
ards are infringed) does not match world standards. This will continue to
have important implications for attracting FDI in high-tech industries, a
policy that the government is actively promoting.

Taiwan lacks effective institutional forms of R&D collaboration that
facilitate the appropriation of innovation. Private firms often complain
about the difficulties involved in negotiating intellectual property rights,
such as those related to patents or licensing agreements in partnerships. As
government licensing of these patents was done almost entirely on a non-
exclusive basis, many patents were not developed into commercial uses.
Non-exclusive licensing does not give the industrial firms the required level
of protection to justify the costs of development.

Moreover, Taiwan’s NSI is generally weak when it comes to product
innovation, marketing and distribution, all of which support the develop-
ment and growth of successful brand names. Most Taiwanese companies
are technology followers, undertaking only minor modifications to the
latest product designs developed elsewhere. More than 60 per cent of
Taiwan’s exports are OEM/ODM products that are not associated with
Taiwanese firms’ own brand names. The value-added of an increasing
number of businesses lies in the design, marketing and distribution stages
of production, which are usually controlled by multinational firms.

Taiwan’s OEM products are known for their low prices, but price com-
petition in the industry and rising labour costs at home are squeezing profit
margins for local manufacturers. Additionally, Taiwanese high-tech firms
are encountering new constraints in accessing foreign technology as they
approach the technological frontier in a number of sectors.

Although Taiwan’s firms and individuals have shown a surprising capac-
ity for industrial inventions (for example, there is a large number of
Taiwanese patent holders in the USA), these inventions are rarely linked to
basic knowledge or research. And Taiwan ranks poorly in relation to the
OECD in terms of science linkage of the patent activity.13 Finally, Taiwan’s
traditional industry is at a crossroads because the erosion of existing com-
parative advantages is irreversible. To overcome the problems of labour
shortages and increasing wages, local firms are trying to increase their levels
of factory automation and adopting advanced production techniques.
However, most firms are attempting to move labour-intensive production
offshore because the differential in labour costs between Taiwan and the
mainland is significant. However, despite the large migration of SMEs to
Mainland China, Taiwan’s R&D intensity has not grown in its traditional
industries. This means either that firms in traditional sectors are moving the
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little R&D they perform to China or that the research capability in those
sectors in Taiwan is so limited that is not reflected in national statistics.

7.2 Summary and Evaluation of the Innovation Policy Pursued

In Taiwan, the governing principle of innovation policy has been upgrad-
ing. While in the past this was very much a matter of technological catch-
ing up, today innovation policy faces a more complex environment. The
government’s new vision of Taiwan as Green Silicon Island, which involves
the concepts of a knowledge-based economy, a sustainable environment
and a just society as guidelines of policy making, means in practice that
innovation policy has become more difficult as it deals with many different
issues and objectives.

Globalization is influencing Taiwanese innovation policy in two direc-
tions. The first direction is related to the rise of China as a manufacturing
power and the increasing need for Taiwan to specialize in areas where com-
plementarity rather than cost competition exists. The second direction aims
to make Taiwan an ‘international hub for R&D innovation’. In doing so,
policies aim to attract international leading firms to set up long-term R&D
regional centres, overseas highly qualified R&D personnel and establishing
joint ventures with local firms.

The issues of balancing regional development and sustainability are also
integral parts of new innovation policies, particularly those related to infra-
structure. The massive investment in the extension of the (Hsinchu) Science
Park model to Southern and Central Taiwan represents a serious attempt to
create high-tech growth and employment in areas where traditional indus-
tries dominate. Furthermore, the ‘Challenge 2008’ National Development
Plan, which aims to transform Taiwan into a biotech hub in the Asia-Pacific
region, has put forward specific policies to upgrade agricultural counties by
the use of biotechnologies and the establishment of agricultural biotech-
nology parks (NSC, 2005). The policies aiming to create a biotech hub in
the region are not unique to Taiwan – Singapore has moved earlier than
Taiwan in this kind of initiative (see Chapter 3 in this book). However, the
agro-biotech focus rather than life sciences may offer grounds for regional
specialization.

Taiwan innovation policy also includes targets. The ambitious ‘Two
Trillion, Twin Star’ industry strategy aims by 2006 to generate a total output
of NT$3.58 trillion (US$110 billion) in four high-tech sectors: semiconduc-
tors, display, digital content and biotechnology industries (IDIC, 2006).

Finally, the weak linkages between industry and academia and SMEs’
suboptimal investment in R&D are continuous focuses of innovation
policy. To the existing University & Industry Research Cooperation
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Programme the government has added two new programmes, the
Technology Development for Academia Programme and the Centre for
Regional Industry & Academia Cooperation Programme, which attempt to
increase cooperation and encourage technology transfer. In terms of R&D
targets, the National Development Plan objective is to achieve the target of
total R&D expenditure at about 3 per cent of GDP by 2008.

Coming back to the concept of SI and its application in public policy,
can we legitimately talk about a Taiwan NSI as guiding principle for inno-
vation policy action? Freeman’s (1987) definition of NSI also relates to the
national capacity to identify key technological areas and mobilize large
resources in pursuing strategic priorities. In this (catching-up) sense,
although not explicitly used in the Taiwan policy setting, the NSI was a
de facto policy approach applied effectively by policy makers during the
first three decades of Taiwan industrialization. Since the late 1990s the NSI
approach has been applied by policy makers and academics more consci-
entiously in reference to issues of articulation and connectivity in SI such
industry–academia links. However, in contrast to the Finnish and Swedish
cases (see Chapters 10 and 7), the NSI approach has been mainly a tool for
policy criticism rather than policy design or implementation.

7.3 Future Innovation Policy

Taiwan’s track record of sound policy making for industrial innovation
represents a solid foundation, but is by no means a guarantee of future
success. Increasing competition and rapid technological change represent
both threats and opportunities for the renewal of the Taiwanese NSI.

Considering the National Plan ‘Challenge 2008’ and the conclusions of
the last National Conference on S&T as a main policy framework, six
main themes are likely to dictate the future of innovation policy in
Taiwan. The first theme is related to the quality of interactions within the
NSI, particularly between industry and university. Policies encouraging
industry–academia cooperation aim to promote industrial innovation.
These policies are particularly concerned with overcoming the existing
weak link between industrial inventions and basic research, as we discussed
in Section 7.1. Recent policy changes also focus on loosening legal restric-
tions to allow universities more freedom to collaborate with industries.

Although policies seem to have acknowledged this situation with the
development of new programmes that deal explicitly with industry–acade-
mia linkages, some of these programmes not only have very limited funding
but they have also been decreasing in the last few years. The National
Science and Technology Programmes, on the contrary, which attempt only
indirectly to foster industry–academia links, are much better supported and
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will probably have a more direct impact on university–industry links at least
in some selected fields.

A second theme is the increasing emphasis on upgrading academic excel-
lence in Taiwanese universities. The great expansion of universities has
raised doubts about their quality and led to calls for the government to
direct future educational development. Recent reforms in the universities
have centred on the integration of universities and the development of spe-
cialty areas. The government has initiated several projects in pursuit of
world-class universities and high-calibre research centres as well as policies
to cultivate and attract local and foreign talent.

However, rules for hiring foreign professionals are inflexible and not
advantageous; for example tax treatment is not attractive for a period of
less than six months, and salary packages are considerably inferior to those
in advanced countries. Although much lip service has been paid to the need
to attract world-class researchers and university professors, the existing leg-
islation and the salary level do not represent an appropriate incentive to
attract high-calibre professionals from all around the world. The successes
of IC industry in attracting Taiwanese overseas engineers in the 1990s have
not applied to universities and research institutes. Culture and family links
are still the main reasons why many Taiwanese with overseas experience
come back to Taiwan research and teaching organizations. Hong Kong and
Singapore, for example, have been much more successful in creating more
international academic and research communities (see Chapters 6 and 3 in
this book).

The third theme is the design of policies to face the ‘hollowing-out’
effects of the emerging Brazil, Russia, India and China bloc. This theme
concerns innovation policy because Taiwan is increasingly forced into com-
petition based on innovation. The Taiwan government has developed a
comprehensive investment strategy to attract international firms recog-
nized for their innovation capabilities. The plan has shown some success,
particularly in the display and optoelectronics sector, where some import-
ant international players have located facilities in Taiwan’s new science
parks.

The fourth theme is policies for developing a KIBS sector.14 In an
economy with a strong tradition of OEM manufacturing competitiveness,
innovative services’ firms are lacking, as we have shown in Section 3, par-
ticularly in comparison with Scandinavian countries. Policy emphasis has
been on the extending of the use of e-business and upgrading network tech-
nologies in SMEs, but the government and large firms are still important
providers of infrastructure-related KIBS. High growth (8.1 per cent) of
KIBS was registered between 1988 and 2001;15 however, KIBS are not
ubiquitous activities in the Taiwan economy but a phenomenon related to
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ICT goods manufacturing and infrastructure development. The promotion
of KIBS should be a key policy for the creation of new business opportun-
ities and skilled jobs.

The fifth policy theme is the priority of S&T and innovation policy in
Taiwan. While, in the past, technology absorption, diffusion and the accu-
mulation of capabilities in the industry were core elements of economic
and industrial policy at the highest level, at present Taiwan lacks a well-
articulated policy approach where innovation could be promoted in a highly
strategic fashion from a top executive level. This contrasts, for example,
with the Korean experiences of the creation of the Office for Science,
Technology and Innovation at very high executive level and the appoint-
ment of the Minister of Science and Technology as vice prime minister.

The final theme is sustainability and environmental performance. After
six years of the ‘Green Silicon Island’ vision, Taiwan is performing far
better as a silicon rather than as a green island. This is partly because of the
lack of appropriate policy. One example is energy policy, where Taiwan has
not been able to develop a coherent policy framework for stimulating new
sectors based on renewable energy, albeit, market conditions seem to be
very favourable. Taiwan, although not a signatory to the Kyoto Protocol,
is under strong pressure to reduce CO2 emissions. This strong need to
become a more sustainable economy plus its existing strength in innovative
manufacturing may represent a golden opportunity for the renewal of the
Taiwan NSI.
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NOTES

1. The important technology-based industries designed by the government were: (1) com-
munications, (2) computers, (3) consumer electronics, (4) integrated circuits, (5) preci-
sion machinery, (6) aircraft, (7) advanced materials, (8) special chemicals and
pharmaceuticals, (9) healthcare, and (10) pollution control. For details on tax incentives,
see Article 8 of the Statute for Upgrading Industries.

2. TTIS industry disaggregation is at the two-digit level, so comments refer to the most rep-
resentative industries.

3. Defence R&D is included.
4. The worldwide rankings are derived from unpublished CWTS (the Centre for Science

and Technology Studies) data.
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5. This is a patent issued for inventions that perform useful functions. Most inventions fall
into this category. A utility patent lasts for 20 years from the patent application’s filing
date.

6. This means 3.5 times more specialized than the world level.
7. This is a patent issued on a new design, used for purely aesthetic reasons, that does not

affect the functioning of the underlying device. Design patents last for 14 years from the
date the patent is issued.

8. Source: Ministry of Education (2003a), p. 39.
9. Source: http://210.69.121.6/gnweb/statistics/statistics 01/reports/E04.xls (last visited on

12 December 2004).
10. Rather than imposing import restrictions and high tariffs on high-tech components,

the government undertook and facilitated strategic R&D programmes into the substitu-
tion of critical imported products and components. Examples of these programmes
were: (1) Development of New Industrial Products Programme (DNIP) 1984–91,
(2) Development of Targeted Leading Products Programme (DTLP) 1991–present and (3)
Development of Critical Components and Products (DCCP) programme 1992–present.

11. Between 1997 and 2002, the number of labour management committees in Taiwan
almost tripled, rising from 1013 committees in 1997 to 2701 committees in 2002.

12. Source: http://www.moeasmea.gov.tw/ (last visited on 30 May 2005).
13. The science linkage (SL) is a measure of the number of citations to the scientific liter-

ature in a patent. This measure provides an indicator of the dependence of a patent on
the scientific research base.

14. There are obvious difficulties in a precise definition of KIBS that apply to the Taiwan
case.

15. Source: http://www.cepd.gov.tw/encontent/index.jsp (last visited on 30 May 2005).
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3. From technology adopter to
innovator: Singapore
Poh Kam Wong and Annette Singh

1 INTRODUCTION

As a newly industrialized nation, Singapore has been very successful in
developing its technological capability in the past 40 years since political
independence. This success has been based on evolving a national system
of innovation (NSI) that emphasized attracting and leveraging global
multinational corporations (MNCs) to transfer increasingly advanced
technological operations to Singapore, and developing infrastructure and
human resources to absorb and exploit new technologies rapidly. In the last
decade or so, however, the country has started to shift towards a more bal-
anced approach, with increasing emphasis on developing indigenous
research and development (R&D) and innovation capability. While the
government has acted as a ‘developmental state’ in guiding science
and technology (S&T) capability development as an integral part of
Singapore’s overall economic development strategy, the emergence of a
more vibrant technology-entrepreneurial community is likely to be critical
to Singapore’s continuing transition from technology adopter to innovator.

2 MAIN HISTORICAL TRENDS

Among developing economies, Singapore has achieved one of the most
impressive economic growth records in the last four decades since its polit-
ical independence in 1965, averaging 7 per cent GDP growth per annum
over the 1960–2005 period (Table 3.1). Despite an economic slowdown in
2001–3 (with a strong recovery in 2004), Singapore’s per capita GDP of
US$29 111 in 2005 (measured as purchasing power parities (PPP)) is still
the third-highest in Asia, at about 70 per cent of the US level (IMD, 2005).
Singapore’s 2004 per capita GDP (on a PPP basis) was not only higher than
that of Korea and Taiwan, but also than that of some small advanced
European countries, such as Finland, the Netherlands and Sweden (see
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Appendix Table A2.3). In considering broader measures of development as
captured by the Human Development Index, Singapore ranked a reason-
ably high 25th out of 177 countries, although it was second lowest of all the
countries in this study (see Appendix Table A1.2).

The rapid economic growth of Singapore has been achieved through con-
tinuous industrial restructuring and technological upgrading. In the first
decade following independence, growth was led largely by labour-intensive
manufacturing. In the two subsequent decades, it was propelled by the
growth of increasingly technology-intensive manufacturing activities by
foreign MNCs, with high-technology products contributing an increasing
share of total value added (see Appendix Table A2.1). The development of
Singapore into an increasingly important business, financial, transport and
communications services hub in the Asia-Pacific region has provided add-
itional engines of growth since the 1980s (Table 3.2). Nevertheless, manu-
facturing has remained important to the economy, with its share of GDP
remaining above 25 per cent for most years in the last two decades. Since the
1990s, knowledge-intensive business services (KIBS) and manufacturing
have become the key drivers of Singapore’s economic growth.

The development and growth of Singapore’s NSI has been strongly
influenced by its overall economic development strategy. As highlighted by
Wong (2003), the evolution of Singapore’s NSI over the last four decades
can be analysed as proceeding through four phases (see Figure 3.1)
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Table 3.1 Aggregate economic growth performance, 1960–2005

% real growth p.a.

1960–70 1970–80 1980–90 1990– 2000– 2000–
2000 2004 2005

GDP 8.7 9.4 7.1 7.5 3.3 4.0
Labour n.a 4.3 4.8 3.4 2.1 2.6
productivity

S$ at current prices
GNI per 1970 1980 1990 2000 2004 2005

capita1 2 820 9 900 20 100 39 600 41 500 42 983

Note: 1 GNP per capita before 1997.

Sources: Calculated from Department of Statistics, Yearbook of Statistics Singapore
(various years); Ministry of Trade & Industry, Economic Survey of Singapore (various
years). Per capita GNI obtained from Singstat website http://www.singstat.gov.sg/keystats/
hist/gnp.html. Mid-year population estimate for 2000 obtained from Singstat website,
http://www.singstat.gov.sg/FACT/KEYIND/keyind.html



1. The industrial take-off phase (from 1965 to the mid-1970s): this period
was characterized by high dependence on technology transfer from
foreign MNCs to establish Singapore as a labour-intensive offshore
manufacturing base in South-East Asia.

2. Local technological deepening (from mid-1970s to late 1980s): this
period was characterized by rapid growth of local process technological
capabilities brought about by new and upgraded MNC operations in
Singapore, and the concomitant emergence of a critical base of local sup-
porting industries in precision engineering and components assembly.

3. Applied R&D expansion (from late 1980s to late 1990s): this period
was characterized by the rapid expansion of applied R&D activities by
global MNCs in Singapore, alongside the establishment and growth of
new public R&D institutions geared primarily to support MNC
product and process innovation activities.

4. Shift towards high-tech entrepreneurship and basic R&D (from the
late 1990s onwards): this period is characterized by the emerging
emphasis on indigenous technological innovation capabilities, the for-
mation of local high-tech start-ups, and an increasing shift towards
basic R&D and the development of new science-based industries, par-
ticularly those related to life sciences.

Like Korea and Taiwan, Singapore has achieved significant technologi-
cal capability development over the last 40 years. However, unlike Korea
and Taiwan, Singapore’s technology development was, until recently,

Singapore 73

Table 3.2 Singapore’s GDP distribution by sectors, 1960–2005 (%)

Industry 1960 1970 1980 1990 2000 2004 2005

Agriculture & mining 3.9 2.7 1.5 0.4 0.1 0.1 0.1
Manufacturing 11.7 20.2 28.1 28.0 25.9 28.6 27.8
Utilities 2.4 2.6 2.1 1.9 1.7 1.7 1.8
Construction 3.5 6.8 6.2 5.4 6.0 4.5 3.9
Commerce 33.0 27.4 20.9 16.3 19.1 16.8 17.5
Transport & communication 13.6 10.7 13.5 12.5 11.1 11.4 14.7
Financial & business services 14.4 16.7 18.9 25.5 25.3 24.8 23.4
Other services 17.6 12.9 8.7 9.9 10.9 12.1 10.9
Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0

Note: Figures may not add up to 100 due to rounding.

Sources: Calculated from Department of Statistics, Yearbook of Statistics Singapore
(various years); Ministry of Trade & Industry, Economic Survey of Singapore (various
years).
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largely dependent on foreign MNCs rather than on indigenous companies
like the chaebols in Korea and small and medium-sized firms in Taiwan (see
Lim, Chapter 4 and Balaguer et al., Chapter 2, this volume). About three-
quarters of Singapore’s manufacturing output in recent years came from
MNCs, and more than 60 per cent of equity in its manufacturing sector was
foreign (Wong, 2003). Technology transfer from MNCs was therefore the
major source of technological upgrading in Singapore for much of the
industrial catch-up, not indigenous R&D. Publicly funded R&D was also
on a smaller scale than in Taiwan and Korea throughout the 1980s and
1990s (Table 3.3).
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Table 3.3 Comparative R&D indicators, Singapore and selected
OECD/Asian NIEs

Grouping Country Year R&D/ Researchers per 
GDP (%) 10 000 

labour force

G-5 Japan 2004 3.2 102
Germany 2005 2.5 65
USA 2004 2.7 911

UK 2004 1.7 562

France 2004 2.1 73

Industrialized Finland 2005 3.5 150
small Switzerland 2004 2.9 58
countries Sweden 2005 3.9 117

Ireland 2005 1.3 55
Netherlands 2004 1.8 453

Denmark 2004 2.5 91
Norway 2005 1.5 91
Australia 2004 1.8 79
New Zealand 2003 1.2 76

Asian NIEs Korea 2005 3.0 76
Taiwan 2004 2.4 71
Hong Kong 2002 0.6 n.a.
Singapore 1996 1.4 56
Singapore 2000 1.9 66
Singapore 2005 2.4 99

Notes:
1 2002 figure.
2 1998 figure.
3 2003 figure.

Sources: OECD (2006a; 2006b) and various national sources.



Public policy has played a major role in influencing the development
dynamics of Singapore’s NSI. Before 1990, the Singapore government had
put little emphasis on the development of indigenous R&D capabilities.
This orientation changed significantly in the 1990s, with the establishment
of a National Science and Technology Board (NSTB) and the launching of
two five-year National Technology Plans (NTPs). Besides significantly
increasing the scope and level of public R&D activities, these plans also
channelled significant resources to building up R&D infrastructures and
providing incentives to attract private sector R&D. In the early 2000s, the
pace of S&T development has been further intensified, supported by a
stronger commitment to R&D funding by the government through the
Third National Science and Technology Plan (NSTP) 2001–5, and an
increasing policy focus on high-technology entrepreneurship and basic
research, particularly in life sciences. In 2006, the government further
intensified the level of public funding of long-term strategic R&D with the
launch of the National Research Foundation (NRF).

From a historical perspective, Singapore’s NSI can thus be described in
terms of a transformation from a primary emphasis on technology adop-
tion – particularly the assimilation and diffusion of technology through
leveraging inward MNC investments – to a more balanced approach that
involves significant promotion of indigenous innovation capability, includ-
ing the creation of local high-technology firms (Wong, 2003; 2006).

3 INNOVATION INTENSITY

Only one national innovation survey based on the Oslo Manual has been
conducted in Singapore so far, covering manufacturing and selected KIBS
branches in 1999 (Wong et al., 2003; Wong and Singh, 2004). The survey
showed that only about one-third (32 per cent) of manufacturing com-
panies in Singapore were innovating, having introduced new products/
processes within the previous three years, whereas more than half of the
companies (57 per cent) within the KIBS sector were innovating (Table 3.4).
In the manufacturing sector, product innovations (introduced by 24.1 per
cent of companies) were marginally more common than process innova-
tions (22.4 per cent), whereas the reverse was true for the KIBS sector,
where 44.4 per cent of firms had introduced product innovations versus
49.4 per cent for process innovations (Table 3.5). The important role of the
electronics/information and communication technology (ICT) cluster in
the Singapore NSI was evident in the sectoral breakdown of innovating
companies. The electronics industry had the highest incidence of innovat-
ing companies within the manufacturing sector (68.8 per cent), while the
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information technology (IT) services industry had the highest incidence of
innovating companies within the KIBS sector (73 per cent).

The levels of innovation intensity, measured in terms of expenditure on
innovation activities as a percentage of total sales, were still relatively
modest for most of the manufacturing firms, with over half of the firms that
engaged in some form of innovation activities having innovation intensity
below 5 per cent. There was, however, a small core (just over 9 per cent) of
highly innovation-intensive firms that invested over 20 per cent of their rev-
enues in innovation activities. Interestingly, KIBS firms appeared to exhibit
higher average innovation intensities than manufacturing firms (Table 3.6).

The predominant innovation activity in Singapore in 1999 involved
adopting innovations previously introduced to the market rather than
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Table 3.4 Proportion of innovating companies in Singapore manufacturing
and KIBS sectors, 1999

Innovating companies (%)

Manufacturing 31.7
Electronics 68.8
Chemicals 38.0
Precision & process engineering 28.5
Transport engineering 18.2

KIBS 56.9
IT & related services 73.0
Market research, business & management 58.0

consultancy
Architectural, engineering, land surveying, other 40.0

technical
R&D, advertising, publishing, exhibitions & 70.0

conferences

Source: Survey data from the Singapore National Innovation Survey: Manufacturing; and
the Singapore National Innovation Survey: Knowledge-Intensive Business Services.

Table 3.5 Incidence of product and process innovation in the Singapore
manufacturing and KIBS sectors, 1999 (% of companies)

Product innovation Process innovation

Manufacturing 24.1 22.4
KIBS 44.4 49.4

Source: As for Table 3.4.



developing new ones. The most common innovation activity for manufac-
turing innovators was the acquisition of machinery, equipment and soft-
ware (80 per cent of innovating manufacturers), while for KIBS firms it was
acquisition of software or other external technology (61.5 per cent of inno-
vating KIBS firms) (Table 3.7). This highlights one key characteristic of
Singapore’s NSI at the end of 1990s: adoption and assimilation of new
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Table 3.6 Innovation and R&D intensities of innovating firms, 1999

Total expenditure on innovation as a percentage of sales

�2% 2%–4.9% 5%–9.9% 10%–19.9% 20%–39.9% �40%

Manufacturing 28.2 26.4 20.9 15.5 7.3 1.8
KIBS 18.5 10.5 18.3 21.5 21.2 9.9

Total expenditure on R&D as a percentage of sales

�1% 1%�2.9% 3%�4.9% 5%�9.9% 10%�19.9% �20%

Manufacturing 36.1 25.0 20.8 9.7 4.2 4.2
KIBS 8.7 19.4 15.9 12.3 25.3 18.4

Source: As for Table 3.4.

Table 3.7 Innovation activities engaged by companies, 1999 (% of
innovating firms)

Manufacturing KIBS

R&D 66.4 43.3
Acquisition of R&D services 18.3 11.5
Acquisition of machinery & equipment 80.21 31.1
Acquisition of software, external technology 22.42 61.5
Industrial design, market research & marketing 37.9 n.a.
expenses for innovations

Preparations to introduce new or significantly n.a. 75.7
improved services or methods to deliver them

Training 61.2 58.3
Market introduction of innovations n.a. 50.0
Adoption of e-commerce applications n.a. 46.7

Notes:
1 Acquisition of machinery, equipment and software.
2 Licensing of external technology.

Source: As for Table 3.4.



technology was relatively advanced, but the creation of technology was still
somewhat lacking. Indeed, the level of R&D intensity was found to be rela-
tively low even among companies engaging in innovation activities. In the
manufacturing sector, more than one-third of innovating companies spent
less than 1 per cent of their sales revenue on R&D activities, and fewer than
one in five spent more than 5 per cent of their sales revenue on R&D (Table
3.6). The innovating KIBS firms exhibited higher R&D intensities in this
regard, with almost 20 per cent spending at least 20 per cent of their turn-
over on R&D.

KIBS firms also seemed to exhibit a higher propensity in commercializ-
ing their innovations, with more than half deriving at least one-quarter of
their turnover from new/improved services introduced within the previous
three years. The comparable figure for manufacturing innovators was only
39 per cent (Table 3.8).

The prevalence of innovation among manufacturing firms in Singapore
was found to lag behind the small advanced European economies, except
Norway, as well as Taiwan, although it is comparable to that of Korea (see
Appendix Table A4.4). Although the six European countries are shown as
having lower shares of innovative KIBS firms (49–52 per cent) than in
Singapore (Appendix Table A4.4), it should be noted that the figure
for Singapore may be biased upward, since the coverage of KIBS firms in
the Singapore survey appeared to be narrower.

4 ACTIVITIES THAT INFLUENCE INNOVATION

4.1 Knowledge Inputs to Innovation

4.1.1 R&D activities
As mentioned earlier, R&D in Singapore was minimal until the late 1980s,
with a gross expenditure of R&D (GERD) to GDP ratio of only 0.86 per
cent in 1987 (Table 3.9), significantly below the norm of advanced countries.
Since then, however, R&D investment intensity in Singapore has increased
significantly, with GERD experiencing a twelve-fold increase between 1987
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Table 3.8 New/improved products/services as percentage of total sales, 1999

�10% 10%–24% 25%–49% 50%–74% �75%

Manufacturing 32.3 28.8 19.3 7.2 12.4
KIBS 21.7 25.3 20.5 14.5 18.1

Source: As for Table 3.4.



and 2005, and the GERD/GDP ratio more than doubling to reach 2.4 per
cent in 2005. Although still behind many advanced OECD countries and
Korea, Singapore’s GERD/GDP ratio has overtaken more than a dozen
OECD countries, and is now at parity with Germany (Table 3.3).

While both the public and private sectors contributed to this rapid
increase in R&D intensity in Singapore, Table 3.10 shows that private sector
R&D grew faster from the mid-1980s to the mid-1990s. Foreign companies
in particular played a key role, as an increasing number of global MNCs,
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Table 3.9 Growth of R&D in Singapore, 1978–2005

Year GERD GERD/GDP RSEs RSE/10 000
(S$ m) (%) labour force

1978 37.80 0.21 818 8.4
1981 81.00 0.26 1 193 10.6
1984 214.30 0.54 2 401 18.4
1987 374.70 0.86 3 361 25.3
1990 571.70 0.85 4 329 27.7
1991 756.80 1.01 5 218 33.6
1992 949.50 1.17 6 454 39.8
1993 998.20 1.06 6 629 40.5
1994 1 174.98 1.09 7 086 41.9
1995 1 366.55 1.15 8 340 47.7
1996 1 792.14 1.38 10 153 56.3
1997 2 104.56 1.49 11 302 60.2
1998 2 492.26 1.82 12 655 65.5
1999 2 656.30 1.90 13 817 69.9
2000 3 009.52 1.88 14 483 66.1
2001 3 232.68 2.10 15 366 72.5
2002 3 404.66 2.15 15 654 73.5
2003 3 424.47 2.13 17 074 79.4
2004 4 061.90 2.25 18 935 86.7
2005 4 582.21 2.36 21 338 90.1

Compound average growth rate per annum (%)

1978–1990 25.4 14.9
1990–1995 19.0 14.0
1995–2000 17.1 11.7
2000–2005 8.8 8.1

Sources: National Survey of R&D Expenditure and Manpower (various years), Science
Council of Singapore (before 1990); National Survey of R&D in Singapore (various years),
National Science & Technology Board (for 1990–2000) and Agency for Science, Technology
& Research (2001–5).



many of which already had prior manufacturing operations in Singapore,
started to establish R&D activities as well. Some of the more technology-
intensive local firms also started to invest in applied R&D, particularly a
number of government-linked companies (GLCs) established by the gov-
ernment in ‘strategic’ defence-related high-tech industries (Wong, 2003).

After reaching a peak of 64.5 per cent in 1997, the share of private sector
R&D in total GERD had stabilized at around 61–3 per cent, although it
rose again to 66 per cent in 2005. The balance of GERD is split fairly evenly
between the three public R&D sectors: higher education, public research
institutes/centres (PRICs) and various government sectors. Until 1991,
Singapore’s public R&D had been concentrated in the higher education
sector. In 1991, with the formation of the NSTB and the launch of the
nation’s first NTP, a number of new PRICs were established, while some
existing R&D centres in a number of ministries were reorganized as PRICs
under the NSTB. R&D spending by these PRICs has grown rapidly since
1991 and now exceeds the R&D spending by the higher education sector
(Tables 3.9–3.11).

Until the late 1990s, most R&D in both the public and private sector
of Singapore focused on incremental, applied work. As can be seen from
Table 3.11, basic research represented only 16 per cent of total R&D
expenditure in Singapore in 1993 (the first year when data became avail-
able), with applied R&D and experimental development accounting for 39
per cent and 45 per cent respectively. The share of basic R&D actually
declined a little in the period 1993–2000, due to the higher growth of private
sector and PRIC R&D that had greater emphasis on applied work. With
the possible exception of the Institute of Molecular and Cell Biology, the
PRICs set up by NSTB in the 1990s all focused initially on conducting
R&D to complement and support MNC operations in Singapore. It was
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Table 3.10 R&D expenditure by sectors, 1978–2005 (%)

Year Private Higher education Government Public research Total
sector sector sector institutes

1978 67.5 21.7 10.8 n.a. 100.0
1985 54.6 30.0 15.4 n.a. 100.0
1990 49.8 32.5 17.7 n.a. 100.0
1995 62.0 15.8 10.7 11.6 100.0
2000 61.6 12.3 12.0 14.1 100.0
2004 63.8 10.5 10.9 14.9 100.0
2005 66.2 9.7 10.4 13.8 100.0

Sources: As for Table 3.9.



only from the late 1990s that their R&D missions were shifted towards
more strategic, longer-term R&D, while several new life-science R&D insti-
tutes were established in the early 2000s. Thus basic R&D only began to
receive an increasing share of total R&D spending in Singapore from 2001,
rising to 21 per cent in 2005 (Table 3.11).

In terms of sectoral distribution, it is no surprise that the manufacturing
sector accounted for the bulk of private sector R&D, given the significant
role of manufacturing in Singapore’s economy (Table 3.12). Manufacturing
R&D was highly concentrated in a number of sectors, with almost two-
thirds in the electronics sector alone in 2005, followed by engineering (16.3
per cent). This is consistent with the fact that electronics and IT have been
the most important and dynamic sectors in the Singapore economy since
the 1980s, which in turn stimulated a certain amount of R&D in the preci-
sion engineering industry (Wong, 2003). Private sector R&D in life sciences
remains small, even though public R&D in life sciences has grown quite
rapidly in recent years.

There has also been a noticeable increase in the share of private sector
R&D going to the services sector in the early 2000s, reflecting the growing
sophistication of Singapore’s KIBS. In particular, ICT services have been
major contributors to service R&D, although part of it was reclassified
under ‘other services’ in the annual R&D survey from 2001.

Among private firms performing R&D, foreign MNCs continue to
account for around two-thirds of R&D spending, after dropping below 60
per cent in the late 1990s and early 2000s (Table 3.13). Reflecting the con-
centration of MNCs in electronics and chemicals, a large share of their
R&D (45.3 per cent) is in these two sectors. In contrast, local enterprises
have more diversified R&D activities. The two largest industries, electron-
ics and precision engineering, together accounted for only 43.9 per cent of
local enterprise R&D in 2004, as there was also sizeable R&D in ICT and
financial and business services.
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Table 3.11 Deepening of Singapore’s R&D system, 1993–2005

1993 1997 2000 2004 2005

Percentage of Masters and PhD 39.3 41.6 43.8 43.9 44.3
holders among RSEs (FTE)

Percentage breakdown of R&D exp. (%)
Basic research 16.1 12.8 11.8 18.8 20.6
Applied research 39.1 43.8 35.0 29.8 32.5
Experimental development 44.9 43.3 53.2 51.4 46.8

Sources: As for Table 3.9.
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Table 3.12 Distribution of private sector R&D expenditure by industry,
1993–2005 (%)

1993 1998 2004 2005

Primary industries & construction n.a. n.a. 0.5 0.1
Manufacturing 81.1 86.9 63.7 65.2
Electronics 51.4 48.3 44.5 39.0
Chemicals 5.6 10.8 2.5 4.7
Engineering 16.8 22.7 13.4 10.6
Precision engineering 11.2 19.2 11.1 8.1
Process engineering 1.2 0.6 n.a. n.a.
Transport engineering 4.3 2.9 2.4 2.5

Life sciences 4.0 4.2 2.1 3.0
Light industries/other manufacturing 3.4 1.0 1.2 7.9
Services 18.9 13.1 35.8 34.8
R&D n.a. n.a. 12.3 10.9
IT & communications 3.2 9.2 5.5 4.9
Finance & business 4.3 1.4 7.9 8.6
Other services 11.3 2.5 10.1 10.3

All industry groups 100.0 100.0 100.0 100.0

Sources: As for Table 3.9.

Table 3.13 Foreign companies’ share of industry R&D expenditure,
1993–2005 (%)

Year Share in total private R&D (%)

1993 67.6
1994 74.5
1995 64.3
1996 67.0
1997 61.2
1998 55.8
1999 55.8
2000 57.9
2001 57.6
2002 52.9
2003 59.8
2004 64.0
2005 66.8

Sources: As for Table 3.9.



The changing intensity and composition of R&D activities in Singapore,
as discussed above, is reflected in Singapore’s patenting output trend. The
absolute number of Singapore-based patents is still low; until 2000, the total
number of US patents granted to Singapore residents was among the lowest
of the countries in this study (see Appendix Table A3.1). Nevertheless,
Singapore’s patenting performance has improved dramatically over the last
few years.1 As can be seen from Figure 3.2, the number of patents to
Singapore-based inventors granted by the US Patent and Trademark Office
(USPTO) averaged less than ten per year in the 1970s to mid-1980s, and was
still less than 50 annually up to 1992, but had since jumped to over 500 in
2002, reaching an all-time high of 593 in 2004. Indeed, more than half of
the total cumulative number of US patents granted by 2005 were recorded
in the last four years from 2002 to 2005 alone.

Until 2000, foreign companies accounted for more than half of all US
patents granted to Singapore-based inventions, reflecting the dependence
of Singapore on R&D by foreign MNCs. However, from 2000 to 2003,
patents assigned to Singapore companies outnumbered those assigned to
foreign companies, reflecting the growth in indigenous innovation capabil-
ities in both the public sector and the local private sector, including the
emergence of local high-tech start-ups. Nevertheless, from 2004, patents
assigned to foreign companies once again outnumbered those to local com-
panies, suggesting the growing importance of Singapore as a regional R&D
hub for global MNCs.

4.1.2 Competence building
A distinctive feature of Singapore’s NSI development is the early and sus-
tained emphasis on building human resource competences geared to
absorbing and assimilating new technologies. While the expansion of edu-
cation at all levels has been a priority public expenditure focus of the gov-
ernment throughout the years, the relative emphasis has changed over time.
In addition, the government has played a critical role in promoting indus-
trially relevant workforce development. This included the establishment
of vocational and technical training institutes for upgrading industrial
workers’ operative skills in Singapore’s first decade after independence in
1965, complementing the on-the-job training received by workers employed
by MNCs (Wong, 2003). In the mid-1970s to mid-1980s this focus shifted to
developing more advanced technicians and engineers, through rapid expan-
sion of polytechnical education and through specialized technical training
programmes, many of them collaborative ventures between the government
and reputable overseas partners (MNCs and highly regarded foreign indus-
trial training institutes) (Table 3.14). From the late 1980s, the emphasis
shifted again to increasing enrolments in technology-based university
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degree courses, which again complemented the on-the-job learning
obtained by engineers and technicians working in MNC manufacturing
subsidiaries. Increasing outsourcing by many of these MNCs also gave local
supporting industries greater opportunities to ‘learn by transacting’ (Wong,
2003). Finally, beginning in the mid-1990s and accelerating through the
early 2000s, increasing engagement in R&D in Singapore by both global
MNCs as well as some local high-tech firms, coupled with expanding R&D
in the higher education sector and the increasing focus of PRICs on longer-
term strategic research, has greatly increased the pace and scope of R&D
personnel development in Singapore.

The workforce training role of PRICs had been given particular empha-
sis under the Third NSTP 2001–5, with the launching of various new
programmes that emphasized human resource development, including new
scholarship schemes for postgraduate education at leading universities
overseas, a scheme for postgraduate research students to undergo
internships at the various local research institutes, and the funding of PRIC
researchers to be attached to local high-tech firms to develop their tech-
nology commercialization experience. Likewise, the various industry-
promoting government agencies such as the Infocomm Development
Authority (IDA) (previously known as the National Computer Board)
continued to play a significant role in promoting technical workforce
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Table 3.14 Average output of technical graduates from tertiary education
institutions in Singapore, 1970–2005 (number of graduates
per year)

1970–79 1980–84 1985–89 1990–94 1995–99 2000–2005

University 680 1 040 2 162 3 215 5 027 8 463
level1

Polytechnic 1 516 2 463 4 836 6 686 8 595 11 372
level2

Total 2 197 3 504 6 998 9 901 13 622 19 835

University graduates as percentage of total

31.0 29.7 30.9 32.5 36.9 42.7

Notes:
1 Includes degree courses from ISS.
2 Includes diploma courses from ISS.

Sources: Calculated from Ministry of Labour, Singapore Yearbook of Labour Statistics
(various years); Ministry of Manpower, Singapore Yearbook of Manpower Statistics
(various years).



development even though their industrial development promotion role
changed over the years (Wong, 2002).

Overall, Singapore appears to have done well in increasing the supply of
technical graduates over the years (see Table 3.14). From an output of
about 2200 per year in the 1970s and 5200 per year in the 1980s, the annual
flow increased to 11 600 in the 1990s and nearly 20 000 by the 2000s. The
proportion of university graduates (versus polytechnic graduates) also
increased from about 30 per cent to 43 per cent in the same period.

In contrast to Korea, where the education system is still rather weak (see
Lim, Chapter 4, this volume), Singapore has received high marks for the
quality of its S&T education and the technical competence of its workforce
(see, e.g., ranking by the annual World Competitiveness Yearbook (WCY)).
Singapore has also consistently ranked among the top countries in terms of
performance in international mathematics and science tests among primary
and high-school pupils, such as the Trends in International Mathematics
and Science Study. For university education, the National University of
Singapore (NUS) has recently been ranked among the world’s top 20 uni-
versities overall and the top ten engineering schools in particular by the
Times Higher Education Supplement.

Nevertheless, in terms of the absolute number of research scientists and
engineers produced cumulatively, Singapore’s technical human resource
development may still have some way to go to catch up with other small
advanced countries with similarly small domestic population bases. Among
RSEs (research scientists and engineers) engaged in R&D activities in
Singapore, the proportion with Masters’/PhD degrees remained relatively
low, at around 40–44 per cent, during the 1990s and 2000s (Table 3.11). The
WCY has generally rated the availability of skilled technical labour in
Singapore as behind most of the advanced OECD countries, although its
ranking has improved somewhat as of 2004 (Wong, 2003; 2006).

One key aspect of Singapore’s competence-building policy is the efforts
made at attracting foreign talent. To supplement the local supply of skilled
labour, the government has consistently adopted a liberal immigration
policy to attract overseas skills. While precise statistics on the immigration
of qualified technical labour are not available, the annual R&D surveys indi-
cate that foreigners typically accounted for over one-quarter of the total
pool of RSEs in Singapore in recent years (A*STAR, various years). Even
this figure, however, is a gross underestimation, as it does not include the
sizeable number that had been offered permanent residence. Similarly, over
one-third of Singapore’s IT workforce in the late 1990s was found to consist
of foreigners (Wong, 2002). The proportion is even higher in the emerging
life-science fields (Wong, 2006). While Malaysia was a major source of
foreign talent in the early years, China and the Indian sub-continent
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have provided the bulk of the foreign technical professionals working in
Singapore since the mid-1990s. Despite experiencing a number of economic
slowdowns (in 1985, 1998 and 2001), the government has not backed down
from its policy of importing foreign talent. Indeed, the Economic Review
Committee (ERC), set up in December 2001 to chart the future direction of
Singapore, outlined policy initiatives to accelerate the attraction of foreign
talent to Singapore (Wong, 2003; ERC, 2002).

4.2 Demand-side Factors

4.2.1 Leveraging foreign MNCs to create new markets and articulate
demands

Given its rather small domestic market, Singapore’s economy has been
highly dependent on the external regional and global markets for growth.
Indeed, a cornerstone of Singapore’s public policy has been to promote
openness to external trade and investment, essentially relying on the exter-
nal market forces to provide the signals for new market formation. This
does not mean, however, that the state plays no role in shaping the forma-
tion of new markets; unlike the largely laissez-faire, hands-off role of the
state in Hong Kong (see Sharif and Baark, Chapter 6, this volume), the
Singaporean state has pursued an active, opportunistic role in identifying
new market trends that have emerged. It has quickly devised policy incen-
tives and invested in supporting infrastructure resources to attract global
players that are well placed to capitalize on these new market development
trends to locate part of their activities in Singapore, thereby allowing
Singapore to reap an ‘early entry’ advantage.

This fast market trend follower strategy has enabled Singapore to gain a
significant role in two major global manufacturing markets: electronics/
ICT and pharmaceutical/life sciences. In the late 1960s and early 1970s
Singapore was among the first of the developing countries to recognize the
trend of outsourcing of labour-intensive electronics manufacturing by US
and Japanese firms. By focusing its foreign direct investment (FDI) pro-
motion programme on electronics firms, Singapore was able to ride the first
wave of export-oriented, offshore electronics manufacturing growth. In the
early 1980s, when the mass market, personal-computer-related manufac-
turing industries emerged, Singapore was again quick to seize the oppor-
tunity to attract the major PC-related manufacturing firms to Singapore,
particularly the disk drive industry (Wong and McKendrick et al., 2000).
In the 1990s Singapore further expanded into semiconductor wafer fabri-
cation, ink-jet printer and portable information devices.

Despite rising labour costs throughout the 1980s and 1990s, Singapore
was able to maintain its regional electronics manufacturing hub role by
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constantly attracting new waves of global electronics MNCs to establish
operations in Singapore and encouraging existing MNCs to shift into
higher-technology-intensity products. Besides offering investment incen-
tives such as tax reduction and investment credits, Singapore’s government
proactively invested in logistics infrastructure such as airport and seaport
facilities, as well as actively promoting various related supporting indus-
tries, component suppliers and contract manufacturers to increase the
agglomeration economies of the key electronics clusters.

The large number of electronics MNCs operating in Singapore has facil-
itated the emergence of local electronics companies since the 1980s. As
technology transfer from foreign companies largely took the form of
process technology, indigenous companies tended to specialize in contract
manufacturing and supporting industries, such as precision parts and com-
ponents, printed circuit boards and industrial automation equipment,
rather than in original design manufacturing (as in Taiwan (see Balaguer
et al., Chapter 2, this volume)), or original brand manufacturing. Stable
customer/buyer relationships with the technologically more sophisticated
MNCs helped motivate these specialized suppliers to upgrade their own
technological processes.

Besides local electronics supporting industries, a small number of indige-
nous electronics firms in semiconductor and computer-related sectors also
emerged in the early and mid-1990s. With the exception of Creative
Technology, however, these were mainly GLCs, such as Chartered
Semiconductor and ST Electronics. In the late 1990s, the Internet boom
and a government initiative promoting the creation of high-tech start-ups
facilitated the emergence of ICT firms. Although the bursting of the
Internet bubble and the consequent meltdown of Nasdaq dampened the
rate of technology start-ups (as happened worldwide), the number of spin-
offs from university and public R&D institutes continued to grow in the
2000s (Wong, 2003).

In the case of the pharmaceutical/life-science industry, Singapore ini-
tially focused on attracting large pharmaceutical firms to locate their manu-
facturing operations in Singapore in the 1990s, as it started doing with
electronics MNCs earlier. By the early 2000s, however, with the anticipa-
tion of rapid growth of life-science industries beyond the advanced coun-
tries, and the recognition that commercialization of upstream research
through dedicated biotech firms plays a much more important role in life-
science business, the government decided to adopt a different approach to
promoting life-science-based industrial clusters (Finegold et al., 2004).
Under a US$1 billion new Life Science Initiative announced in 2001, the
government signalled its intention to turn Singapore into an integrated
regional hub for biomedical sciences, with a critical mass of capabilities
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across the entire value chain, from basic research to clinical trials,
product/process development, full-scale manufacturing and healthcare
delivery (Biomed-Singapore, 2003).

A three-pronged approach has been adopted: A*STAR (the Agency for
Science, Technology and Research, revamped from the previous NSTB) is
charged with establishing new life-science-related PRICs to increase bio-
medical research and human resource development, while the Economic
Development Board (EDB) is to attract foreign investments in biomedical
R&D by global pharmaceutical MNCs. Both EDB and A*STAR are also
assigned to promote the various supporting industries for the life-science
cluster, including attracting specialist life-science venture capital (VC)
funds to invest in local life-science companies, as well as investing their own
funds. Notwithstanding the broader approach to life-science industry
development, leveraging of global pharmaceutical MNCs remains an inte-
gral part of the Singaporean government’s strategy to create new growth
markets.

Because of the high openness of the economy and the strong reliance on
external market forces, local Singaporean firms are by and large highly
exposed to global competitive market pressures and the demand for quality
that they transmit. In particular, the high presence of many leading ‘world-
class’ global MNCs in Singapore itself contributes significantly to the artic-
ulation of demands for quality and process improvement in manufacturing
and logistics services (Wong, 2001; 2003). It is thus not surprising that
Singapore has developed among the best air- and sea-transport infrastruc-
tures and logistic support industries in the world: they had to innovate or
risk losing customers to other regional competition. For example, the Port
of Singapore had been among the world’s leading users of ICT to improve
operational productivity and efficiency in the search to stay ahead of lower-
cost competitor ports in the region.

Besides leveraging global MNCs, the government attempts to develop
some independent capability in identifying emerging market opportunities
around the world through the establishment of ‘listening posts’ in key ‘lead-
user’ cities in the USA, Europe and Asia. In addition, the government
(through an agency called International Enterprise (IE)), also subsidizes
the cost of business development activities in overseas markets by local
firms. However, compared to the scale of other countries, for example
Taiwan and Switzerland, Singapore’s investment in this regard is probably
quite modest. Moreover, unlike countries such as Taiwan and Israel, which
have very extensive overseas entrepreneurial and technical professional
diasporas intimately linked to the leading high-tech regions in the world,
including in particular Silicon Valley, Singapore’s overseas talent diaspora
is much smaller.
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4.2.2 ‘Lead-user’ role of government to promote domestic diffusion of
new technologies

While the relatively small domestic market has necessitated the general
emphasis on external market opportunities, the Singapore government has
intervened significantly in helping to promote the formation and growth of a
number of domestic technology markets, particularly those that are deemed
to have strong multiplier impacts on the rest of the economy. Prime examples
of such domestic-market-oriented diffusion policies are the promotion of
adoption and usage of ICT and advanced manufacturing technologies.
Indeed, among developing economies, Singapore scored particularly high in
terms of indicators of adoption of ICT, licensing of foreign technologies, use
of advanced technologies in production and process management capabilities
according to the annual WCY (Wong, 2003).

In addition to devising programmes to accelerate technology diffusion in
the private sector (see Section 4.3.3), the government itself has been a lead
user in the adoption of new technology, especially ICT. Many of the major
statutory bodies in Singapore have become lead users of technology not
just locally but probably in the world. For example, before its privatization,
Singapore Telecoms was a fast adopter of new telecommunications tech-
nologies, resulting in Singapore having one of the most advanced telecom-
munications infrastructures in the Asia-Pacific region. The Ministry of
Environment was among the first in Asia to adopt incineration technology
for waste disposal. The Ministry of Transport was also the first in Asia to
deploy electronic road pricing. Similarly, Singapore was among the first in
the world to automate trade document submission and approval using elec-
tronic data interchange.

4.3 Provision of Constituents

4.3.1 Provision of organizations
As highlighted earlier, Singapore’s industrial development has until
recently been largely based on attracting global MNCs to locate their oper-
ations in Singapore. Thus relatively little attention was given to developing
local innovative firms until the mid-1990s. Most local manufacturing start-
ups that were established before then were primarily suppliers and contract
manufacturers to MNCs, while the PRICs produced few spin-offs up to the
late 1990s, as R&D was aimed more at complementing and supporting
MNC operations in Singapore.

The late 1990s, however, saw a drastic shift in public policy emphasis in
this regard. The Asian financial crisis in mid-1997, which led to a severe
regional economic downturn, raised concerns about the need to diversify
markets and achieve greater penetration of European and North American
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markets. This clearly required Singapore to have a higher technological
competitive edge. In addition, growing competition from China and India
meant that Singapore would be subject to severe cost pressures. Finally, the
leadership had become increasingly impressed by the Silicon Valley model
of high-tech innovation (including the successful Israeli and Taiwanese vari-
ants) as key to success in the global knowledge-based economy. All these
factors motivated the government to launch a new economic development
programme called the Technopreneurship 21 (T21) initiative in 1999.

T21 covers four areas affecting high-tech entrepreneurship: education,
facilities, regulations and financing. To encourage more Singaporeans to
become technology entrepreneurs, the T21 initiative aimed to inject an
entrepreneurial dimension into the educational system in schools and uni-
versities, so that they would serve as generators not only of trained employ-
ees but also of graduates who are entrepreneurial. The T21 initiative has
also sought to create more conducive facilities that provide an intellectually
stimulating and creative environment for ‘technopreneurs’. A major step in
this direction has been the development of One North, a major new R&D
complex to attract international talent working in high-tech R&D (see
Section 4.4.1 for more details). In addition, rules and regulations have been
reviewed to remove obstacles to technopreneurship. Finally, a US$1 billion
Technopreneurship Investment Fund has been launched to help jump-start
the development of a VC industry in Singapore (see Section 4.4.2 for more
details).

It is unclear how much impact the T21 initiative has had on spurring
technopreneurial development in Singapore. The number of high-tech
start-ups in Singapore more than doubled from 1998 to 2000 (Table 3.15),
but this was largely in tandem with the global Internet boom and probably
would have taken place anyway, without any public policy inducement.
Moreover, shortly after the T21 initiative was announced, the Nasdaq melt-
down in April 2000 began to have a severe knock-on chilling effect on the
high-tech start-up phenomenon in 2001–3, not just in Silicon Valley, but
also worldwide. This probably explained the drastic drop in the new high-
tech start-up formation rate in 2001, notwithstanding the T21 initiative.
The rate has since remained below the level of 1999. Nevertheless, the
Singapore government appears to remain firmly committed to promoting
the growth of local high-tech firms, although the T21 initiative was no
longer mentioned by 2004.

Reflecting the more realistic mood after the worldwide dotcom crash,
a more comprehensive government initiative in promoting innova-
tion and entrepreneurship was proposed by an Entrepreneurship and
Internationalization Sub-Committee (EISC) as part of an overall ERC set
up by the Singapore government in 2002 to formulate a new economic
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development strategy for Singapore in the new millennium. Released in
2003, the EISC report identified six elements to strengthen the spirit of
entrepreneurship and innovation in Singapore, and to foster the growth and
internationalization of Singapore-based companies, including the GLCs
(Wong, 2006). These elements included: culture (creating opportunities
for young people to develop their entrepreneurial potential, particularly
though educational channels); capabilities (developing enterprise capabili-
ties at both individual and industry levels by reducing impediments to
labour mobility, attracting foreign entrepreneurial talent, increasing col-
laboration between companies, encouraging and assisting companies to
venture abroad); conditions (adopting a more enterprise-friendly approach
to regulation, including the role and management of GLCs); connections
(increasing internationalization of Singapore enterprises); capital (rectify-
ing gaps in enterprise financing, especially for start-ups); and catalysts (pro-
viding incentives to channel more capital towards enterprise).

Besides continuing emphasis on developing indigenous R&D capabili-
ties via A*STAR and attracting foreign MNCs to set up R&D operations
in Singapore via EDB, two other statutory boards were assigned the
primary responsibilities to carry out the EISC’s recommendations: the
Standards, Productivity and Innovation Board to promote innovation
among the small and medium-sized enterprises (SMEs), and IE Singapore
to help Singapore-based companies to internationalize.

The EISC also resulted in the establishment of a quasi-public organization
called the Action Community for Entrepreneurship (ACE), a collaborative
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Table 3.15 High-tech enterprise formation rate, 1998–2005

1998 1999 2000 2001 2002 2003 2004 2005

Total no. of high- 2 064 3 235 4 547 2 929 3 006 2875 2 770 2 991
tech start-ups
High-tech 768 932 897 784 768 687 787 843
manufacturing
ICT services 1 268 2 271 3 561 2 051 2 124 2 060 1 860 1 997
R&D services 28 32 89 94 114 128 123 151

Total no. of 29 870 34 604 36 457 33 202 36 675 39 337 41 164 42 556
start-ups

% of high-tech 6.9 9.3 12.5 8.8 8.2 7.3 6.8 7.0
start-ups

Notes: Defined as start-ups in high-tech industries according to the classification of the
US Bureau of Labor Statistics (BLS). ICT services includes postal services.

Source: Wong et al. (2007b).



forum involving representatives from both the private and public sector
involved in new venture development. Launched in May 2003, ACE was
intended to be a pro-enterprise movement to create a more business-friendly
environment in Singapore, by providing opportunities for networking
between entrepreneurs, business angels, VC, bankers, lawyers and other pro-
fessionals. It also engages in educational efforts to increase awareness of
entrepreneurship and to encourage more entrepreneurial thinking among
Singaporeans (Wong et al., 2004).

While it is too early to assess how much impact these new public policies
might have on high-tech entrepreneurial developments in Singapore, given
the long gestation period required for some of the policy tools (for example,
changing the culture of people towards taking risk), there are hopeful signs
that the composition of firms started up in recent years has been quite
different from existing SMEs. Unlike their earlier counterparts, the new
start-ups are based more on product innovation and increasingly focused
on IT, software, Internet applications, biotechnology and life sciences
(Wong, 2006). Spin-offs from universities have also begun to increase in fre-
quency in the last few years (Wong et al., 2007a).

4.3.2 Networking, interactive learning and knowledge integration
An essential feature of an NSI is the pattern of linkages and knowledge
flows among the different organizations and their innovation activities. In
the case of Singapore, there has been a clear progression in the pattern of
linkages and interactive learning among the constituent organizations
in Singapore’s NSI over time. In the initial period of the 1960s to the 1970s,
technology transfer from foreign companies to their local subsidiary
operation in Singapore facilitated ‘learning by using’ among local MNC
employees. The government also offered incentives to MNCs to send
Singaporean engineers to headquarters to acquire new technical skills. In
contrast, there were few knowledge links between the MNCs and the rest
of the economy in this period, as few local supporting industries then
existed.

The mid-1970s, however, saw the growth of a base of local supporting
industries, which began to invest in acquiring and exploiting imported tech-
nologies on their own, in addition to learning from their MNC customers
through ‘learning by transacting’ (Wong, 2003). Such interfirm linkages
between local suppliers and MNC buyers had been further stimulated by a
deliberate government support programme called the Local Industry
Upgrading Programme, targeted at encouraging foreign MNCs to help
their local suppliers to upgrade technologically. As found by Wong (1992),
such supplier–buyer relationships have contributed significantly to the
technological development of local firms, less through the deliberate efforts
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of MNCs to transfer technology than through exposure to their procedures
and technologies in the buyer–supplier relationship. Long-term supply
relationships also helped reduce the risk of investing in new technologies
for the suppliers, contributing to greater technological effort by local sup-
porting industries.

The 1980s saw a further intensification of such links between manufac-
turing MNCs and local supporting firms, including the development of
new services firms in logistics, IT and design. In addition, another form of
flows between MNCs and local SMEs has also appeared since the mid-
1980s: an increasing number of employees from the MNCs left to start their
own manufacturing SMEs, often as suppliers to their former employers.
Moreover, as an increasing number of MNCs located their R&D opera-
tions in Singapore, a new phenomenon of R&D scientists and engineers
leaving to start their own high-tech firms to innovate their own products
and services for the global market is beginning to emerge in the 2000s.

Linkages between industry and education and training institutions have
also evolved over time. In the initial years, the linkages were quite strong at
the polytechnic and industrial training level. Close consultation with indus-
try and the anticipatory planning and rapid response of the government to
meet industrial skill needs have been important contributing factors to the
rapid industrialization of Singapore (Soon and Tan, 1993). The govern-
ment did not hesitate to recruit expatriates with significant MNC experi-
ence to head new training institutes. Indeed, as mentioned earlier, many of
the early industrial training institutes were run jointly by MNCs to estab-
lish a reputation for their programmes.

In contrast, linkages between the universities/PRICs and the enterprise
sector were less well developed, at least until the late 1990s, due to the long
gestation time needed for the PRICs to establish core capabilities relevant
to industry, and the lack of focus on industrially relevant research at the
universities until the late 1990s. Many of the MNCs in their turn looked to
their headquarters and associate companies for technological needs rather
than local PRICs/universities. They also preferred to tap public R&D sub-
sidies offered for in-house R&D, so that they would own the intellectual
property generated. Nevertheless, linkages between universities and enter-
prises appear to have strengthened considerably since the early 2000s, due
to increasing emphasis by the universities on commercializing technologies
(Wong et al., 2007a).

Last but not least, interfirm innovation linkages among local firms
appear to have been much weaker. There are few reported cases of joint
R&D among local firms, and the kind of industry-wide R&D consortia
found in Taiwan and Japan have been largely absent in Singapore. There
have also been few reported cases of industry-wide collaboration in
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technology deployment (Wong, 2003). Overall, there appears to have been
inadequate policy attention given to promoting innovation collaboration
among local enterprises in Singapore, compared to Taiwan and Finland,
and this appears to be a major weakness in Singapore’s NSI.

4.3.3 Provision of institutions
Before 1990, Singapore’s main policy focus had been on promoting technol-
ogy adoption, and public involvement in R&D activities was low and
confined largely to scientific research in public universities and defence R&D,
both of which had little commercial linkage to industry (Wong, 2003).

The first significant recognition of the economic importance of R&D
came in 1989 when a Committee of Ministers of State was formed to
outline the long-term strategy and direction of Singapore’s development.
The result was a ‘vision’ document called The Next Lap, which highlighted
the need to focus on R&D and specialize in high-tech niches in order for
Singapore to catch up with the advanced countries over the next 20 years
(Government of Singapore, 1991). The importance of innovation gained
more recognition in a subsequent Strategic Economic Plan (SEP) formu-
lated in 1991 (MTI, 1991). As part of the recommendations of SEP, the first
five-year NTP was released, with the simultaneous establishment of an
entirely new statutory board, NSTB, in 1991. The key objectives of the
NTP were to promote industrially relevant R&D, build up S&T human
resources, and develop S&T support infrastructure. A S$2 billion alloca-
tion was given to NSTB to implement the NTP.

A key outcome of the NTP was the establishment of a series of PRICs,
which were to be funded and managed by the newly established NSTB.
This was done through a combination of creating de novo institutes, as well
as reorganizing and transferring a number of existing research institutes
from the higher education and government sectors. The NTP was followed
by the formulation of a second five-year plan in 1996, the second NSTP,
where the budget allocation was doubled to S$4 billion, and where the
importance of investing in science was recognized in addition to technol-
ogy. Despite this recognition of the importance of science, the NSTP was
still heavily skewed towards applied R&D promotion rather than basic
research. Indeed, the initial mission of most of the PRICs established
under the NTP was to develop the applied technologies deemed critical for
Singapore’s industrial clusters (Wong, 2003), and this applied focus con-
tinued into the late 1990s.

The dotcom boom and the growing success of Silicon Valley in the late
1990s led the government to launch the T21 initiative in 1999 (see Section
4.3.1). However, with the bursting of the Internet bubble in 2000, policy
makers realized the need for start-ups to have truly innovative technologies
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and defensible intellectual property, and hence the need to raise basic
research and innovative capabilities. At the same time, the government rec-
ognized the need to make a big push into life sciences. Both these factors
led to the decision to restructure NSTB in 2001. Under T21, NSTB had
been made the lead agency to implement the government’s ‘technopre-
neurship’ drive, but this had resulted in conflicts with its original focus on
building the nation’s research capabilities. With the restructuring of NSTB
and its renaming as A*STAR, the responsibility for nurturing technopre-
neurship was transferred to EDB. A*STAR was refocused on developing
Singapore’s R&D capabilities, particularly the attraction and training of
R&D workforce. To do this, it set up two councils: the Bio-Medical
Research Council (BMRC), responsible for promoting R&D and develop-
ing human capital in the life sciences, and the Science and Engineering
Research Council (SERC), which does the same in targeted science and
engineering clusters such as ICT, chemicals and engineering clusters (Wong
et al., 2004). Seven of the 12 PRICs under the auspices of A*STAR came
under SERC, while the other five (including three brand new institutions)
came under BMRC.

Planned public spending on S&T was also increased to S$7 billion in the
third NSTP for 2001–5, with S$5 billion allocated to A*STAR to fund
public research and to develop postgraduate research personnel, while the
remaining S$2 billion was managed by EDB to support R&D in the private
sector. The Plan also allocated a larger proportion of the public R&D
budget to long-term strategic and basic research (Wong, 2003; A*STAR,
2001). This shift in emphasis towards building long-term basic research
capabilities further intensified in 2006, when the government set up a new
National Research Foundation (NRF) with a S$5 billion allocation to fund
new research areas not covered by existing A*STAR PRICs, including
water and environmental engineering and interactive digital media.

Figure 3.3 serves as a useful summary of the overall institutional frame-
work that has evolved for managing Singapore’s NSI in recent years. As can
be seen from the earlier discussion, a characteristic feature of Singapore’s
approach to S&T policy implementation is the relatively top-down
approach to technology policy formulation that is strategic in nature, yet
flexible in terms of actual implementation. Indeed, Schein (1996) described
this approach of Singapore policy making as ‘strategic pragmatism’.
Although his work was focused on the EDB alone, much of what he found
appears to be applicable to the S&T policy arena in general. In essence,
Singapore’s political leaders at the Cabinet level formulate broad, long-
term strategic economic development initiatives, but delegate much of the
detailed implementation to the designated implementation agencies.
Moreover, the government has been quite prepared to revise substantially
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an earlier strategic plan and replace it with a newer one, if and when it per-
ceives that the environmental opportunities or threats have changed mate-
rially. This change in strategic direction is typically not due to changes in
specific political leadership, since the government has been under a one-
party rule since political independence in 1965.

One consequence of this top-down approach is that S&T policy is typi-
cally not formulated in isolation, but as an integral part of a larger eco-
nomic development strategy. This ‘developmental state’ approach has
meant that S&T policies are strongly integrated within ministries with
significant economic development roles, particularly the Ministry of Trade
and Industry (MTI), and the Ministry of Information, Communications
and the Arts (MICA). Indeed, it is telling that, until today, Singapore does
not have a separate Ministry of Science and Technology. Instead, these
policy-making and implementation functions have been subsumed by the
economic-development-oriented ministries. Thus A*STAR, which over-
sees the PRICs, comes under MTI, while IDA, which promotes ICT
deployment and administers the Innovative Development Scheme for ICT-
related companies, comes under MICA.

A related characteristic of Singapore’s institutional framework for
S&T policy implementation is the involvement of multiple agencies. For
example, the promotion of ICT development involves both EDB and IDA.
Although they have generally different responsibilities (EDB for investment
promotion, IDA for innovation and diffusion promotion and telecoms
regulations), there are various innovation-related activities where the two
overlap (for example EDB provides incentives to a foreign firm to establish
R&D activities in Singapore, while IDA may provide innovation grants to
the same company). As highlighted by Wong (2003), the government has so
far been able to manage such multi-agency coordination relatively well,
with relatively little of the ‘turf fighting’ seen in many developing countries.
To further highlight the strategic importance of research and innovation
and to strengthen coordination of different programmes and initiatives by
different ministries and agencies, the government in 2006 set up the
Research, Innovation and Enterprise Council (RIEC), chaired by the prime
minister, with the new NRF reporting directly to this council and serving
as its policy-making secretariat.

Other aspects of institutions within the Singapore NSI have been dis-
cussed elsewhere in this chapter and will not be repeated here. For example,
trade and competition in Singapore’s open economy – particularly the
prevalence of foreign MNCs – and its effect on corporate governance is
outlined in Sections 4.2, 4.3.1 and 7.1. Similarly, S&T employment rela-
tions, including the liberal use of foreign S&T talent, is discussed in
Sections 4.1.2, 4.3.2 and 7.1.
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4.4 Support Services for Innovating Firms

4.4.1 Incubating activities
Singapore’s first science park was set up under a government initiative in
1980 to provide infrastructure for R&D in Singapore. With a total land area
of 30 hectares, the park was fully occupied by the mid-1990s with a mix of
tenants including government agencies and numerous private companies.
Development of Science Park II, with a land area of 20 hectares, began in
1993, with tenants mainly comprising ICT companies and related PRICs.

Following the completion of these two science park programmes, the
government embarked in the early 2000s on a much larger infrastruc-
ture development project called One North, which would house a new
innovation-based city comprising R&D facilities, campuses for new higher
educational institutions, living quarters for research scientists, hotel, con-
vention and restaurant facilities, as well and offices for venture-related ser-
vices such as IP (intellectual property) law firms and VCs. Occupying 190
hectares of land near the campus of NUS, One North represents by far the
most ambitious R&D infrastructure support project attempted by the gov-
ernment to date.

Central to this new infrastructural development is the establishment of a
biomedical hub called Biopolis, a ‘city within a city’ that specifically caters
to the unique research needs of the biomedical sciences. Opening its first
phase in June 2003, Biopolis not only houses A*STAR’s five biomedical
research institutes as the anchor tenants, but also aims to attract biomed-
ical MNCs, start-ups, and support services such as biotech patent agents
and law firms, so as to create a dense cluster of life-science-related activities
that will, it is hoped, facilitate the formation of informal networks for
knowledge sharing and accelerate the growth of a critical mass of bio-
medical expertise in Singapore (Finegold et al., 2004).

Besides physical facility development, the government also launched
in 2002 a new initiative to facilitate interactions among existing incuba-
tors for high-tech start-ups in Singapore. Called HOTSpots (Hub Of
Technopreneurs), the initiative comprises a network of seven technopre-
neur incubation centres across the city run by a mix of private and public
sector operators, with the aim of providing common activities such as men-
toring workshops, industry roundtables, brokerage events, fundraising
platforms, networking sessions and social functions for the 400-plus
technology-related companies operating in these incubators.

4.4.2 Financing
A key component of an NSI is institutions providing risk capital for tech-
nology commercialization activity. As MNCs provided risk capital in the
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early years of Singapore’s high-tech development, there was little need
to develop financial institutions to support high-tech investment. The
financing needs of local SMEs were met mainly through the conventional
financial institutions, although the government did provide a number of
subsidized loan-financing schemes to encourage SME investment in new
technology and innovation (Wong, 2003).

The government first began to promote the development of a VC indus-
try in the 1980s, although the effort was very modest and consisted mainly
of investment incentives to attract a number of foreign VCs to set up in
Singapore, with very small-scale injection of public funds into the industry.
This was quite unlike the case of Taiwan, where the government played a
more prominent role, directly supporting VC through tax incentives and
financial assistance programmes (see Balaguer et al., Chapter 2, this
volume). In the early 1990s, the government began to play a more direct role
in VC industry development by creating a number of new funds such as
Vertex Management and EDB Ventures, but the real growth of the VC
industry occurred only in 1999, with the establishment of a US$1 billion
Technopreneurship Fund by the Singapore government under the T21 ini-
tiative. This ‘fund of funds’ aimed to induce leading VCs to use Singapore
as their regional operation hub and train a core of experienced VC profes-
sionals. Although the fund was successful in attracting several leading US
VC firms to Singapore (for example Draper Fisher Jurvetson, Crimson
Ventures), others that received sizeable funding from the fund did not
follow suit.

The above initiatives have undoubtedly enabled Singapore to establish
itself as the preferred location for VC regional hub operations in South-
East Asia, but in terms of the volume of venture deal flows Singapore still
lags considerably behind Taiwan (Wong, 2006). Indeed, while the cumula-
tive amount of funds managed in Singapore has grown impressively in
recent years, reaching over S$16 billion in 2004 (EDB, 2005), the real
impact this has had on high-tech start-up formation in Singapore has actu-
ally been quite modest, for two reasons. First, most of these funds were tar-
geted at more mature rather than early-stage ventures. Second, most of the
funds under management made relatively little investment in Singapore-
based start-ups, preferring to invest in the larger regional market for high-
tech ventures, particularly China. As can be seen from Table 3.16, the total
amount of VC fund invested in Singapore-based ventures has been around
0.1 per cent of GDP in recent years, considerably lower than that in the
USA and Israel (Wong et al., 2005).

Besides the relatively low level of entrepreneurial activities in Singapore
in general compared to the USA, another contributing factor to the low
level of VC-funded deals is the low level of business angel investing at the
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seed stage, which is typically needed to fund early start-ups to grow to a
later stage fundable by VC. The propensity for business angel investment
in Singapore is relatively low compared to the USA (Wong, 2006).
Recognizing this, EDB introduced in 2002 a public co-investment scheme
(Startup EnterprisE Development Scheme or SEEDS) to stimulate early-
stage business angel investment. The scheme has made a visible impact,
with over 150 new start-ups having received SEEDS funding since its
launch.

4.4.3 Provision of consultancy services
The availability of a wide range of consultancy services has been recog-
nized as a key element in the development of a knowledge-based economy
by the economic policy makers in Singapore. Indeed, Singapore’s EDB
has been among the first FDI promotion agency in the world to target ser-
vices promotion, including consultancy services. The fact that Singapore
has generally pursued a much more open competition policy towards the
services sector than most countries in South-East Asia has also con-
tributed towards a larger presence of foreign consultancy services firms,
which typically use Singapore as a regional hub in South-East or East
Asia. In this sense Singapore is similar to Hong Kong, where foreign
consultancy firms also play an important role, whereas other regional
countries place a greater emphasis on direct government involvement in
consultancy, for example Taiwan’s Industrial Technology Information
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Table 3.16 VC investment in Singapore-based ventures (106 S$),
2000–2005

2000 2001 2002 2003 2004 2005

VC investments 601.3 384.4 155.0 185.0 143.2 319.2
in Singapore
companies

GDP* 157 700 152 100 155 700 159 100 180 600 194 360
VC
Investment/GDP 0.38% 0.25% 0.10% 0.12% 0.08% 0.16%
Average VC per 3.3 5.3 2.4 2.3 2.7 6.8
investment

No. of companies 182 73 65 82 53 47
invested

Note: * GDP at current market price.

Source: Wong et al. (2007b).



Service Office (see Sharif and Baark, Chapter 6; Balaguer et al.,
Chapter 2, this volume).

The presence of a wide range of consultancy services firms, many of
which are foreign in origin, means that access to specialized services has
generally not been a problem for most Singapore-based firms. It is inter-
esting to note, however, that the development of specific IP-related advi-
sory services has been particularly singled out by the ERC. As a result, a
new unit was established in EDB in 2003 to spearhead the promotion of IP-
related services industries, while a new IP Academy has been established to
train specialized IP professionals such as patent engineers and licensing
agents.

4.5 Summary of the Main Activities Influencing Innovation

In summary, Singapore’s NSI has shifted over the last four decades from
emphasizing technology usage to technology creation. As can be seen from
Figure 3.1 earlier, this shift has occurred over four distinctive phases, with
each successive phase built upon the resources accumulated earlier but
involving new actors, new activities and new forms of linkages among exist-
ing actors. In particular, there has been a phased building up of MNCs,
local manufacturing enterprises, PRICs and university R&D, and, in the
last phase, local high-tech start-ups pioneering new products. In terms of
technology capability development, there has been a sustained shift from
learning to use (with high reliance on internal transfer by MNCs) to learn-
ing to adapt and improve (via ‘learning by doing’ within MNCs as well as
‘learning by transacting’ in local firms acquiring external technology),
learning to innovate (mainly applied R&D in product or process) and,
finally, learning to pioneer (creating indigenous intellectual property and
commercializing it in the marketplace).

5 CONSEQUENCES OF INNOVATION

Despite the significant changes in the level and composition of innovation
activities in Singapore over the years, there have been few systematic empir-
ical studies that assess the impact of innovation activities on the country’s
overall economic development performance. Many factors influence
overall economic growth besides innovation capabilities. Singapore
achieved a high level of economic growth in the early years without
significant investment in innovation activities. Indeed, an early study by
Young (1992) came to the controversial conclusion that Singapore achieved
almost zero total factor productivity (TFP) growth over the 1960–80
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period, raising questions about the longer-term viability of Singapore’s
development model. However, a subsequent study by Hsieh (2002) has
questioned the validity of Young’s findings, highlighting problems with the
capital data used by Young. Hsieh’s own estimate of Singapore’s TFP
(using a different estimation model) was substantially higher. More recent
estimates of Singapore’s TFP growth in the 1980s and 1990s all yield sub-
stantially higher values (Collins and Bosworth, 1996; Rao and Lee, 1996;
Department of Statistics, 1997; MTI, 2002). On balance, empirical evi-
dence appears to support the view that TFP performance in Singapore was
low but not zero in the 1980s, adding about 1.5 per cent to annual economic
growth (about 20 per cent of the total economic growth of 7.1 per cent over
the period). TFP performance improved substantially in the 1990s, adding
about 2.5 per cent economic growth per annum, or about one-third of the
total growth of 7.5 per cent for the period (Wong, 2003).

While other factors may contribute to TFP growth besides technologi-
cal innovation, the fact that Singapore only began to register higher TFP
in the 1990s is consistent with the empirical observation that Singapore
did not begin to invest substantially in R&D until after the mid-1980s.
More recent econometric estimates by Ho et al. (2007) show that R&D
investment in Singapore had a significant impact on its TFP performance
in the last 20 years. However, compared to the OECD nations, the impact
of R&D investment on economic growth in Singapore is not as strong, as
evidenced by lower estimated elasticity values. The long-run elasticity of
output with respect to R&D was computed to be 8.1 per cent for
Singapore versus over 10 per cent estimated by other researchers for
OECD countries.

It should also be noted that, even if Singapore’s growth in the 1960s
and 1970s can be accounted for largely by growth in inputs, with little
TFP contribution, this does not negate the importance of investment in
technology absorption capability during that period. Indeed, the rapid
growth achieved by Singapore in those two decades required a rate of
absorption of new capital and labour inputs rarely witnessed elsewhere.
Such high rates of sustained growth and development would not have
been possible without absorption capability being developed correspond-
ingly (Wong, 2003). Arguably, it was rational for Singapore to have
emphasized investment in using technology (diffusion) in the earlier
period when skills were low, and to have invested increasingly in creating
technology (innovation) in later periods when the knowledge base of the
population had deepened.

In summary, the available evidence indicates that Singapore’s economic
development in the last 20 years has been accompanied by a corresponding
increase in TFP, much of which could be attributed to increasing innovation
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capability. Nevertheless, Singapore still has some way to go in catching up
with the advanced nations in terms of R&D productivity.

6 GLOBALIZATION

As highlighted throughout the above discussion, Singapore’s NSI develop-
ment has been significantly linked to the globalization of trade, investment
and talent flows. Throughout its development, Singapore’s economy has
been oriented towards the external export market. Inward FDI stocks
amounted to 73.6 per cent of GDP during the 1980s, rising to 161.3 per cent
during the early 2000s. Again, this was higher than any of the countries in
this study, with the exception of Hong Kong (see Appendix Table A2.6). At
the end of 2003, the stock of foreign direct equity investment in Singapore
was S$223.1 billion. Most of this is concentrated in the manufacturing and
financial services sectors.

Through its external export market orientation and openness to foreign
capital and talents, Singapore’s NSI has benefited substantially in terms of
leveraging both demand (global markets) and supply (talents, capital and
technology inflow) factors. It is possible, however, that Singapore’s NSI
may have over-relied on using technologies created elsewhere, particularly
through attracting global MNCs to locate in Singapore, resulting in a lower
level of indigenous technological development than may have been
achieved by Taiwan and Korea. This is illustrated by its high level of foreign
ownership of domestic patents (51 per cent in 2002, higher than any of the
other countries in this study except Ireland) (see Appendix Table A2.7).

Singapore’s outward investment has also increased rapidly, with outward
FDI stocks rising from 24.8 per cent of GDP in the 1980s to 99.5 per cent
in the 2000s (see Appendix Table A2.6). Its stock of foreign direct equity
investment stood at S$130.4 billion in 2003 and was heavily slanted towards
financial services. The recipients are mainly in Asia, showing a distinct
trend toward regionalization in Singapore’s outward FDI.

While much of Singapore’s outward FDI has not been technology-
related, it is interesting to note that there has been a slight increase in over-
seas R&D by some Singaporean high-tech companies. As could earlier be
seen from Figure 3.2, while few US patents invented overseas were
assigned to Singapore organizations up to the mid-1990s, there has been a
noticeable increase in recent years. Although the cumulative number of
patents from overseas R&D remains small (239 as of 2005) and represents
only 6 per cent of patents from R&D in Singapore itself, it does suggest an
emerging trend for increasing internationalization of R&D activities by
Singaporean firms.
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7 STRENGTHS AND WEAKNESSES OF THE
SYSTEM AND INNOVATION POLICIES

7.1 Strengths and Weaknesses

One of Singapore NSI’s greatest strengths is its focus on fast adoption of
technologies. A policy of openness to external trade, investment and talent
flows has contributed not only to Singapore’s economic development in
general, but also to its ability to access and use the latest technologies glob-
ally. In particular, public policies in Singapore have been well developed to
leverage global MNCs to facilitate technology transfer and diffusion. A
sound infrastructure for rapid exploitation of new technology has thus been
established, and a culture has emerged where the use of advanced technology
is the norm at all levels of society – individual, business and governmental.

The above asset is somewhat offset by a continued weakness in the
indigenous R&D system, especially in basic research. This is a concern
given Singapore’s desire to operate in more knowledge-intensive industries,
such as life sciences and advanced materials, where knowledge is often
closely guarded and remains highly concentrated in selected regional
innovation clusters in the advanced countries. Singapore’s success in this
arena is thus largely dependent on whether it can shift from excessive
reliance on adopting existing technologies to a more balanced approach
that combines the ability to use available technologies with the capability
to create and commercialize its own innovations.

In overcoming its weakness in indigenous R&D capability, Singapore
can draw on one of the strengths of its NSI, which is the government’s
high commitment to attracting and developing talent. Not only is there
strong public investment in educational institutions and other workforce
development institutions dedicated to developing local technical talents in
Singapore; there is also an openness to, and social acceptance of, foreign
talent.

Another weakness is in the area of technology entrepreneurship.
Notwithstanding the recent efforts of the government, entrepreneurship in
Singapore is hindered by a cultural norm that views failure as a stigma.
Consequently, many people prefer to work in ‘safer’ environments, such as
MNCs or the public service, rather than take the risk of starting their own
ventures. This has resulted in a relatively low entrepreneurial propensity
among Singaporeans compared to countries like the USA: while only about
4–7 per cent of Singaporeans were found to be engaging in new start-up
activities in the 2000–2005 period, the proportion was 11–17 per cent in the
case of the USA (Wong et al., 2005). To a certain extent, Singapore may
suffer from a paradox of success, whereby past high economic growth that
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created full employment and ample opportunities for rapid career advance-
ment within MNCs or the public sector has resulted in perceptions of high
opportunity cost among the highly educated youths who are most likely to
pursue alternative career paths such as starting their own business. The
small domestic market has also meant that most entrepreneurs need to be
able to think and execute beyond the domestic economy. Finally, there is
currently a relative lack of successful role models that can inspire and
mentor a new generation of high-tech entrepreneurs.

7.2 Summary and Evaluation of the Innovation Policy Pursued

Our discussion of Singapore’s innovation policy shows that it has been
tightly interwoven with the wider industrial, trade and competition policy
framework. This has had both advantages and disadvantages for the devel-
opment of the country’s NSI. On the one hand, the leveraging of foreign
MNCs to jump-start local economic and technological growth was remark-
ably successful; without such a policy, it seems unlikely that Singapore
would have developed as rapidly as it has. Moreover, the strategy of initially
building operational and adaptive capabilities, rather than devoting too
many resources to R&D, allowed firms to develop the capabilities relevant
to them at the time, and laid a foundation for them to pursue innovative
activities of their own later. On the other hand, the relative success of the
MNC-leveraging economic development strategy may have delayed the
shift towards building up indigenous innovation capabilities compared to
the Taiwanese and Koreans.

Notwithstanding the growing role of government in promoting R&D
and technological innovation activities in recent years, there has been
limited research on the impact of government policies on the level of innov-
ation activities by firms. A study by Wong and He (2003), using data from
a cross-sectional survey of over 100 manufacturing firms performing R&D,
shows that public R&D support programmes did have a significant impact
on innovation performance, but only for firms that had a pro-innovation
corporate culture.

The short history of some of the innovation policies such as the techno-
preneurship policy also makes it difficult to assess their impact. While it is
fairly clear that the policy shift towards investment in R&D has had a pos-
itive impact on the intensity of R&D and innovative performance of
Singaporean firms, the outcomes of policies geared towards promoting
high-tech entrepreneurship are less obvious and likely to require a longer
gestation period.

Finally, despite the comprehensive scope of policy shifts, some notable
gaps can be observed. For example, despite growing public investment in
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funding R&D, commercialization of technology from PRICs has not
increased at the same rate, due possibly to the lack of mechanisms such as
the Small Business Innovation Research scheme in the USA and the
Industrial Technology Research Institute in Taiwan to help bridge the ‘valley
of death’ between R&D and seed investment by VC or angel investors.
Another area of concern is the small domestic market and the lack of a crit-
ical mass of aggressive lead users of emerging technology, which make it
difficult for Singapore-based technology start-ups to validate their product
innovations by having their first customers in Singapore; instead, they need
to go international to seek markets even from day one. The inadequate devel-
opment of global connectivity has also been pointed out earlier. Last, but
not least, an effective implementation of the recommendation to change the
cultural mindset of Singaporeans towards entrepreneurship may involve
more fundamental long-term policy changes related to the educational
system, the social security system, and the public sector talent recruitment
system, all of which are politically sensitive and hence require significant
policy coordination at the highest level (Wong, 2006).

7.3 Future Innovation Policy

Compared with the NSI of other advanced small economies, it is clear that
Singapore’s NSI needs to shift from its past emphasis on technology adop-
tion towards a greater emphasis on technological innovation in the future.
While much progress has already been made in recent years, the following
areas deserve greater policy intention in the future:

1. Intensification of R&D investment Despite the steady growth in R&D
in recent years, with the GERD/GDP ratio rising from less than 1 per
cent in 1990 to 2.4 per cent in 2005, Singapore’s R&D intensity needs
to increase further, given the need to achieve minimum critical mass in
most areas of scientific and technological endeavour. In this regard, it
is instructive to look at how the rapid growth in R&D intensity in small
countries like Finland and Israel has contributed to their global com-
petitiveness in selected high-tech industries.

2. Shift towards more basic research in the ‘Pasteur’ quadrant2 Besides
raising overall R&D, there is an urgent need to shift more resources
towards the development of basic research capabilities in the ‘Pasteur’
quadrant. In contrast to the past emphasis on applied R&D, Singapore
needs to emphasize the development of basic research capabilities that
can provide more radical or breakthrough solutions, or that can better
anticipate future problems of industry. It is through the tapping of such
basic yet economically relevant R&D capabilities that Singaporean
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companies can hope to achieve more durable competitive advantages.
The leading regions of high-tech entrepreneurial vitality in the world,
especially Silicon Valley and Israel, invariably feed on wellsprings of
leading-edge technologies which are generated by a strong focus on
basic research capabilities.

As indigenous local firms remain weak in general, the development
of basic research capabilities must remain a major responsibility of the
public research institutes and universities, which need to shift their
R&D portfolio towards programmes with longer gestation but greater
potential for high payoffs. In particular, there is a need to boost the
basic R&D budget in local universities. Despite significant progress,
the level of university R&D funding in Singapore remains significantly
below those of the major state universities in the USA (Wong et al.,
2007a). An increase in the university R&D budget is also needed to
attract top foreign talent, which can then draw good doctoral students
and postdoctoral fellows to build critical mass.

3. Improving mechanisms for funding technology commercialization from
PRICs and universities With the significant increase in public R&D
funding going to the PRICs and universities, there is a need to establish
new mechanisms to promote and facilitate the transfer and commer-
cialization of public R&D outputs into existing industry and new ven-
tures. In this regard, Singapore should learn to adapt successful
schemes like the Small Business Innovation Research programme in the
USA, the incubator system in Israel, the collaborative R&D pro-
grammes of Tekes in Finland, and the R&D consortia programmes of
the Industrial Technology Research Institute in Taiwan (see Kaitila and
Kotilainen, Chapter 10 and Balaguer et al., Chapter 2, this volume).

4. Strengthening S&T policy evaluation capabilities The combination of
consultation with industry and international advisers, benchmarking
against best practice, setting clear performance objectives and frequent
self-monitoring of programme relevance has been effectively used in
the past by the government to develop its S&T policy. However, as the
sophistication of policy instruments increases and the relationship
between policy instruments and industry becomes more complex, these
need to be supplemented by more rigorous policy research and inde-
pendent impact assessment – especially in view of the role of NRF as
the ‘secretariat’ to RIEC for national innovation policy.

5. Promoting international R&D cooperation and S&T networking For
Singapore to become a viable player in global R&D competition, R&D
institutions in Singapore need to develop more collaborative partner-
ships with leading R&D institutions overseas. This is particularly so in
view of the latecomer nature of Singapore in many advanced R&D
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areas, and the limited pool of domestic R&D talents. The government
can play a catalytic role in helping local R&D organizations to estab-
lish closer networking and collaboration with targeted partner organ-
izations in various advanced countries in Europe, Japan and North
America. The recent initiatives by NRF to attract leading universities
like MIT and ETH Zürich to establish international collaborative
R&D centres in Singapore are moves in the right direction, but need to
involve the local enterprises as well.

NOTES

1. For the purpose of this report, Singapore patents are described as those that have at least
one Singapore-based inventor.

2. According to Richard Stokes’s typology of research modes, research in the Pasteur
quadrant is that of use-inspired basic research, that is, basic research having practical
applications.
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4. Towards knowledge generation with
bipolarized NSI: Korea
Chaisung Lim

1 INTRODUCTION

Korea has undergone a successful industrialization process from its begin-
nings as a poor, agricultural country exploited by Japanese colonization
and subsequently devastated by the Korean War. Korea began a period of
dynamic economic growth in the early 1960s and gross national income
(GNI) per capita rose from $87 in 1962 to $12 197 in 1996 (current prices).
After a two-year decline (1997–98) due to the financial crisis, Korea’s
economy recovered to reach $12 646 in 2003 (Figure 4.1). Economic growth
has been led by large firms belonging to conglomerate groups known as
chaebols, and based on accessing and exploiting the international market
and international sources of technology.
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Figure 4.1 Gross national income per capita in Korea 
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Korea’s national system of innovation (NSI) is mid-sized, with a com-
plexity and institutional range similar to that of other mid-sized countries
such as Germany and the UK. Korea’s NSI is typical of a catching-up
country, in which it shifts from one of technology import to one of tech-
nology generation and effective utilization of emerging technological
opportunities from abroad. Korea was in the low–middle-income group
of the OECD countries in terms of GNI per capita in 2003 (OECD,
2005). The industrialization process in Korea was led by the government
until the mid-1980s, when the private sector took over. In this process,
firms accumulated the capabilities that allowed them not only to operate
and improve production processes, but also to develop imitative products
and even some original products based on these technologies. They relied
on imported technology, components and raw materials. Korea thus
displays a mix of advanced and developing country features in that its
private sector comprises large advanced manufacturing firms, small
manufacturing firms and service firms, which are still classed as laggard.
In addition, the education and financial systems in Korea are also classed
as laggard according to advanced country standards. The knowledge
base of the knowledge-generating organizations, such as universities and
government research institutes (GRIs) is weak, in spite of a recent
upgrading in the R&D (research and development) competence of these
organizations.

In the 1990s and early 2000s, Korea has been attempting to develop its
NSI from one of a catching-up country, based on technology imports, to
one of technology generation and effective utilization of emerging tech-
nology from abroad. The Korean NSI has undergone dramatic changes
since the financial crisis of 1997. There has been a growing concern that
although the intensity of R&D investment is one of the highest in the
world, it is not being matched by performance at the national level. The aim
of this chapter is to identify the features of the Korean NSI that are being
challenged by globalization, and the changes that will be needed to allow
Korea to become one of the group of advanced economies.

2 MAIN HISTORICAL TRENDS

Korea is one of those ex-colonized countries, such as Taiwan and Finland,
that have demonstrated remarkable industrial growth since the Second
World War. As in Taiwan, Japanese colonial rule provided a capitalist
institutional base and introduced new infrastructures such as railway,
ports, roads and irrigation systems. During its 36 years of colonization
Korea underwent substantial industrial growth and structural change
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(Kim and Kim, 1997, p. 6). However, this was not matched by a similar
level of industrialization, which was below that of most manufacturing
countries. This was mainly because the Japanese wanted Korea to remain
an agricultural country. In addition, in spite of a 1.6 per cent annual
growth in per capita GNP, the average living standards of Koreans
declined. For example, per capita consumption of rice, and real wages per
capita both declined (Kim and Roemer, 1979, p. 20).

The liberation in 1945, the period of US military rule from 1945 to 1948,
and the Korean War of 1950–53 were all periods of political and economic
chaos. As a result of its separation from North Korea, where most of the
manufacturing facilities were concentrated, a war-devastated South Korea
was left with almost no industrial infrastructure. The land reforms and the
war that occurred between 1950 and 1953 led to the demolition of the
landowner class, which had dominated agricultural society. The Korean
people, most of whom were poverty-stricken, were forced to grasp the
opportunities presented by industrialization.

Between 1953 and 1960, the country underwent a period of reconstruc-
tion with US aid (Kim, 1993). Political and economic institutions were
slowly established and shaped. From the early 1960s onwards, under the
Park government which lasted until 1979, there was a period of rapid eco-
nomic development based on a series of five-year economic plans. The gov-
ernment’s export policy in the 1970s stimulated firms to export production
from labour-intensive industries, such as footwear, plywood and textiles,
and in the 1980s encouraged exports of semiconductors and automobiles.
This export policy was aimed at utilizing Korea’s abundant workforce and
exploiting technology, components, materials and capital goods from
foreign sources. Kim (1993; 1997) maintains that the dynamic growth in
Korea in the 1970s and 1980s was facilitated by the aggressive creation and
accumulation of technological capabilities by domestic firms. The contri-
bution of foreign direct investment (FDI) firms was not as important as in
Singapore and Taiwan. Korean workers improved their skills through dili-
gence and investment in learning. In this respect, they are not very different
from workers in the other Asian countries of ‘Confucian’ culture, such as
Taiwan and Singapore, which lay great emphasis on learning. Human
resources adapted to imitating foreign products and improving production
processes in firms were being supplied by a rapidly expanding education
system.

Chaebol group firms, which diversified into related and unrelated busi-
ness areas, were the organizations that created and accumulated techno-
logical capability through capital investment and investment in R&D and
organizational learning. With the introduction in the mid-1970s of a
policy aimed at increasing the importance of the heavy and chemical
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industries (HCI), the large firms belonging to chaebol groups grew sub-
stantially and were able to take advantage of economies of scale in large-
scale investment and operation (Ahn and Kim, 1997, p. 372). Some
economists interpret this promotion of the HCI as government interven-
tion aimed at industrial upgrading for dynamic growth (Amsden, 1989),
but it was also directed towards military objectives. It was recognized that
there was a need to build self-defence capabilities in case of problems fol-
lowing the withdrawal of the US army (Kim, 1997). This policy meant
that the HCI chaebol groups were cooperating with the political regime in
the process of industrialization. The large chaebol firms were ‘close’ both
economically and politically to the ruling regime. They therefore had
access to both financial and human resources under advantageous condi-
tions not enjoyed by small firms. This brought about a dual system of
strong large firms and weak small firms, which became a chronic problem
for the economy.

Efforts were made in the 1970s and 1980s to improve the public R&D
infrastructure through the establishment of GRIs and the Daeduk science
town. The financial sector favoured firms with large assets when conferring
loans and, along with the tight government control of labour and the stable
political and economic system in the 1970s, thus contributed to chaebol-
driven economic growth until the mid-1980s.

In the late 1980s, Korea faced challenges from changes in both the local
and the global environments (Ahn and Kim, 1997). With the wealth accu-
mulated from successful economic growth, the chaebol groups, which had
once been the economy’s drivers, became non-market rent seekers specu-
lating in land and other assets. This produced a nationwide phenomenon
of asset speculation. The labour movement, in a bid for democratization
in Korea, made demands for higher wages, the levels of which had been
kept down during the process of industrialization. The political system
became less stable as the authoritarian government began to be chal-
lenged by the democratization movement organized by students, trades
unions and the opposition parties.1 The economic system became pro-
gressively more open and liberalized as a result of pressure from the USA
and international organizations such as the World Trade Organization
(WTO).

In the 1990s, liberalization rendered the economic system unstable, and
mismanagement of the process provoked the financial crisis of 1997
(OECD, 2000, p. 28). In this open economy, Korean firms were exposed to
competition from both the less developed countries and the advanced
countries. The 1990s, therefore, was a period when Korean economic
growth lost momentum and the country underwent major reforms after
the financial crisis. However, in spite of the unstable environment, some
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Korean large firms emerged as world-class manufacturers whose success in
the world market was based on their technological capabilities, which had
been continuously upgraded (see Figure 4.2). Polarization between a few
large successful firms and a group of persistently laggard small firms made
it difficult to chart the direction of Korea’s NSI at that time. The GRIs and
educational organizations were under pressure to change to meet the
demands of firms for user-oriented research and for differently skilled
labour. The government was increasingly confronted by ‘difficult to
manage’ problems relating to the NSI, which was becoming more sophisti-
cated as a result of the increased size of the economy and the dramatic
changes that were occurring.

3 INNOVATION INTENSITY

The first innovation survey in Korea, modelled on the Community
Innovation Survey (CIS), was conducted in 1996.2 Propensity to innovate
is illustrated here by various indicators based on the innovation survey.
Share of innovative firms can be used as an indicator of Korea’s innovation
propensity. According to the 2002 survey, the share of innovative manu-
facturing firms with at least one successful innovation over the previous two
years (2000, 2001) was 33 per cent, while for European countries this share
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Figure 4.2 Korea’s patenting trends 
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over the previous three years (1998, 1999 and 2000) was 44 per cent.3 The
more than 10 per cent gap between Korea and Europe clearly shows that
Korean firms were less likely to innovate than European firms. Patents per
million population as a measure of innovation propensity is a better indi-
cator for international comparison and reveals that in 1998, Korean firms
showed a lower propensity to innovate than firms in the advanced coun-
tries: 7.7 in Korea against 36.2 in the OECD countries, 52.2 in the USA,
80.9 in Japan, 69.9 in Germany, 41.4 in Denmark, 74.9 in Finland, 11.7 in
Ireland, 49.8 in the Netherlands, 107.4 in Sweden and 26.4 in Norway
(OECD, 2003, p. 178).4 Large firms in the manufacturing sector were the
most innovative – 75.5 per cent of large firms were innovators, compared
with 53.7 of medium-sized firms and 28.8 per cent of small firms.
According to the innovation survey, the gap between the share of ‘large’
and ‘small’ innovative firms depicted in Figure 4.3 is larger than for the
European countries: the gap in Korea is 48 percentage points, compared
with scores for Denmark of 34, Finland of 41, the Netherlands of 39,
Norway of 41, and Sweden of 35.

The innovativeness of Korea’s service sector is below (11 per cent lower)
its manufacturing sector. It is also much lower than for the service sector in
Europe (see Figure 4.4).

The prevailing pattern is one of imitative innovation relying on foreign
technology. Among the product-innovating firms in the manufacturing
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Note: ‘Small’ firms: 10–49 employees in Europe, 10–49 in Korea; ‘medium’ firms: 50–249
employees in Europe, 100–299 in Korea; ‘large’ firms: more than 250 employees in Europe,
more than 300 in Korea.

Sources: Um and Choi (2004); European Commission (2004).

Figure 4.3 Share of innovative firms in the manufacturing sector
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sector in Korea, only 6.8 per cent produced product innovations ‘new to the
world’; most were either ‘new to the firm’ or ‘new to Korea’. Access to foreign
firms is the most useful way of acquiring technology. ‘Purchasing the right
to use invention or technological licensing from foreign firms’ was rated as
the most useful method of technology acquisition out of the nine methods
listed, scoring 70.1 out of 100 points. The next most useful method used is
‘Cooperation with customer firms’ (64.1), followed by ‘Purchasing the right
to use invention or technological licensing from domestic firms’ (61.6).5

4 ACTIVITIES THAT INFLUENCE INNOVATION

4.1 Knowledge Inputs to Innovation

4.1.1 R&D activities
R&D intensity tends to be high in Korea. According to the innovation
survey, Korean firms spend 2.1 per cent of sales revenue on R&D. The pro-
portion of gross domestic R&D expenditure in GDP was among the
highest in the OECD countries (2.6 per cent) in 2003. In 2003 Korea
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Note: The share of innovative firms in the EU is the share in manufacturing, mining and
quarrying, electricity, gas and water supply. The share in Korea is only in manufacturing.
Korea: innovation activities between 2001 and 2002 for the service industry; activities
for 2000–2001 for the manufacturing industry. EU: innovation activities between 1998
and 2000.

Sources: European Commission (2004); Um and Choi (2004).

Figure 4.4 Share of innovative firms in Korea
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ranked fifth for R&D intensity among the OECD countries (OECD,
2004a).

Korea’s high R&D intensity is the result of 20 years of continuous
increasing investment in innovation activities (see Figure 4.5). This
intensified R&D activity has been led by large firms. Korea has a large
business sector occupying 76.1 per cent of the total R&D expenditure in
2003, and with a share in total R&D larger than most of the OECD coun-
tries. In these respects, Korea is similar to Sweden. Domestic large firms in
Korea invest in R&D for assimilation of foreign technology and to
improve the ability to interpret and commercialize emerging technology
from abroad. Firm R&D expenditure in total R&D expenditure domin-
ated throughout the 1980s. The private sector accounted for 48 per cent of
the total in 1980, 56 per cent in 1981, 73 per cent in 1983, and 79 per cent
in 1984.6 In the late 1990s, expansion of R&D investment made by small
firms was stimulated by the expansion of venture businesses. The share of
small firms in the business sector R&D doubled in the period 1995–2001,
from 11.4 per cent of total business R&D expenditure in 1995 to 23.6
per cent in 2001 (Suh, 2004). See Box 4.1 for firm size and R&D activities
in 2003.
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Note: NPR � non-profit research organization. In GRI and NPR expenditure, the
majority is GRI.

Sources: KOITA (2003a); MOST (1991, 2002, 2003).

Figure 4.5 R&D as a fraction of GDP
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BOX 4.1 FIRM SIZE AND R&D ACTIVITIES

In 2003, of all firms in all industries, 359 had more than 1000
employees, 2110 firms had 300–999 employees, and 20 317 firms
had 10–299 employees. Of these, the top 20 firms in terms of R&D
expenditure accounted for 51.7 per cent of total business R&D; the
top ten firms in terms of R&D expenditure accounted for 43.7 per
cent of total business R&D expenditure, and the top five firms
accounted for 37.0 per cent. The top 20 firms in terms of number
of researchers employed accounted for 35.9 per cent of total
researchers in firms; the top ten firms for 30.9 per cent; and the top
five firms for 27.5 per cent.

Source: Korea National Statistical Office (2005); KITA (2004, p. 6).

The government R&D sector in Korea is relatively large, compared to
that of Germany or the Netherlands (see Figure 4.6). Because university
R&D is poorly developed, government R&D dominates the public sector,
accounting for 13.8 per cent of total R&D expenditure in 2003. The sector
consists of GRIs and national testing laboratories. National testing labo-
ratories play a minor part in terms of their contribution to industry innov-
ation activity. GRIs receive the major proportion of government R&D
funding and also most of the new technology funding, and undertake
mission-oriented research, R&D for strategic industries, and R&D for
technology diffusion – most of which is applied research. The GRIs’ role
in technology diffusion is weak (Kim, 1997) and, compared with Taiwan,
the contribution of GRIs to small firms is not well established. For
instance, there are no examples in Korea of successful strategic national
research projects carried out by GRIs to give momentum to technological
capability accumulation by small firms. Government funding consists of
government contributions and research contracts with government (Min
et al., 2004). Contracts with firms provide additional sources of funding
for GRIs. In 2001, 45.6 per cent of the salary costs in the GRIs
were covered by research contracts with government, 11.3 per cent by
contracts with firms and 33.5 per cent by government contributions (Cho
et al., 2003).

As the R&D capabilities of universities and firms increase, the role
of GRIs is being challenged. In the 1990s GRIs underwent considerable
reorganization. Regular evaluation of performance (1991) and project-
based management systems (1996) were introduced. However, establishing
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a new role for GRIs in the face of current requirements is an issue that is
still being debated in science and technology (S&T) policy.

University R&D is weak. Although universities employ three-quarters
of the nation’s doctorates, the share of university R&D in total Korean
R&D is small compared to the other OECD economies (Figure 4.6).
Most universities have less well-equipped R&D facilities and less well-
organized research teams than GRIs because, for several decades, the
majority of R&D projects were concentrated in the GRIs. The quality of
university research is well below the advanced countries’ standards, and
the impact of papers published between 1981 and 2001 was low:
Korea ranked lowest among the countries examined in this book (Wang
et al., 2003).

However, in the 1990s university R&D received increased funding,
raising the share of university research in total R&D expenditure from 6.1
per cent in 1992 to 10.1 per cent in 2003. Universities have been under pres-
sure to upgrade their R&D capabilities through a number of S&T policy
programmes and education reforms. For example a programme for
the establishment of centres of excellence (Science Research Centre,
Engineering Research Centre), which started to be implemented in
1990–91, has not only made universities increasingly aggressive in compet-
ing for rewards for excellence in R&D, but has also intensified their R&D
activities by encouraging a culture of more organized R&D teams and
activities (Yoon and Hwang, 2000). Under the education reforms that were
introduced, university evaluations since the mid-1990s have put greater
weight on university R&D performance.

For a catching-up country where effective use of knowledge is more
important than its generation, foreign firms are a significant source of
knowledge. Foreign firms provide technology through technical licensing
and capital goods. Imported technology continuously expanded over the
1980s and 1990s in Korea as technology imports rose from $107.2 million
in 1980 to $2686 million in 1999.7 However, R&D investments rose even
more rapidly, driven by heavy investments by firms that, being exposed to
increased global competition from both advanced countries and less devel-
oped countries from the late 1980s, wanted to upgrade technological capa-
bility. This increased R&D expenditure in the late 1980s was also influenced
by government policy to reduce the tax on R&D expenditures (OECD,
1996, p. 29). Figure 4.7 shows that the share of royalty payments to busi-
ness expenditure on R&D declined over the period 1976–2002, while the
proportion of business R&D expenditure to sales increased over the same
period (Suh, 2004, p. 24).

Korea’s intensified R&D resulted partly from increased specialization
in ICT (information and communications technology). The revealed
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technology advantage index, based on US patent data, shows that Korean
patenting activities are concentrated in the ICT sector – semiconductors
and electronics, telecommunications, computers, and ‘heating, ventilation
and refrigerators’ (see Figure A3.2 in the Appendix). Korea ranked third
among the OECD countries in terms of specialization in ICT in 1999
(OECD, 2003, p. 26). Therefore it is not surprising that the ICT sector
accounts for the largest proportion of R&D expenditure. The ‘electronic
equipment’ sector, according to the MOST (Ministry of Science and
Technology) classification, including electronic components, telecommu-
nication equipment and video equipment, accounted in 2002 for 53 per
cent of total R&D in the manufacturing sector, with the automobile
sector ranking second. The electronic equipment and automobiles
sectors, which are dominated by large firms, together accounted for 68 per
cent of business R&D expenditure (MOST, 2003). This reflects a shift in
the industry structure since the 1980s from labour-intensive industries,
such as textiles, to capital-intensive industries, such as ICT. According to
data on value-added, in 1980 the major manufacturing sector industries
were textiles and leather (5.5 per cent), food, beverages and tobacco
(5.4 per cent), chemicals (3.4 per cent), and electricity and electronics
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Note: BERD – business expenditure on R&D.

Source: Suh (2004, p. 24).

Figure 4.7 Changing relationships between royalty payments and R&D 
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(3.0 per cent). In 2000, they were electricity and electronics (5.7 per cent),
transport equipment (3.8 per cent), petroleum (3.5 per cent), chemicals
(3.4 per cent), and food, beverages and tobacco (3.4 per cent).8

In terms of innovation activities, the Korean NSI is less open globally
than the NSI of small advanced countries in the EU (see Table A2.6 in the
Appendix). R&D and innovation activities of foreign affiliated firms
remain peripheral in Korea. The share of R&D expenditure by foreign
actors in Korea was negligible at 0.1 per cent in 2000. Among the top ten
patent applicants (2001) in Korea, only one firm – LG Philips LCD (origi-
nally LG, which was sold to Philips during the financial crisis) – was a
foreign-affiliated firm (KOITA, 2003b, p. 228). However, with the inrush of
FDI following the financial crisis, the number of foreign firms’ R&D insti-
tutes has increased dramatically: 62.8 per cent of foreign research institutes
were established after 1995 (KOITA, 2002). The patenting activities of
foreign-affiliated firms have increased rapidly since the end of the 1990s.
For example, in electronics and electricity, the number of patents applied
for by foreign affiliates in Korea (with more than 50 per cent owned by for-
eigners) increased from 4 in 1990 to 122 in 1995 to 1250 (1.1 per cent of all
patents in electronics and electricity) in 2000.9

4.1.2 Competence building
The Korean education system provides for six years of primary schooling,
three years in middle school, three years in high school and four years at
university. Vocational training is provided through three-year courses at
vocational high school and two-year technical college courses.

This system is a reflection of the nation’s commitment to education.
Korea’s total spending on education at 7.1 per cent of GDP in 2000 is the
highest in the OECD area (OECD, 2004b, p. 27). During the process of
industrialization, the education system expanded based on private spend-
ing. Private spending on education as a share of GDP is the highest in the
OECD countries (ibid.) (see also Table 4.1). Korean children received an
education on a par with, or even better than, those in the advanced coun-
tries: the share of young adults aged between 25 and 34 with an upper
secondary qualification is the highest among the OECD countries (see
Figure 4.8). The Korean education system up to secondary level is regarded
as very successful. In international tests, Korea ranked among the top three
countries (PISA, 2000) for students of age 15, for science, reading and
mathematics (OECD, 2004b).

The education policy introduced in 1981 encouraged expansion of the
education system and increased student entry rates, resulting in entry into
higher education doubling over five years: from 16 per cent in 1980 to 35.6
per cent in 1985.10 However, despite this, the level of training received in
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Korean universities and technical colleges is not sufficiently high to satisfy
the needs of large firms. Korean universities’ investments in facilities,
including equipment for scientific experimentation, are still not sufficient
to allow them to use the most up-to-date equipment. In addition, the uni-
versity curricula are outdated. Poor R&D capabilities in universities lead
to poorly qualified new researchers. Technician training in accredited col-
leges is mostly based on textbook learning and does not include practical
experimentation (Goh, 1998, p. 225). As a result, the tertiary education
system has not been successful in providing well-qualified technicians.
According to Woo (2002), based on ILO (International Labour
Organization) statistics, the share of professional technicians in the manu-
facturing sector, 3.3 per cent in 1993, is much smaller than in Germany
at 11.4 per cent in 1991, in Japan at 6.2 per cent in 1996, and in the USA
at 12.0 per cent in 1994.11

Korea could obtain a supply of qualified researchers through having
graduates study abroad. With the relaxation in the 1980s of the restrictions
on this, graduate numbers have increased and the number of overseas
trained doctoral graduates who return to Korea annually, which was 238 in
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Table 4.1 Expenditure on educational organizations as a percentage of
GDP (1999)

Country Public1,2 Private3 Total

Korea 4.1 2.7 6.8
Norway 6.5 0.1 6.6
Japan 3.5 1.1 4.7
Sweden 6.5 0.2 6.7
USA 4.9 1.6 6.5
Finland 5.7 0.1 5.8
Denmark 6.4 0.3 6.7
Germany 4.3 1.2 5.6
France 5.8 0.4 6.2
Ireland 4.1 0.4 4.6
UK 4.4 0.7 5.2
Italy 4.4 0.4 4.8

Notes:
1 Public, private: public and private sources of funds for educational organizations after

transfers from public sources, by year.
2 Includes public subsidies to households attributed to educational organizations.

Includes direct expenditure on educational organizations from international sources.
3 Net of public subsidies for education organizations.

Source: OECD (2002, p. 171), as cited in Edquist and Goktepe (2003, p. 40).
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1980, increased to 1510 in 2002.12 Thirty-six per cent of these were doctor-
ates in the natural sciences or engineering.

Alongside the formal education system, in 1993 there were 87 vocational
training institutes and 232 enterprise-based training centres in Korea
(OECD, 1996, p. 54). These institutes were established to try to satisfy
industry’s needs for a skilled technical workforce (Goh, 1998, p. 226).

In Korea, the drivers of competence building are the large firms.
Therefore the emphasis on training has come from these large firms. In the
1990s, the gap between the skills required by large firms and what was being
supplied by Korean education providers increased further. The training
programmes and experimental equipment and testing equipment in large,
advanced Korean firms are almost on a par with those in firms in the
advanced countries. However, the training provided by Korean education
institutes is far behind the standard of international training programmes.

Korean firms invest in training in part because of their need to upgrade
the quality of graduates from the Korean education system, but also
because they are obliged by law to make such investments. Firms with more
than 1000 employees are obliged to provide workers with vocational train-
ing or to pay a training levy (OECD, 1996, p. 54). The ratio of training
costs to total labour costs is high in large firms: in 2002 it was 0.4 per cent
in small firms (10–299 employees) and 1.8 per cent in large firms (more than
300 employees). Over the 1990s, firms’ expenditure on training increased
roughly fourfold, and the share of training in total labour costs rose from
1.2 per cent in 1990 to 1.5 per cent in 2001, led by aggressive investment in
training by large firms (Korea Research Institute for Vocational Education
and Training, 2003, pp. 55–6).13

The Korean education system has been undergoing reform aimed at
improving the quality of its provision. In the mid-1990s, the laws and regu-
lations on higher education were revised, giving more responsibility to the
higher education organizations. For example, a reform introduced in 1995
gave private universities autonomy over their admissions processes, and
relaxed the regulations on the establishment of universities and colleges. It
also required an evaluation of universities’ performance in a bid to stimu-
late competition among universities (The Committee of Education Reform
for the President, 1995). The results of this evaluation are made public.

In summary, the Korean education system has expanded greatly in terms
of numbers in response to the demand from industry for higher levels of
education while maintaining the quality of education up-to-the secondary
education. Tertiary-level education in Korea is not good enough to satisfy
the needs of advanced firms. The education system is under a reform
process to improve its performance.
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4.2 Demand-side Factors

There are various ways that governments can create markets. Large-volume
markets can be created through investment in infrastructure, including
telecommunications, high-speed trains and nuclear power generation
plants. These markets provide opportunities for domestic firms and other
relevant organizations in Korea to invest in R&D for adoption, application
and development of technology (Song, 1999; Lee, 2004). Korea’s ICT pol-
icies are an example of efforts directed to market creation.

Government policies in the 1990s focusing on rapid diffusion of ADSL
(asymmetrical digital subscriber line) broadband Internet were responsible
for the commercial success of broadband Internet, which at the time was
not regarded as being commercially feasible by many advanced countries.
In Korea, the number of subscribers expanded beyond break-even point.
Government policies included competition policy, which meant that entry
and pricing in the market was not regulated and resulted in facility-based
service providers (FSPs) of broadband Internet facing strong competition;
and policies of early commitment for the promotion of the Internet. In
1999 and 2000, the government provided public loans to FSPs to facilitate
the roll-out of the market. This reduced the financial burden of the invest-
ments required to access networks. A third government policy was the
cyber building certificate system, introduced in 1999, which facilitated
diffusion of the broadband network to apartments by providing apartment
construction companies with certificates that could be used for marketing
purposes. In Korea, 48 per cent of households live in apartment complexes,
which provided economies of scale for FSP’s market operations (Hong and
Ko, 2005). This led to an expansion in the market for broadband technol-
ogy and broadband connection services (Kim and Jeon, 2003). As a result,
Korea has one of the highest levels of Internet service subscribers (The
Economist, 2003a).

The Government can also create a market by selecting a particular indus-
try standard. For example, when the Korean government declared CDMA
(code division multiple access) as the national standard for mobile telecom-
munications in the early 1990s, Korea was the first country to adopt
CDMA as the national standard for mobile communication, and a huge
market for CDMA telecommunications equipment was created. Domestic
firms invested in CDMA technology to gain market share (Lee et al., 2005;
Song, 1999).

Demand from export-oriented large firms for local supplies of imported
components has created a market opportunity for local firms, which have
been obliged to upgrade their technological capabilities in the process of
developing and producing the products ordered. Korea has large firms that
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have to satisfy the specifications of advanced country customers in order to
export. In 2003, 13 Korean firms were members of the Fortune ‘Global
500’. Some of the largest firms, such as Samsung Electronics, have world-
class ‘brand power’ (see Box 4.2). Due to intensified competition in the
global market in reducing price and enhancing quality, Korean firms had
continuously to seek out local and international suppliers for outsourcing
components and services.

BOX 4.2 SAMSUNG ELECTRONICS – WORLD-
CLASS BRAND POWER

The value of Samsung’s brand is close to that of Sony, according
to the consultancy firm Interbrand. The management of Samsung
Electronics needed to improve brand power; they found that their
products, although less expensive, were of the same quality as
those of the top brand producers. Samsung invested heavily in
advertising. The firm recruited Eric Kim, an expatriate in the USA,
to run a global marketing office. In dealing with advertising chan-
nels, he unified fragmented channels of advertising that involved
more than 50 different agencies. He launched a daring campaign,
which resulted in the Samsung product appearing in Matrix
Reloaded, and in Samsung being a principal sponsor of the 2004
Olympic games. The success of the Athens Olympics brought
about a big increase in consumer awareness of the Samsung
brand.

Source: The Economist, 15 January 2005.

FDI firms have also played a part in influencing quality upgrades. For
example, Volvo Korea, formerly Samsung Heavy, sent a specialist team
from its headquarters in Sweden to inspect the quality of the work of all
the local subcontractors and select those producing the best-quality prod-
ucts. This put pressure on all domestic subcontracting firms to try to meet
Volvo’s specifications (Lim, 2003).

Regulation can also produce better-articulated demand. Regulations in
Korea relating to the environment and health and safety were tightened in
the late 1990s (Regulatory Reform Committee, 2003, p. 522). Tighter envir-
onmental regulation was motivated by pressure from international organ-
izations such as the OECD and the WTO. The Korean government set
environmental targets for 2002 in line with those in the USA and other
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advanced countries. All of this increased the pressure on industry to
produce more environmentally friendly products.

4.3 Provision of Constituents

4.3.1 Provision of organizations
Korea has been aggressive in generating organizations in order to capture
opportunities from new technologies. The US venture business boom in
the mid-1990s stimulated Korean policy makers to find ways to incubate
such new businesses. As a result of the financial crisis in 1997, the Korean
government attempted to revitalize the economy through the encourage-
ment of venture businesses. To provide an attractive environment for these,
heavy investment was made in the IT infrastructure. Korean information
infrastructure investment between 1996 and 1999 was 1.9 per cent of GDP,
higher than in the USA (0.5 per cent), Japan (0.3 per cent) and Singapore
(0.6 per cent) (OECD, 2000, p. 257). Korean venture promotion policy
included a set of criteria identifying those venture businesses that should
be offered incentives.14 In 2000, the law on establishing firms was amended
to allow investors in firms that fitted the criteria to receive tax incentives.15

Physical facilities were provided for venture businesses. All of these policy
changes contributed to an increase in the number of newly established ven-
tures from 422 in 1996 to 878 in 1999 (OECD, 2000, p. 150). Some of the
new ventures were launched by large firms that were finding it difficult to
react to the burgeoning commercial opportunities in the venture business
area: 161 spin-off companies were set up by ex-Samsung employees, and
98 by former Hyundai staff (see Table 4.2) (Suh, 2002). The large firms also
set up ‘corporate ventures’, which were managed by one of their employ-
ees, in order to capture the commercial opportunities offered by new
technologies.

With the influx of venture businesses, many new firms were established.
According to the statistics on new organizations, mostly firms, the number
of new organizations established in 1997 was 21 057, reaching a peak in
2000 of 41 460. As the venture business boom subsided, the number of new
organizations decreased to 36 157 in 2002. However, the ratio of births to
deaths, the number of new firms divided by the number of bankrupt ones,
increased from 3.4 in 1997 to 20.2 in 2002 (Small and Medium Business
Administration, 2003, p. 18). This shows that there was a continuous
increase in the number of new firms over this period. Bearing in mind that
the period between 1997 and 2002 included the financial crisis and subse-
quent slow economic growth, there has nevertheless been a positive change
in the business environment and in the attitude towards launching new
firms. According to the General Entrepreneurship Monitor report, Korea
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ranked high (fourth in 2001) in the total entrepreneurial activity index
(Small and Medium Business Administration, 2003, p. 19; Harding, 2002).

The venture business firms, i.e. excluding venture capital firms, invested
heavily in R&D for innovation, 8.5 per cent of R&D expenditures in 2001
(Small and Medium Business Administration, 2003). These venture firms
contributed greatly to the dynamic growth of Korean industry. For example,
the share of exports by venture businesses rose from 2.4 per cent in 1999 to
4.3 per cent in 2002 (Small and Medium Business Administration, 2003,
p. 212).

As Korea was not at the world frontier in science and engineering in new
industries, it was not able to fully exploit the technological opportunities
from new discoveries in the area. The venture company policy was aimed
at stimulating the growth of technology-based small firms in both new and
traditional industries.16 Of the venture businesses created between 1995
and 1999, 40 per cent were in the computer and telecommunication
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Table 4.2 Spin-offs from the chaebols

No. of No. of spin-off companies No. of
mother employees

companies 1997 1998 1999 2000 2001 Total

Samsung 16 0 115 29 5 12 161 17 235
Hyundai 12 36 27 18 8 9 98 16 937
LG 15 5 18 51 14 6 94 21 443
SK 11 3 11 11 13 7 45 3 650
Hanjin 5 0 0 4 1 0 5 2 866
POSCO 1 0 0 0 1 0 1 40
Hanwha 2 0 0 1 0 0 4 2 636
Doosan 1 0 0 0 3 1 4 103
Ssangyong 1 0 0 0 2 0 2 880
Dongbu 1 2 5 1 1 0 9 144
Dongyang 2 0 0 2 1 0 3 227
Hyosung 1 0 2 0 0 0 2 52
CJ 3 1 0 0 1 4 6 643
Kolon 3 0 0 0 3 0 3 289
Hyundai Dept 1 0 0 0 0 1 1 658
Daewoo E. 1 0 0 4 0 0 4 60

Total 76 47 178 124 53 40 442 67 863
(10.6) (40.3) (28.1) (12.0) (9.0) (100.0)

Note: Spin-offs are confined to cases of management buy-out and employee buy-out.

Source: Data from Federation of Korean Industry cited in Suh (2002).



equipment sectors (OECD, 2000, p. 152), the remaining 60 per cent includ-
ing traditional industries such as machinery.

There were some problems related to funding of venture businesses. The
government’s financial incentives related to firms classified as venture busi-
nesses by recognized public or private organizations. Therefore funding was
not based on performance in the market. This led to overheated venture
financing, which channelled financial resources to firms even when they
were not successful in the market, enabling non-competitive firms to
survive. After the decline in 2000–2001 of the venture business bubble in
the USA and then in Korea, venture businesses that were not competitive
were not able to survive in the even tougher market that had developed. The
performance of some of these venture businesses was not in line with the
government’s strategic goals to use them as engines of economic growth.

However, venture businesses are undoubtedly influential actors in new
industries such as ICTs and biotechnology. In spite of their sometimes poor
levels of performance they are recognized by policy makers as being one of
the three major firm groups (the other two being large firms and FDI
firms), since the growth of venture businesses is still seen as a solution to
the problem of weak competitiveness in the small-firm sector (Knowledge
Management Team, 2003).

4.3.2 Networking, interactive learning and knowledge integration
Interactive learning among firms is one of the micro-foundations of a
system of innovation (SI) (Lundvall, 1988; 1992). However, in Korea, inter-
action among domestic firms was less important for learning than interac-
tion with firms in the advanced countries, with which Korean firms needed
to liaise closely to achieve successful adoption and assimilation of foreign
technology. As a consequence, networking among domestic firms in Korea
was not well developed. As the technological capability of domestic actors
has risen alongside increasingly successful economic growth, domestic
sources of knowledge are becoming more important. Citation analysis of
US patent data shows that the share of Korean patents cited in Korean
patents registered in the USA showed an increase in the 1990s (Park, 2004).

One key characteristic of the Korean NSI is the existence of strong
chaebol-led networks in the major industry sectors. Vertical linkages among
firms are common in these industries. Large firms belonging to chaebol
groups have subcontracting relationships both with their affiliated firms
and with other small firms that are not affiliated. According to a Korean
innovation survey of the manufacturing sector conducted in 2002 (Shin
et al., 2002, p. 127), the second most important partner is the ‘mother
firm/chaebol affiliated firms/their affiliated firms’, while the greatest
contributors as partners for collaboration in innovation processes are
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customers/user firms. With the rapid expansion of venture businesses,
venture business firms are becoming established as a group that collab-
orates with large firms in ICT and biotechnology. These venture business
firms differ from the traditional small firms in that they have advanced tech-
nological capabilities in specialty areas, and can therefore establish hori-
zontal relationships, including strategic alliances, with large firms to help
reduce the cost and risks involved in the process of innovation (Suh, 2004).

Cooperative R&D activities are becoming more common. Figure 4.9,
depicting trends in cooperative patents, shows that cooperative R&D really
took off in the 1990s. Cooperation between GRIs and firms is the main
trend in cooperative R&D. A study of published collaborative papers in the
ISI database shows that the number of papers with authors from different
organizations in Korea increased from 41.5 per cent in 1991–95 to 55.8 per
cent in 1997–2001 (Ahn and So, 2003). This can be seen as reflecting the
1990s policy drive towards cooperative R&D. In national R&D projects,
proposals for collaborative research projects between GRIs, firms and uni-
versities receive priority. Most of the specially designated national R&D
programmes and industrial generic technology R&D programmes in the
1990s were implemented as collaborative projects (Kim et al., 2000). As a
result, universities have had more opportunity to become involved in coop-
erative R&D.

Although funding is seen as a way of encouraging collaborative R&D,
collaboration in its turn is regarded as a relatively easy way to obtain
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Source: Korea Institute of Patent Information.

Figure 4.9 Trends of co-invented patents

0

100

200

300

400

500

600

700

19
84

19
85

19
86

19
87

19
88

19
89

19
90

19
91

19
92

19
93

19
94

19
95

19
96

19
97

19
98

19
99

20
00

Year

N
o.

 o
f p

at
en

ts

Firm–GRI Firm–Univ. GRI–Univ.



research funding from government. Frequently such research involves little
real collaborative work. Of those firms that were nominally part of a gov-
ernment collaborative research programme, 48.8 per cent carried out the
research independently and only 26.7 per cent were involved in a regular
exchange of knowledge and information as part of their research (Kim,
2003). Therefore the amount of interactive learning that results from col-
laborative research projects is small.

There are some barriers to interactive learning by firms in Korea. For
instance, firms that belong to a chaebol group may be reluctant to interact
with firms from a different chaebol group. Interactive learning between
large firms and small firms is impeded by the low level of competitiveness
of small firms in Korea which is the result of the dual structure in Korea of
strong large firms and weak small firms, a problem that has not been
resolved during the catching-up process.17 In order to overcome the weak
competitiveness of small firms, in 1990 the government introduced efforts
to encourage innovation by small firms through collaborative R&D with
GRIs and universities.18 However, there are no examples to date of suc-
cessful small firm/GRI collaborative R&D in relation to strategically
important technology – the successes of CDMA and digital TV achieved
by large firms in Korea and the examples of collaboration between small
firms and GRIs found in Taiwan have not been repeated (see Chapter 2 in
this volume). In any discussion of networking and interactive learning, net-
working with international actors should not be overlooked, and is dis-
cussed further in Section 6.

4.3.3 Provision of institutions
Historically, the Korean government was led by bureaucrats and the role of
parliament was small. The Korean government’s S&T policy has been
driven by central government. In Korea, where local autonomy was only
introduced after 1995, the role of local governments is small, although it is
beginning to increase as a result of recent industry policy emphasis on
regional development. The Korean government has traditionally been the
regulator and driver of the industrialization process. In the 1960s and
1970s, government intervention in the early stages of industrialization was
direct. From 1980 to 2000 this direct intervention was superseded by
market mechanisms. Over the ten years from 1992 to 2002, successive gov-
ernments engaged in deregulation, which left little room for direct policy
actions. In the five years from 1998 to 2002, 5888 of 11 125 legal regulations
were abolished (Regulatory Reform Committee, 2003, p. 44).

After the financial crisis, initially as a result of pressure from the
International Monetary Fund, the government became the driver of
reforms in corporate governance, labour relationships, the financial system
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and the government sector. These reforms introduced major institutional
changes in these sectors. The corporate governance reforms forced large
firms to focus on profitability and shareholders’ interests, rather than
increased size (OECD, 2000, p. 29). The legal framework for corporate gov-
ernance has improved significantly since the financial crisis, and the ceiling
on foreign ownership has been abolished.

As a result of the financial crisis, a significant proportion of the labour
force was laid off, and lifelong employment in Korea is no longer a reality.
In 1998, a policy for enhancing the flexibility of labour markets was intro-
duced. Layoffs for ‘urgent managerial needs’ including mergers and acqui-
sitions, and the creation of temporary work agencies to transfer workers to
other companies, were allowed (OECD, 2000, p. 191). Payment practices
changed so that performance was reflected in wages. The percentage of com-
panies adopting systems of contract-based employment and performance-
based payment increased significantly from 1.6 per cent and 5.7 per cent
respectively in 1996 to 27.1 per cent and 21.8 per cent in January 2001.19

After the financial crisis, several policies were introduced, designed to
enhance market competition, or to reinforce policies that were already being
implemented. First, the trade liberalization that had begun in the 1980s was
continued. Trade barriers were reduced, and non-tariff barriers were dis-
mantled; the import diversification programme, which restricted the import
of certain items, was abolished in 1999. The 220 quotas in place in 1994 had
been reduced to nine by 2000 (OECD, 2000, p. 175). Second, FDI policy was
reformed in a bid to attract foreign investors. Investment of foreign capital
was regarded as not only good for stimulating competition in Korea, where
an oligopoly of three or four large firms was common in the main industry
markets, but also desirable for stabilizing the newly liberalized Korean
economy. Third, to encourage fair competition, there was a strengthening
of fair trade policy. In 1996, the Korea Fair Trade Commission (KFTC) was
given ministerial status. After the financial crisis, its role was further rein-
forced by its being awarded more investigative power (OECD, 2000, p. 21).
The KFTC has tried to control the structure of chaebol investment in other
firms through direct intervention (ibid., p. 173).

Protection of intellectual property rights (IPR) was strengthened from
the late 1980s. The share of Korean-owned patents registered in Korea
increased from 11.4 per cent in 1980 to 32.9 per cent in 1990. As Korean
patenting activity was intensifying, the Korean government realized that
safeguarding IPR was important not only to protect foreign inventors, but
also to protect domestic inventors whose numbers were increasing rapidly.
Also, the USA was pressing for IPR protection. As the result of a series of
negotiations between Korea and the USA, the patent law was amended in
1987 to protect IPR in computer software and materials. To enhance the
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protection of inventions, and expand the scope of protected inventions, a
product patent system was introduced in 1987. The term of patent right
protection was extended from 12 to 15 years. The penalties for infringing
patent rights were increased. IPR protection became an important issue
under TRIPS (the agreement on trade-related aspects of intellectual prop-
erty rights) in 1995, and this became increasingly important for encourag-
ing innovation among domestic inventors, who were responsible for the
more recent patenting activity in Korea. The share of Korean patents regis-
tered in Korea in 2003 was 69.1 per cent (Korea Intellectual Property Office,
2004).

Certain Korean institutions, habits and norms are problematic for the
development of its NSI. Networks among Koreans tend to be ‘clannish’,
constituting what might be called a society of low ‘social capital’. Chaebol-
group-affiliated firms tend to interact only with firms within their own
chaebol group. Government officials tend to work only to better their own
departments or ministries.20

Korean government policies in the past were based upon a bureaucratic,
top-down approach. Over the 1990s there was a trend towards a more inter-
active, bottom-up approach. For example, several national R&D pro-
grammes, including the ‘21st frontier R&D programme’ were announced,
which enabled non-government official groups to lead the planning and
implementation processes (Kim, 2002). However, Korean government
policy still has a long way to go in terms of the interactive approaches nec-
essary if solutions to the increasingly sophisticated problems of the NSI are
to be found.

The late 1990s and early 2000s have been a period of major institutional
change as the beliefs, values, norms and rules of the 1970s and 1980s are
being subjected to very radical changes. In spite of the changes that have
already taken place, a positive outcome at the national economy level has
yet to be achieved.

4.4 Support Services for Innovating Firms

4.4.1 Incubating activities
In order to encourage establishment of venture firms, various policy drives
aimed at stimulating new firms have been launched. The main focus of
these policy initiatives has been on providing physical facilities and facili-
tating the flow of investment towards new small firms (Kim and Lee, 2005).
This has included tax incentives, provision of services, relaxation of the
requisites for establishing a corporation, and granting temporary leave to
university and other R&D institute professors and researchers to establish
venture businesses (Jeong, 2005).
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Business incubators to nurture these new firms were set up under the ini-
tiatives of different ministries, including the Small and Medium Business
Administration of the Ministry of Commerce, Industry and Energy (see
Table 4.3). The first incubator was established in 1993, and 281 were estab-
lished between 1998 and 2002. The eventual 348 incubators resulted in 4989
firms at the end of 2002.

The majority of business incubators are located in universities. Of the 291
incubators approved by the Small and Medium Business Administration in
2005, 83.2 per cent (242) are located in universities, 5.5 per cent (16) are
in public research institutes, 3.1 per cent (9) are at the Small Business
Corporation21 and 2.7 per cent (8) are local government owned.22

Although Korea has a similar number of incubators to other advanced
countries (Kim and Lee, 2005), they do not perform well in terms of pro-
viding services that satisfy the demands of firms, lacking experts to give
advice (Kim and Lee, 2005; Yang, 2004). The incubator policy in Korea is
not regarded as a success although the policy had a positive impact in pro-
viding an infrastructure for new entrepreneurial businesses (The Research
Group on Innovative Small Firms, 2005, p. 57).

4.4.2 Financing
The financial system in Korea is based mainly on the banking system.
Finance from banks is seen by Korean firms as more important than that
derived from the securities market. Financial organizations were once con-
trolled by government. Credit analysis and internal risk control mech-
anisms were poor. The lending system, which gave credit on the basis of
mortgages, advantaged large firms because of their greater assets. However,
after the financial crisis, government policy was to reduce the debt ratio of
large firms, thereby liberating some finance. The financial organizations
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Table 4.3 Business incubators in Korea

Programme No. Ministry

Small firm business incubators 293 Ministry of Industry and Energy (Small 
and Medium Business Administration)

Software support centre 52 Ministry of Information and 
Telecommunication

Technology incubator 1 Ministry of Science and Technology
Centre for Supporting the 2 Ministry of Culture and Tourism 

Culture Industry

Total 348

Source: Small and Medium Business Administration (2003).



tightened their conditions for lending money to firms. A new supervisory
framework for the financial sector, which was devised in imitation of the
US system, was established to scrutinize the behaviour of financial organ-
izations in a bid to avoid a future financial crisis (OECD, 2000, p. 29).
Financial organizations have been learning to build their own lending
systems on the basis of credit information and estimated risks. However,
the new framework has not had a positive outcome, and financial organ-
izations have been reluctant to assume the risks involved in lending money.
This, it is argued, has reduced monetary flows and is one of the major
causes of low investment in the economy (Cho, 2004; Jeong, 2004).

All these changes are the result of globalization and the reforms that fol-
lowed the financial crisis. From the latter half of the 1980s, regulation of
financial organizations was eased and the market was opened to foreign
firms. However, the poorly coordinated liberalization process was unable to
prevent excess inflows of short-term overseas borrowing led by large firms,
which increased at an accelerating rate and produced the financial crisis
(OECD, 2000, p. 28).

The financial reforms put in place after the crisis included a loosening of
financial sector regulation on foreign investments. The share of foreign
ownership in the banking sector increased from 7 per cent in 1997 to 27 per
cent in 2002. The largest shareholders in the three commercial banks in
Korea, and in four other banks, were foreign investors (OECD, 2004b,
p. 113). As a result of the opening up of the securities market, in 2003
foreign investors controlled 36 per cent of the stock market, compared to
15 per cent before the crisis (The Economist, 2003b).

With the venture business boom in the late 1990s, the role of financial
organizations in funding new technology-based firms (NTBFs) became
increasingly important. The policies for supporting the financing activities
for NTBFs are the following: (1) a policy of supporting funds for start-up
companies with less than a three-year history; (2) a policy to provide guar-
antees of credibility for competent venture firms; (3) a policy to favour
venture business firms in the allocation of funds to small firms; and (4)
efforts to channel financial resources to NTBF through stimulating growth
of venture capitals (Jeong, 2005).

The number of venture capital firms increased dramatically after 1997,
with 111 firms being established between 1998 and 2002. In 2002 the total
number of venture capital firms stood at 128. The capital of these firms
totalled over 2000 billion won (US$1.6 billion) in 2000 (Small and Medium
Business Administration, 2003, p. 43). Government contributed to the
establishment of investment funds. For example, in 2002, government
funding represented 240.4 billion won (US$204 million) while private firms’
annual investment for venture businesses reached 568 billion won. Annual
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investment, excluding financial loans, by venture capital firms in venture
businesses increased from 642.6 billion won (US$383 million) in 1997 to
3055.9 billion won (US$2576 million) in 2002 (ibid., p. 47).23 As venture
businesses have begun to decline, the government has increased its invest-
ment in venture capital funds from 15.3 per cent in 1999 to 39 per cent in
2004. It has been stated that, even so, resources tend to go to businesses that
have been established for two years or more. The share of new businesses
(established for less than two years) that received funding declined from
57 per cent in 2000 to 26 per cent in 2003 (The Research Group on
Innovative Small Firms, 2005, p. 49).

4.4.3 Provision of consultancy services
Knowledge-intensive business services (KIBS) are not well developed in
Korea. According to Lee et al. (2002), knowledge-intensive services in 2002
accounted for 1.8 per cent of the sales of the whole industry, a slight
increase over 1.6 per cent in 1996.24 Among KIBS firms, computer-related
services have expanded rapidly, with an annual rate of increase in sales of
35.5 per cent in the 1996–2000 period, while the rates of increase in R&D
services and business services (including consultancy) were 8.2 per cent and
5.7 per cent respectively. The rate of increase in technical services, which
includes construction technology and ‘engineering, S&T services’, declined
(the annual increase rate was minus 1.5 per cent). R&D services, business
services and technical services are traditional KIBS sectors that closely
interact with manufacturing firms in process or product innovation. It can
be seen, therefore, that traditional KIBS activities directly relevant to
innovation have been growing relatively slowly, in contrast to the fast-
growing computer-related services.

These trends indicate that consulting services, which are regarded as
important to the innovation process, are poorly developed in Korea.
According to the 2002 Korean innovation survey, in terms of importance
(on a five-point scale) of sources of innovation information, consulting
firms ranked seventh among the external sources of organizations.
Consulting firms are regarded not only as less important than those firms
that companies routinely interact with,25 but also less important than other
public R&D organizations.

4.5 Summary of the Main Activities Influencing Innovation

R&D inputs have been discussed in relation to both R&D activities and
technology imports. R&D activities in Korea are led by the private sector
and dominated by large firms, while small firms are weak despite the recent
increase in small firms’ innovation activities due to the emergence of

140 Fast growth countries



venture businesses. Imported foreign technology, which was once the major
technology input, is still important, but now plays a minor role compared
to R&D activities. Korea has a relatively large GRI sector, which is respon-
sible for most public R&D activity and expenditure. The role of GRIs is
being challenged by the increasingly intensive R&D activities undertaken
by universities and firms. Korea’s university sector is among the weakest in
the OECD economies, although R&D investment has recently increased.
The education system in Korea produces a large pool of human resources
but is under increasing pressure to upgrade the quality of education being
offered.

On the demand side, the government’s investment in infrastructure has
provided market opportunities, and government ICT policy has created a
market for ICT technology and services. Export-oriented large firms and
FDI firms help to articulate demand for local supplier firms.

There was a shift in the policy focus in the late 1990s from large firms to
venture businesses. As a result, venture businesses and incubators have
become influential actors in new industry sectors such as ICT and biotech-
nology. Networking is not well developed in Korea. However, as the tech-
nological capabilities of these actors have risen over the last decade,
cooperation has increased. The dominant type of interfirm networks in
Korea’s major industries are the chaebol-led networks based on subcon-
tracting relationships between large and small firms. There has been some
progress in universities–industry–GRI networks, but more is needed.
Following the financial crisis in 1997, major institutional changes involving
investment of foreign capital, labour relations and the financing and gov-
ernance of large firms were introduced, which has led to radical changes in
the beliefs, norms and rules in Korea. The market environment has become
more open, in line with government policy to promote competition.

The features of the Korean NSI show that there are disparities in the
development of innovative capabilities, and mismatches between the actors
and the institutions, while networking among the domestic actors is slowly
developing. These features reflect characteristics of a catching-up country
moving from an NSI of knowledge import to one of knowledge generation
and effective utilization of foreign technology from abroad. However, they
also are indicative of the number of policy issues that remain to be tackled.

5 CONSEQUENCES OF INNOVATION

Krugman (1994) argues that the fast economic growth of the Asian ‘tigers’
was the result of mobilizing resources such as labour and capital. Although
opinions may vary depending on different methods and approaches used in
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analysing economic growth, it is clear that Korea over the last two decades
has been progressively moving towards an economy where innovation
activities are increasingly important for economic growth.

According to firm-level data, a substantial proportion of sales is driven
by innovation activities. According to the 2002 innovation survey, among
successfully innovating firms in 2001, 18.2 per cent of the sales were gener-
ated by new products developed in 2000–2001 and 34.2 per cent of the sales
were generated by improved products.

The effect of innovation can be discussed in relation to productivity
growth. A study was conducted on the relationship between R&D and
labour productivity (Lee and Kim, 2003). According to this study, a 1 per
cent increase in R&D investment (stock of R&D investment) is estimated
to have increased labour productivity (per labour hour) by an average of
0.13 per cent over the 1980s–1990s, 0.12 per cent in the 1980s and 0.16 per
cent in the 1990s. Patenting activity, as an approximate measure of innov-
ation activity, has an impact on total factor productivity (TFP). A Korean
study on patenting and TFP using data from 1964–2000 estimated that a
1 per cent increase in patenting application in any one year produces an
increase in TFP of 0.11 per cent in total productivity in the subsequent five
years (Youn et al., 2003).

The contribution of capital investment (capital stock net of stock of
R&D investment) was higher than the R&D investment in the 1980s and
1990s, although R&D activities had became increasingly important for
enhancing productivity over the 1980s and 1990s. Suh (2002) estimated that
the contribution of R&D intensity (number of researchers in total labour)
to labour productivity in the period 1999–2000 was higher than in 1995–96.
All of this implies that Korean productivity growth has increasingly relied
on innovation activities.

Korea’s relatively high R&D intensity is not matched by economic per-
formance. R&D intensity (R&D expenditure/GDP) as an input measure,
as discussed in Section 3, is high in Korea. However, this is not matched by
innovative outputs. In addition, Korean labour productivity per hour
worked in total manufacturing is the lowest among the ten countries
studied in the ESF (European Science Foundation) project (Kaitila, 2003).
In terms of GDP per hour worked, as an indicator of productivity, in 2002
Korea was at 37 per cent of the level of the USA, while Germany and the
Netherlands were at 101 per cent and 106 per cent respectively (OECD,
2003a). GDP per capita is low in comparison with the OECD countries,
and is the lowest among the four Asian ‘tigers’ (see Table A2.3 in the
Appendix). All of this indicates possible problems in the Korean NSI.
Recent policy initiatives to address these problems have been introduced
and are discussed in Sections 7.2 and 7.3.
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6 GLOBALIZATION

In Korea, where the level of FDI is lower than in other East Asian ‘tigers’
such as Singapore or Taiwan (see Chapter 2 on Taiwan, this volume), access
to global markets and knowledge has been mainly driven by large Korean
firms. Korean firms have enhanced their technological capabilities through
accessing foreign firms via technical licensing arrangements, import of
capital goods and components and exporting under original equipment
manufacturing and, more recently, original design manufacture and own
brand-name arrangements. Korean firms are increasingly involved in cross-
licensing and the sharing of intellectual property, acquiring firms, strategic
alliances in R&D and marketing (Kim, 1997; KOITA, 2004). Korea’s large
firms, which have become multinational companies, have foreign sub-
sidiaries and branch offices for production, R&D and marketing. Korea
can be said to be well connected within the global production network
(Hobday, 1995; Ernst and Ravenhill, 1999; Ernst and Guerrieri, 1998).

In addition, Korean large firms are increasingly searching for competi-
tively priced supplies to substitute for domestic suppliers (Lee et al., 2005).
For example, even firms affiliated to the Samsung chaebol group find it
increasingly difficult to sell their products to Samsung Electronics. FDI
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Table 4.4 The Korean NSI with high R&D intensity and low performance

I–O Criteria Compared to Compared to EU Compared to
OECD Asian tigers

Input R&D intensities: Highest level Highest level Highest
R&D per GDP 
(see Section 3)

Output Innovativeness: n.a. Lower n.a.
innovation survey 
(see Section 3)

Innovativeness: Low Low n.a.
patenting per 
population
(see Section 3) 

Productivity n.a. Lowest Lowest

GDP per capita1 n.a. Low Lowest

Low–middle in 
terms of GNI 
per capita 
(OECD, 2005)



firms are also leading the trend in global outsourcing. This is a big chal-
lenge for Korean small firms with weak competences.

In comparison with its global production network, Korea’s R&D
network is less well connected. Korea has a poor record in co-authorship
of scientific articles and co-invention of patents compared to the advanced
countries. Korea is ranked very low in terms of percentage of patents with
foreign co-inventors (OECD, 2003a, p. 127). The extent of international
cooperation in scientific research co-authorship is low. The share of co-
authored articles in international journals in the ISI database for Korea in
1999 was 26 per cent, which is higher than Japan (18 per cent) but lower
than advanced Western countries such as France, Germany, the UK and
Canada, and also lower than Malaysia and Thailand, with 56 per cent and
61 per cent respectively (Lee et al., 2003). In addition, Korea’s patenting
activity abroad is weaker than that of the other Asian ‘tigers’. Korea’s
domestic ownership of inventions made abroad in the 1980–2002 period
was only 3 per cent, compared with Taiwan at 9 per cent and Singapore at
8 per cent (see Table A2.7 in the Appendix).

The government policy swing to attract foreign capital and the positive
change in attitude towards foreign capital increased the influx of FDI into
Korea in the late 1990s to its highest level. The financial crisis provided the
momentum for opening up the Korean NSI to foreign actors. The govern-
ment’s policy to attract foreign capital is exemplified in the Foreign
Investment Promotion Act of 1998, which allowed for a reduction in the
regulation on FDI. It provided a basis for tax exemptions and incentives
for foreign investment. In addition, in order to improve the environment
for foreign firms at the regional level, in 2003 Incheon, Busan and
Gwangyang were designated free economic zones. As a result of these
policy changes, the influx of FDI expanded dramatically. Four years
(1998–2002) after the financial crisis there was a period of remarkable
influx of foreign investment – $35 billion in actual inflows was more than
double the amount received during the previous 35 years (OECD, 2004b,
p. 140). In terms of investment, this reached a peak in 1998–99 and was
succeeded by a period of adjustment during 2000–4. Figure 4.10 clearly
shows that there was a persistent trend of increased investment after 
1997.

With the increased FDI, R&D activities by foreign firms also increased,
as discussed in Section 4.1.1, although the share of R&D expenditure by
foreign actors is still minimal. The perception on FDI firms has changed as
a consequence of the government’s new vision of making Korea into one
of the major hubs of manufacturing and R&D activities, and logistics ser-
vices for the Asian region – a vision that emphasizes the importance of
attracting foreign capital (Knowledge Management Team, 2003).
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Korea’s pattern of catching up can be described as ‘catching up by spe-
cializing in new industries’ – that is, the ICT industries. Freeman (1989;
1995) discussed the pattern of a catching-up country utilizing the techno-
logical and market opportunities of new industries belonging to the
new technological paradigm of electronics and information industries.
Globalized production activities, R&D and marketing of firms are well
developed in these industries (Ernst and Ravenhill, 1999; Ernst and
Guerrieri, 1998). Recently, Korea and Taiwan have demonstrated a new
pattern of innovation by gaining market through rapid commercialization
of emerging technology from abroad (Albert, 1998). The recent examples
of CDMA mobile phones and digital TV show that large firms in these
fields are increasingly moving towards developing original products by
rapidly commercializing emerging technology from abroad (Lee et al.,
2005).

The Korean economy is becoming increasingly integrated into the Asian
economy. China, whose capital is only a two-hour flight from the capital of
Korea, is growing rapidly and has been a major partner for trade and FDI.
In addition, Korea is negotiating free trade agreements with Singapore,
Japan and the USA. This will give Korea wider access to foreign markets but
will expose weak small firms to international competition. Korea is also
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Figure 4.10 Foreign direct investment in Korea, 1962–2004
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increasingly reliant on European FDI – the amount invested between 1962
and 2004 was higher than the amount received from Asian investors
(MOCIE, 2005). The USA and Japan were the traditional partner countries
for Korea in terms of trade, FDI and sources of knowledge, but these recent
changes have broadened Korea’s interaction to include other countries.

7 STRENGTHS AND WEAKNESSES OF THE
SYSTEM AND INNOVATION POLICIES

7.1 Strengths and Weaknesses

The main strength of the Korean NSI is its large firms. Korea has a strong
manufacturing base in scale-intensive industries, such as electronics and
automobiles, all of which are led by large firms. Large firms are capable of
rapidly developing and producing commercial products from emerging
technology through access to local and international sources of knowledge
and markets. These large firms have been able to react to the challenges of
a global environment. Another strength of the Korean NSI is its heavy
investment in IT infrastructure and high diffusion rate of IT devices, both
of which have provided a positive environment for Internet businesses and
innovative transformation of the service sector. In addition, Korea’s cap-
ability for rapid commercialization in fast-growing new industries such as
electronics and IT is a great advantage. Successful experience of managing
R&D consortia in emerging technologies has been accumulated in firms,
GRIs and ministries.

The GRIs with their accumulated R&D experience, based on their past
role as major performers of public R&D, could be a source of strength. If
their operations were to be organized effectively, the GRIs could provide a
strong knowledge infrastructure for the industry. The Korean labour force
is well known for its level of education and hard work. A highly educated
labour force will be a source of strength in the age of the knowledge-based
economy.

The weaknesses of the Korean NSI can be summarized as follows. The
corporate sector has not been sufficiently transformed. The chaebols have
adopted the reforms rather reluctantly. If the reform plan were to fail, the
large firms affiliated to chaebols would continue to be a major burden on
the Korean economy but would survive in spite of poor competitiveness
due to support from other firms in the chaebol groups.

A chronic weakness of the Korean NSI is the prevalence of non-
competitive small firms. The weakness of small firms is a barrier for large
firms that are searching for competitive local suppliers. GRIs and universities
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are supporting small firms through technology-diffusion-oriented research
but despite recent improvements these programmes are weak. The problem
of the bipolarized economy due to the dual structure of ‘strong large firms
and weak small firms’ has yet to be resolved and is likely to be aggravated by
the opening of the economic environment.

The science base in Korea is weak and therefore the competitiveness of
the components and devices arising from science based R&D is weak. This
low quality undermines the competitiveness of final-goods producers.

The service sector is more important than manufacturing in Korea in
terms of value-added. However, the competitiveness and innovativeness of
the service sector is poor. Poor performance of the service industry is likely
to be a barrier to further economic growth. In addition, due to the small
pool of KIBS, the innovation activities in the manufacturing sector are not
as well supported as those in advanced countries with a strong KIBS sector.

Although Korea has a large pool of highly educated human resources,
the quality of education does not satisfy the needs of the large firms. This
shortcoming will undermine the competitiveness of the nation.

Koreans tend to work in closed networks, including informal regional
networks, networks of alumni, of families etc. This reduces the information
flow and flexible work organization necessary for innovation processes.

The financial system is new and it is not sufficiently well developed to
channel financial resources to those firms that display good performance
because there is a limited pool of knowledge on the credibility and perform-
ance of firms. Banks and other organizations are reluctant to take risks in
making loans, which is reducing firms’ investments.

In spite of the introduction of various measures designed to attract
foreign capital, the conditions in North Korea produce uncertainties about
the stability of Korea’s business environment that will reduce Korea’s
attractiveness.

Korean government practices are bureaucratic and follow a top-down
approach to policy. The move to more interactive policy making is slow,
which makes it difficult to resolve the increasingly sophisticated problems
inherent in an evolving SI.

7.2 Summary and Evaluation of the Innovation Policy Pursued

This section focuses on the most recent policy change because many aspects
of earlier Korean innovation policies have been discussed in the previous
sections. In Korea, science and technology policies have been distinct from
economic and industrial policies. The S&T policy has been driven mainly
by the perspectives of the science and engineering fields, and has ignored
the economic and social aspects involved in the process of innovation.
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Therefore the policies for R&D input, competence building (the education
and training system), the financial system, labour relations and incubation
activities have not worked together to encourage innovation activities.

As more and more ministries are becoming interested in encouraging
innovation activities, the conflicts and overlaps in the policies of these
different ministries are becoming more apparent. There has been pressure
to resolve this problem.

In 2004, there was a remarkable change in S&T policy. The government
announced ‘A Plan to Construct a National Innovation System’ (OSTI,
2005). This plan reflected the government’s commitment as economic
policy emphasized the country’s shift to an innovation-based economy
which made S&T policy a major national priority. The plan clearly differs
from previous policies in the following ways: (1) the policies relevant to
S&T across ministries are to be coordinated and monitored by MOST,
which was given power to coordinate budgets relevant to S&T across min-
istries in accordance with medium- and long-term R&D investment strat-
egy and planning (OSTI, 2005); (2) MOST was given a newly created
special administrative body to implement coordination and monitoring
work in close interaction with the National Science and Technology
Council.

Although the plan includes the phrase ‘national innovation system’ in its
title and tries to tackle policy issues relevant to the economic and social
aspects of innovation, the new ideas and approaches are in the area of S&T
in its narrowest sense. Even so, it has something in common with a systems
of innovation approach in that it tries to enhance the effectiveness of an SI
at the national level.

7.3 Future Innovation Policy

The goals of the plan reflect the direction of future Korean innovation
policy in (1) enhancing the innovation capability of three core innovation
actors (universities, firms and GRIs); (2) increasing R&D expenditure and
enhancing its effectiveness; (3) searching for and developing future strate-
gic technologies and industries that could drive industrial growth; (4)
reinforcing linkages and cooperation among both domestic and foreign
innovation actors (universities–industry–GRIs); and (5) organizing the
system for coordination and planning of technological innovation policy,
and information networks in S&T.

The challenge to the implementation of this plan is the existence of bar-
riers presented by existing policy programmes and laws that were designed
to achieve goals set within the boundaries of individual ministries.
Although the declared plan emphasizes coordination of policies and
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collaborative work among ministries for future innovation policies, min-
istries are still likely to work towards achieving the goals of only their par-
ticular ministries.

In order to change the behaviour of government organizations, mech-
anisms to reinforce continuous feedback of the results of policy imple-
mentation will be necessary. As a result of the ever bigger and increasingly
sophisticated NSI, capturing the scale and scope of the system will become
more difficult and the effects of policies will be more difficult to measure.
The system for evaluating the effectiveness of government policy pro-
grammes at the NSI level needs to be continuously revised, experimented
with and improved upon, using sophisticated evaluation and statistical
systems. The results of evaluations of policy programmes need to be
reflected in improved programmes through ministerial or cross-ministerial
efforts.

Korean S&T policies are slowly shifting towards an interactive model.
However, the policy body needs to be more targeted to take on the role of
manipulating the conditions of systems of innovation on the basis of inter-
active policy approaches. One example of the complex measures necessary
to facilitate innovation activities is the task of removing barriers to net-
working among actors and simultaneously removing barriers to investment
by nurturing technological competences.

Finally, in the ever more globalized world, strengthening the capabilities
of small firms, which are increasingly vulnerable to international competi-
tion, will be crucially important for future policy. The characteristics of the
Korean NSI can be summarized in six words: ‘strong large firms, weak
small firms’. In order to resolve the chronic problems of small firms, future
innovation policy needs to find strategic ways of enhancing the technolog-
ical capabilities of small firms and the networking of small firms with
domestic and international actors for knowledge and market access. The
importance of strategic policies to ensure that the poor competences of
small firms do not become a barrier to upgrading the competitiveness of
the nation cannot be over-emphasized.
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NOTES

1. The Park regime ended in 1979. Power was handed over to a party that inherited the trad-
ition of the Park regime until 1998, when political power went to the opposition party.

2. Korean innovation surveys were carried out in 1996 (CIS1, manufacturing), 1998 (CIS2,
manufacturing and service), 2002 (CIS3, manufacturing) and 2003 (CIS3, service).

3. CIS3 reports on innovation activities between 1999 and 2000. Data from European
Commission (2004).

4. These figures are based on patents filed with the European Patent Office, the US Patent
and Trademark Office and the Japanese Patent Office.

5. Shin et al. (2002, p. 132).
6. MOST (several years).
7. Source: http://www.koita.or.kr/, website of Korea Industry and Technology Association,

last accessed 20 May 2006.
8. Major manufacturing sector industries are defined as those accounting for more than

3 per cent of the amount in value-added for all industry, including service and primary
industries. Data from the KDI database of input–output tables by Bank of Korea.

9. Data from Korea Institute of Patent Information.
10. KDI (1995), as cited in Goh (1998).
11. Professional technicians are defined as those technicians and associate professionals

belonging to professions, according to the International Standard Classification of
Occupations.

12. Approximate data for overseas trained doctorates returned to Korea: number of doc-
torates registered in the Korea Research Foundation website (http://www.krf.or.kr/).
Students who have obtained doctorates abroad, and who are looking for a job in Korea,
are normally requested to register the details of their degree and institution on this
website.

13. However, recently there has been increasing scepticism from firms about training invest-
ment: they have found that the incentive for investing in employee training has reduced
because employee mobility has gradually risen, due to the breakdown of the lifetime
employment tradition following the financial crisis.

14. The criteria for being a venture business are being a venture capital firm, an R&D-
intensive firm (R&D investment more than 5 per cent of sales), or a firm utilizing patents
or new technology (more than 50 per cent of sales). These firms enjoyed financial benefits
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(tax incentives, bank loans) and other benefits (allowing stock options, enabling employ-
ment of faculty from national or public universities). At the end of 2002, the designa-
tion criteria were changed: evaluation became a two-step process that included
assessment by an independent organization of the firm’s innovation capability. The
current designation system was discontinued in 2005 (OECD, 2004b, p. 184).

15. For example, applications for establishing firms that were not processed within 45 days
were automatically approved (Small and Medium Business Administration, 2003).

16. See footnote 14 for the criteria for venture businesses.
17. This is in contrast with Japan, which recognized the problem of a dual structure of

strong large firms, weak small firms in the 1960–70s and solved it through policies pro-
viding an environment encouraging close linkages between large and small firms, and
building prefecture (provincial) laboratories to support small firms’ testing and devel-
opment activities. Because of poor linkages between large and small firms, Korea is now
experiencing a strange phenomenon: rapid growth of large firms in strategic industries
and recession among most of its small firms. Koreans refer to this as a ‘bipolarization
phenomenon’ in the economy. In 2003, the effect of 15.7 per cent export growth led by
large firms failed to overhaul domestic demand. Domestic demand (investment in pro-
duction equipment and private consumption) decreased to minus 1.5 per cent (Institute
for Monetary and Economic Research, 2004). Small firms, relying mostly on domestic
demand, experienced a recession.

18. For instance, a programme of R&D consortium projects was initiated in 1993 to enhance
R&D networking. In 1993, 328 firms participated in 19 consortia with 2 billion won gov-
ernment funding. In 2002, 2787 firms participated in 197 consortia with 38.1 billion won
government funding (Small and Medium Business Administration, 2003, p. 73).

19. Ministry of Labour as cited in KPMG Consulting (2001).
20. As a result, policy measures that conflict or overlap often emerge. As more ministries

have become interested in innovation policy, the number of conflicting and overlapping
policies has increased. For recent policy changes for enhancing coordination of policies,
see Section 7.2.

21. A non-profit Korean government agency to implement government policies for the pro-
motion of small and medium-sized businesses.

22. From http://www.bi.go.kr/, as cited in Kim and Lee (2005).
23. US$ in terms of average exchange rate of the year.
24. KIBS include computer-related services, R&D services, business services and technical

services.
25. Customers/user firms, competitors, suppliers of raw materials or components, suppliers

of machinery or equipment, firms in the same corporate group.
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5. High growth and innovation with
low R&D: Ireland
Eoin O’Malley, Nola Hewitt-Dundas and
Stephen Roper

1 INTRODUCTION

For a long time Ireland was a relatively poor country by Western European
standards, but since the late 1980s its average productivity and income
levels have caught up quickly with the rest of Europe (see Appendix Tables
A2.3 and A2.4). The most rapidly growing sectors in Ireland during most
of this period were those generally identified as being R&D-intensive or
‘high-tech’. Today, there are concentrations of these high-tech industries in
Ireland that are greatly disproportionate to the country’s small size (see
Appendix Table A2.6).

Given the importance of high-tech industry in Ireland’s economic renais-
sance, it may seem somewhat paradoxical that Ireland has relatively low
levels of domestic R&D expenditure. Gross expenditure on R&D as a per-
centage of gross national product (GNP) and business expenditure on
R&D as a percentage of GNP are both a good deal lower in Ireland than
in the EU. Thus Ireland has a record of fast productivity and output
growth, and a relatively large presence in normally R&D-intensive indus-
tries, while its levels of expenditure on R&D remain relatively low.
Furthermore, the available evidence suggests that Ireland also has quite
high rates of innovation by international standards, despite low levels of
R&D expenditure (see, e.g., Appendix Table A4.2).

This unusual combination of characteristics raises questions about how
this situation has come about. A significant point in our analysis is that
inward technology transfer has been important, particularly in association
with the large amounts of inward foreign direct investment (FDI) that
Ireland has received. By this means, many innovations that are derived
from R&D carried out elsewhere are introduced into Ireland. This in turn
raises further interesting questions. For example, is it sustainable for
Ireland to rely so much on this type of process that is driven by FDI? And,
are there indications of progress in the development of Irish indigenous
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enterprises and in the upgrading of indigenous competencies and innov-
ation capabilities?

2 MAIN HISTORICAL TRENDS

2.1 The Evolution of Industry

In most of the island of Ireland, apart from the north-east (which is now
Northern Ireland), there was no sustained process of industrialization in
the nineteenth century.1 When Ireland became independent from the UK
in the early 1920s, less than 5 per cent of its labour force was employed in
manufacturing. The country then adopted a strong protectionist stance in
order to develop new industries, and industrial employment grew quite
rapidly.2 However, by the 1950s most industries were still selling only to the
protected domestic market and there had been little development of com-
petitive or specialized industries.

The failure of the period of protectionism to produce internationally
competitive industry led to a fundamental reorientation of Irish industrial
policy in the late 1950s. This change involved (1) promoting the develop-
ment of exports as a priority; (2) attracting internationally competitive
FDI, by means of tax and grant incentives; and (3) embracing free trade
with the UK from 1966 and with the EU from 1973 onwards. Under this
new policy, imported goods won a continuously increasing share of
Ireland’s domestic market while many existing Irish-owned or indigenous
industries struggled to develop competitive exports. Thus, much of Irish
indigenous industry did not fare very well under these outward-looking
policies, until the late 1980s (O’Malley, 1989, ch. 6).

Ireland did, however, have substantial success in attracting FDI by multi-
national enterprises (MNEs) that located in Ireland to produce for export
markets (e.g. Roper and Frenkel, 2000). At first the MNEs starting up in
Ireland were largely involved in mature and often labour-intensive indus-
tries. In the 1970s and 1980s, however, they were increasingly involved in
newer, more technologically advanced products such as electrical and elec-
tronic products, machinery, pharmaceuticals and medical instruments and
equipment. Initially, and for some time, FDI was concentrated in the pro-
duction phase of the value chain, placing little demand on local techno-
logical inputs, skills and suppliers, but there were signs that this was
changing gradually over time.

The motivation for foreign MNEs to invest in Ireland also shifted over
time. In the 1960s, tax and grant incentives, and low labour costs by Western
European standards, were key attractions. Access to major markets became
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a significant additional attraction after Ireland joined the EU in 1973. Access
to skills became increasingly important from the 1970s since Ireland
specifically aimed to provide a skilled labour force for industries such as com-
puters and other electronic products, pharmaceuticals, medical and scientific
instruments and software. Furthermore, from the 1970s onwards, Ireland
became proactive and selective in targeting and seeking out the industries
and companies that it wanted to attract, aiming to create industrial clusters
with vertical and horizontal linkages (Ruane, 2003; Gorg and Ruane, 2000a).

2.2 Recent Trends and Industrial Structures

Beginning in the early 1990s, the Irish economy grew exceptionally fast.
Real GNP grew by 6.3 per cent per year in the 1990s while manufacturing
production grew by 13.8 per cent per annum and manufacturing employ-
ment increased by 2.5 per cent per annum (see Appendix Table A2.3). There
was particularly rapid growth in three broad sectors of manufacturing –
electrical and optical equipment, chemicals and chemical products, and
paper products, publishing and printing – which accounted for 39 per cent
of manufacturing gross output in 1991, rising to 68 per cent in 1999.3

These three sectors are mostly foreign-owned, but since the late 1980s
Irish-owned industry has also had a considerable revival. It has grown rela-
tively quickly by international standards, it has experienced significant
upgrading in terms of skills and R&D performance, and it has generally
had higher growth rates in high-tech sectors than in more traditional indus-
tries (O’Malley, 1998 and 2004; O’Riain, 2004). It is also worth noting that
industry in Ireland is highly export-oriented, with about three-quarters of
output being exported. Foreign-owned or high-tech industries are espe-
cially highly export-oriented, while Irish-owned or traditional industries
are less so (see also Appendix Table A2.6).

3 INNOVATION INTENSITY

Comparing levels of innovation activity in Ireland and elsewhere is made
difficult for recent years because of the lack of Community Innovation
Survey 3 (CIS3) data for the 2000–2002 period. Earlier information, from
CIS1 and CIS2, is available for Ireland relating to the period up to 2000. In
addition, longitudinal data on innovation in Irish manufacturing are avail-
able from the Irish Innovation Panel covering the period 1991–2002.

CIS1 data were collected in 1993 and relate to innovation activity
in 1991–93. They provide two useful innovation activity measures: the
proportion of establishments introducing either a technologically changed
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product or process during the previous three years and the proportion of
innovating plants’ sales derived from innovative products (Table 5.1). For
these indicators, Ireland had the highest proportion of innovating plants in
manufacturing and, with the Netherlands, was in the middle of the league
table for shares of innovative sales. The CIS2 was undertaken in 1997 in EU
member countries and Norway. Here, we focus on three indicators derived
from CIS2 relating to: the proportion of firms introducing innovative

Ireland 159

Table 5.1 International innovation comparisons from CIS1 and CIS2

Innovators (% of plants) Innovative sales

CIS1 Ireland 72 Spain 52
Germany 67 Germany 50
Belgium 61 Denmark 44
Netherlands 57 Belgium 40
Denmark 56 Ireland 36
Norway 53 Netherlands 36
France 39 Luxembourg 32
Spain 37 Norway 32
Luxembourg 37 Italy 29
Italy 34 France 27

Product innovators (%) Process innovators (%) Innovative sales

CIS2 Ireland 66 Ireland 54 Germany 50
Germany 65 Germany 53 Spain 44
Austria 60 Denmark 51 Italy 43
Denmark 57 Austria 49 Ireland 41
Netherlands 56 Netherlands 46 Austria 40
UK 52 Italy 41 Portugal 40
Sweden 48 Norway 40 Sweden 37
France 38 Sweden 38 Netherlands 33
Italy 37 UK 37 Finland 33
Norway 35 France 31 Norway 33
Luxembourg 32 Luxembourg 29 UK 31
Belgium 31 Spain 25 Denmark 29
Finland 29 Finland 25 France 29
Spain 24 Portugal 23 Belgium 28
Portugal 15 Belgium 22

Notes and sources: CIS1 figures are extracted from Eurostat CD-ROM. Indicators are:
percentage of innovative manufacturing plants and percentage of sales of changed products
of innovative plants. CIS2 figures are derived from tables provided by Eurostat. Indicators
are: percentage of plants with product innovation; percentage of plants with process
innovation; and percentage of sales derived from changed products of innovative plants.



products; the proportion of firms introducing innovative processes; and the
proportion of innovative plants’ sales derived from innovative products. As
in CIS1, Ireland had a larger proportion of innovating plants than any
other country included in the survey, and in this period was higher up the
league table in terms of innovative sales – in fourth place and eight per-
centage points above the Netherlands (Table 5.1). Thus the evidence from
CIS1 and CIS2 suggests that exceptionally high proportions of Irish plants
were innovating, while the proportion of sales derived from innovative
products was quite high, although closer to the survey average.

One difficulty with the data in Table 5.1 is the changes in innovation
definitions between CIS1 and CIS2. This makes it hard to assess the overall
trend in innovation activity in Ireland from CIS data, a better source here
being the Irish Innovation Panel. Using these data, it is important to take into
account the changing economic climate in Ireland. For example, rapid man-
ufacturing growth in Ireland in the 1991–2000 period largely reflected the
rapid expansion of output in the high-tech sectors, driven mainly by inward
FDI. In 2000–2002, however, the rate of growth of output in Ireland slowed
considerably. This reflected the global downturn in high-tech industry and its
impact on other sectors. Thus, for Irish firms investing in innovation, the
period 2000–2002 was markedly less enticing than previous periods.

In general, data from the Irish Innovation Panel suggest that the propor-
tion of manufacturing plants undertaking R&D, product innovation and
process innovation remained relatively stable through the 1990s, but declined
in 2000–2002 (Table 5.2). This is what was anticipated, given the economic
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Table 5.2 Innovation indicators for Ireland, 1991–2002

1991–93 1994–96 1997–99 2000–2002 1991–2002

R&D in plant (% plants) 50.8 48.3 52.6 44.6 49.4
Product innovation 62.8 65.9 65.3 56.7 62.8

(% plants)
Process innovation n.a. 57.7 65.8 53.9 59.8

(% plants)
New products in sales 18.1 13.8 17.1 13.5 15.7

(mean %)
New/improved products 32.1 30.5 29.2 27.3 29.7

in sales (mean %)

Notes and sources: Figures relate to manufacturing plants with ten or more employees.
Survey observations are weighted to give representative results. Product innovators are those
plants introducing new or improved products during the last three years. Process innovators
are plants introducing new or improved processes over the same period. n.a. � not available.
Data from the Irish Innovation Panel (see www.innlab.org).



conditions in this latter period. The surprising thing is that each of these
measures, as well as the sales from new and new and improved products,
dropped to the early 1990s levels. This shows how important the influence of
the economic environment can be for plants’ innovation investments.

Within Irish manufacturing, larger plants and foreign-owned plants are
significantly more likely to undertake both product and process innovation
than small plants and indigenously owned plants (Table 5.3). However,
note that the figures for Irish indigenous plants would still be high by inter-
national standards, being just three or four percentage points below the
national figures for Ireland. Levels of innovation activity are also notably
higher in the high-tech sectors than in more traditional industries.

4 ACTIVITIES THAT INFLUENCE INNOVATION

4.1 Knowledge Inputs to Innovation

4.1.1 R&D activities
Policy in Ireland, in recent years, has emphasized public support for R&D
in the higher education and private sectors. Despite this, levels of R&D
investment remain low by international standards.

Gross expenditure on R&D (GERD) Gross expenditure on R&D
(GERD) has remained relatively constant in Ireland since the early 1990s,
from 1.3 per cent of GNP in 1993 to a high of 1.45 per cent in 1997 and
1.39 per cent in 2001 (Forfás, 2004). Ireland has consistently lagged behind
both EU and OECD averages for GERD, with this gap becoming more
pronounced between 1997 and 2001, when GERD continued to increase in
the EU and OECD countries while declining in Ireland. Ireland now lags
behind countries such as Norway, the UK, the Netherlands, Denmark,
Finland, Sweden, the USA and Japan, as well as the EU and OECD
averages.

Public R&D investment Public investment in R&D can take a variety of
forms – direct investment by government, support for R&D in higher edu-
cation, and support for business R&D. The last of these is discussed in the
next section; the focus here is on intramural and higher education institu-
tion (HEI) R&D investment by government.

In 2002 the government allocation to R&D in Ireland was 57.5 per cent
higher than in 1999. Government intramural expenditure on R&D rose
from 0.08 per cent of GNP in 1999 to 0.13 per cent in 2001.4 This dramatic
increase was largely due to increased allocations to research in third-level
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organizations (via the Higher Education Authority), to the Department of
Enterprise, Trade and Employment (DETE) for the establishment of a
Technology Foresight Fund aiming to establish Ireland as leading in
research in biotechnology and information and communication technolo-
gies (ICT), and additional funding through the DETE via Enterprise
Ireland for R&D grants to industry.

Strategic allocation of public sector support for R&D has become a key
element in the recent history of R&D funding by government. In 2000,
Science Foundation Ireland was formed with a budget allocation of over
€634.9 million to fund research in niche areas of the biotech and ICT
sectors. The ‘strategic rationale behind this initiative [was] the need to
stimulate a greater level of top class research in the economy in support of
high-technology sectors and to ensure that a sufficient supply of good
researchers become available to drive a more sophisticated research
performance in the business sector’ (Forfás, 2000, p. 7).

The higher education sector is perceived as being important both
through the production and application of new knowledge through the
R&D it performs and through the skilled people it produces. One example
of the interrelationship between education and industry is the Programmes
for Advanced Technology (PATs), which were first established in the
1980s as working partnerships between the universities, the government/
development agencies and industry. PATs are subsidized centres to apply
new technologies in niche areas of relevance to industry, and in many cases
were established to meet the needs of traditional industry and enhance its
competitiveness internationally (Industrial Policy Review Group, 1992).
PATs have been important because they represented a turning point in the
type of research undertaken in the third-level sector (Lenihan et al., 2004,
p. 21), which is becoming increasingly focused on industry. As PATs were
funded on a competitive basis, this led to an increase both in the quality of
research proposals and research undertaken.

Although expenditure on R&D in Higher Education (HERD) increased
throughout the 1990s from €133 million in 1993 to €294 million in 2001
(Forfás, 2003a), as a share of GNP it has decreased recently, from a high
of 0.33 per cent in 1999 to 0.31 per cent in 2001. This remains below
average levels of HERD in the EU (0.4 per cent) and the OECD (0.4
per cent) in 2001.

Business expenditure on R&D (BERD) As in most other countries,
GERD in Ireland is dominated by industry (68 per cent of total GERD in
2001). BERD investment has mirrored that of GERD, increasing from 0.89
per cent of GNP in 1993 to a high of 1.04 per cent in 1997 before declining
to 0.95 per cent of GNP in 2001.
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Again, this lags considerably behind the EU and OECD, being 78.5 per
cent of the EU average and 60.9 per cent of the OECD average in 2001.
Ireland’s BERD lags even further behind the figures for other economies
with a substantial high-technology sector, such as 2.9 per cent in Sweden,
2.1 per cent in Japan and Korea, and 2.0 per cent in the USA and Finland
(Forfás, 2003b).

Two sectors dominate BERD in Ireland, namely electrical and electronic
equipment (37 per cent of BERD) and software and computer-related ser-
vices (28 per cent of BERD) (Forfás, 2000). These two sectors, together with
pharmaceuticals, instruments, and food, drink and tobacco, accounted for
85 per cent of BERD in 2001 (Forfás, 2003b). Furthermore, BERD is dom-
inated by foreign-owned firms (65 per cent of BERD in 2001). Thus BERD,
measured in absolute terms, is dominated by foreign-owned MNEs mainly
in high-tech sectors. However, R&D intensity – defined as R&D as a per-
centage of sales – is higher for the indigenous sector (0.8 per cent) compared
to the foreign-owned sector (0.6 per cent) (Table 5.4).5 Even in the high-tech
sectors where BERD is dominated in absolute terms by foreign MNEs,
R&D intensity is higher among the indigenous plants.

At the same time, for the majority of sectors, whether Irish-owned or
foreign-owned, relative R&D intensities in Ireland were below OECD levels
in 2001 (Table 5.4). On the other hand, in 1997 and 1999 Irish indigenous
plants had R&D intensities that were higher than OECD levels in half or
more of the sectors. Even in those years, total Irish indigenous industry was
much less R&D-intensive than total OECD industry, but that was because
it was relatively concentrated in low R&D intensity sectors.

Patent activity In Ireland, patenting activity remains low by international
standards (see Appendix Table A3.1). In 2000, triadic patent families per
million population amounted to 11.9 compared to 94.53 in Finland, 91.40
in Sweden and 92.63 in Japan. Where patent applications are made, they
are distributed across the world, with patent applications in 2002 being
made in Ireland (32 per cent), the USA (32 per cent), European countries
(24 per cent) and elsewhere in the world (12 per cent).

Foreign-owned enterprises are much more likely to apply for patents in
the USA than Irish-owned enterprises. For example, in 2001, 53 per cent of
foreign-owned businesses in Ireland that applied for a patent did so in the
USA as compared to only 15 per cent of Irish-owned businesses. In con-
trast, of all Irish-owned businesses applying for a patent in 2001, almost
half (47 per cent) were made in Ireland while only 14 per cent of the foreign-
owned patent applications were made in Ireland. The importance of
foreign-owned multinationals in total patent applications is reflected in
comparisons of cross-border ownership of inventions (see Appendix

164 Fast growth countries



165

T
ab

le
 5

.4
B

E
R

D
 in

te
ns

it
y 

(a
s 

%
 o

f
in

du
st

ry
 o

ut
pu

t)
 b

y 
se

ct
or

 a
nd

 n
at

io
na

lit
y 

of
ow

ne
rs

hi
p 

co
m

pa
re

d 
to

 t
he

 O
E

C
D

se
ct

or
al

 a
ve

ra
ge

,2
00

1

Ir
is

h-
ow

ne
d

F
or

ei
gn

-o
w

ne
d

R
&

D
 

O
E

C
D

 a
ve

ra
ge

 
Ir

is
h 

in
te

ns
it

y
R

&
D

 
O

E
C

D
 a

ve
ra

ge
 

F
or

ei
gn

 o
w

ne
d 

in
te

ns
it

y
R

&
D

 in
te

ns
it

y
as

 %
 o

f
in

te
ns

it
y

R
&

D
 in

te
ns

it
y

in
te

ns
it

y 
as

 %
 o

f
O

E
C

D
 in

te
ns

it
y

O
E

C
D

 in
te

ns
it

y

C
he

m
ic

al
s

0.
4

3.
2

12
.5

0.
1

3.
2

3.
1

T
ra

ns
po

rt
 e

qu
ip

m
en

t
0.

7
4.

5
15

.6
0.

4
4.

5
8.

9
P

ha
rm

ac
eu

ti
ca

ls
2.

3
11

.5
20

.0
1.

2
11

.5
10

.4
In

st
ru

m
en

ts
1.

8
7.

0
25

.7
1.

2
7.

0
17

.1
O

th
er

 m
an

uf
ac

tu
ri

ng
0.

3
1.

0
30

.0
0.

2
1.

0
20

.0
P

ap
er

,p
ri

nt
 &

 p
ub

lis
hi

ng
0.

2
0.

4
50

.0
0.

0
0.

4
0.

0
N

on
-m

et
al

lic
 m

in
er

al
 p

ro
du

ct
s

0.
6

0.
8

75
.0

1.
4

0.
8

17
5.

0
E

le
ct

ri
ca

l &
 e

le
ct

ro
ni

c 
eq

ui
pm

en
t

4.
2

5.
6

75
.0

1.
2

5.
6

21
.4

M
ac

hi
ne

ry
 &

 e
qu

ip
m

en
t

1.
8

2.
1

85
.7

1.
0

2.
1

47
.6

B
as

ic
 &

 f
ab

ri
ca

te
d 

m
et

al
0.

6
0.

7
85

.7
0.

3
0.

7
42

.9
F

oo
d,

dr
in

k 
&

 t
ob

ac
co

0.
3

0.
3

10
0.

0
0.

2
0.

3
66

.7
R

ub
be

r 
&

 p
la

st
ic

s
1.

2
1.

2
10

0.
0

0.
5

1.
2

41
.7

T
ex

ti
le

s/
cl

ot
hi

ng
0.

7
0.

3
23

3.
3

0.
7

0.
3

23
3.

3
W

oo
d 

&
 w

oo
d 

pr
od

uc
ts

1.
0

0.
2

50
0.

0
1.

5
0.

2
75

0.
0

To
ta

l
0.

8
2.

4
33

.3
0.

6
2.

4
25

.0

S
ou

rc
e:

F
or

fá
s 

(2
00

3b
,T

ab
le

s 
3.

1 
an

d 
2.

3)
.



Table A2.7). In 2002, 71 per cent of domestic inventions had foreign own-
ership as compared to only 15 per cent in Finland, and 22 per cent in
Sweden. Therefore, while the overall level of patenting activity is compara-
tively low in Ireland, the patenting activity that does occur is dominated by
foreign individuals and companies.

4.1.2 Competence building
The global context for educational development has been major changes in
the nature of technology and a rising demand for skilled labour (Nickell
and Bell, 1995). In Ireland, inward FDI has added to this demand
(Fitzgerald, 2000), while the growth of private services (which have always
demanded more skilled employees) has also led to much greater demand
for skilled and educated employees.

At the same time, the view exists that linkages between education and
its partners remain relatively disjointed and weak. For example, Smyth
and Hannan (2000) state that – relative to other systems such as the
Netherlands and Germany – linkages between education, training and the
labour market in Ireland are weak. The general nature of education in
Ireland leads to education acting as a ‘signal’ in securing employment with
little correlation between educational attainment and type of occupation.
However, the evidence suggests that investments in education, increased
participation rates and the subsequent rise in educational attainment have
had a positive impact on productivity (Durkan et al., 1999).

This positive effect from domestic investment in education has been rein-
forced recently by a net inflow of migrants into Ireland. Increasing inter-
national flows of students have also increased the dynamism of the Irish
labour market, with increasing numbers of Irish students studying abroad,
and Irish universities attracting increasing numbers of foreign students.6

On average in 1998, OECD countries allocated 5.8 per cent of their gross
domestic product to educational organizations. Educational investments in
Ireland as a proportion of GNP – 5.4 per cent in 1998 – were below this
level and below the level of most Scandinavian countries, although above
the level prevailing in the Netherlands (4.8 per cent of GDP) (OECD, 2003,
pp. 163–9). Nevertheless, levels of investment per student in Ireland were
actually lower than those in the Netherlands – as well as being significantly
lower than those in Scandinavia in each part of the education system.

In terms of participation in education (both full- and part-time), Ireland
performs fairly well in comparative terms; however, Scandinavian countries
have higher proportions of older age cohorts in education than Ireland
(Figure 5.1).

Analysis of graduation rates as a proportion of each age cohort provides
an indication of the performance of the educational system. Ireland has a
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significantly higher proportion of graduates with Tertiary type B
qualifications than other North European countries. At the same time,
however, Ireland has a lower proportion of its population obtaining
Tertiary type A or advanced research awards (Table 5.5). This suggests that
while participation and educational attainment have increased in
recent years, the comparative advantage has mainly come in Tertiary type B
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Source: OECD (2003, Table C1.2 p. 258).

Figure 5.1 Percentage of the population enrolled in full-time and part-time
education by age group (2001)
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Table 5.5 Tertiary graduation rates as percentage of population at each
age, 2001

Tertiary type B Tertiary type A Advanced research 
(1st time graduation) (1st time graduation) programmes

IR 19.0 29.3 0.9
UK 11.5 37.4 1.6
OECD 11.0 30.3 1.1
DK 8.0 38.8 1.0
FI 7.3 40.7 1.8
SE 4.0 29.6 2.7

Source: OECD (2003, Table A2.1).



qualifications. There is still scope to ‘catch up’ with other OECD countries,
and in particular with the Scandinavian countries in terms of graduates
with Tertiary type A and advanced research awards.

In 2000, approximately 22 per cent of graduates in Ireland were in the
sciences, which was an exceptionally high figure among OECD countries,
and 13 per cent were in engineering, which was about the EU average
(Figure 5.2). However, Ireland looks weaker on some related indicators,
since Finland and Sweden have far more S&T PhDs per head of popula-
tion and far more researchers per head of workforce.

4.2 Demand-side Factors

4.2.1 International demand and foreign direct investment
The rapid growth of FDI in Ireland was partly attributable to inter-
national demand. Since Ireland joined the EU in the early 1970s, many
foreign MNEs have chosen Ireland as a location where they can produce
for and sell into EU markets (O’Malley, 1989, ch. 7). The role of EU
demand as an incentive to choose such a location was further enhanced by
the introduction of the Single European Market in the early 1990s
(Enterprise Strategy Group, 2004). Thus EU demand helped to draw FDI
into Ireland, increasing and sustaining innovation.7
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Source: OECD (2003).

Figure 5.2 Science and engineering graduates as a proportion of all
disciplines, 2000
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However, EU demand cannot be the only explanation for FDI in Ireland,
since FDI has been proportionately much greater in Ireland than in Spain,
Portugal or Greece. Other explanations for the scale of FDI in Ireland
include Ireland’s supportive and proactive industrial policies and the devel-
opment of agglomerations or clusters of similar industries (Barry et al.,
1999; Gorg and Ruane, 2000a; Ruane, 2003).

4.2.2 Domestic demand in general
Studies that have considered the effects of domestic demand on enterprises
in Ireland are of two main types. First, a small number of studies have con-
sidered the influence of domestic demand in general, among other factors,
in fostering competitiveness or growth. Second, there are some studies that
have examined the impact of demand emanating specifically from foreign-
owned MNEs on other enterprises in the host economy.

In the first of these categories, studies of three relatively successful
indigenous sectors in Ireland – software, dairy processing and the popular
music industry – are summarized in Clancy et al. (2001). They examined
the role of domestic demand as one of four potential influences that might
have fostered competitive success in these industries – the other three poten-
tial influences being factor conditions, related and supporting industries,
and firms’ strategy, structure and rivalry. They concluded that in various
ways domestic demand conditions had a positive influence in developing
the competitive advantage of these industries, including by means of stimu-
lating innovation. For example, companies in the Irish indigenous software
industry often said that they had been helped to develop new or improved
software products or services by their interaction with sophisticated
local customers – including foreign-owned MNEs. As regards the dairy
processing industry, sophisticated and demanding local customers, such as
large Irish retail chains and foreign-owned MNEs in the food industry,
often pushed the dairy processors to upgrade their standards across
various functions and to improve their cost efficiency. At the same time,
however, with many Irish firms being highly export-oriented and in the
context of a small domestic market, it was quite often the case that foreign
demand had greater influences than domestic demand on Irish firms in
these industries.

4.2.3 Domestic demand emanating from foreign-owned MNEs
It has long been recognized that foreign MNEs in Ireland could be a
significant and expanding market for existing or potential Irish suppliers of
inputs to these firms. In 1985 a policy measure called the National Linkage
Programme was introduced to strengthen linkages between foreign
MNEs and suppliers in Ireland by enhancing the technical and business
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competence of suppliers in cooperation with MNE customers (Crowley,
1996). This policy was quite successful and the foreign MNE sector has
proved to be a source of particularly rapid growth in demand for its sup-
pliers. There is evidence that foreign firms in Ireland have tended to pur-
chase an increasing proportion of their materials locally over time (Gorg
and Ruane, 2000b). Foreign non-food manufacturing MNEs purchased 15
per cent of their material inputs in Ireland in 1988 and this rose to 21
per cent in 1998 (Ruane, 2003; O’Riain, 2004).8

As regards the effect of demand from MNEs on the suppliers’ propen-
sity to innovate, Jacobson and Mottiar (1999) present a case study of the
software manual printing industry in Dublin which shows that, at least in
some cases, there can be a profound effect of this type. They found that a
specialized software manual printing sector ‘came into existence entirely
because of the establishment in Ireland of the software MNEs. The pro-
duction processes, quality control and delivery times have all been deter-
mined by the buyer firms. To be a supplier in this industry, high quality
product on the basis of just-in-time delivery was a prerequisite’ (Jacobson
and Mottiar, 1999, p. 436). In this case, however, the manual printing firms
were eventually left vulnerable to a decline in demand for their specialist
product.

In a study covering all manufacturing, Hewitt-Dundas et al. (2002)
found that foreign MNEs in Ireland represent a potentially important
channel through which world-class knowledge can be transferred to sup-
plier businesses. This is seen in the fact that supplier companies tend to lag
some time behind their MNE customers in the adoption and use of a range
of best-practice management and control systems. On average, Irish sup-
pliers lagged 3.6 months behind their local MNE customers. Hewitt-
Dundas et al. (2002) also examined the nature and intensity of interactions
between MNE customers and their local suppliers that might provide the
basis for knowledge transfer. They found that developmental interactions
between MNE plants and their suppliers were common. For example, 79
per cent of MNE plants had collaborated with local suppliers on product
development. Also, 58 per cent of MNE plants had assisted local suppliers
with quality assurance systems.

The same study asked MNE establishments whether they had
significantly enhanced the performance and competitiveness of their local
suppliers in various respects. Most MNE plants said that they had done so
in all the respects that were specified. For example, 73 per cent of MNEs
said that they had significant impacts on their suppliers’ sales. The per-
centages of MNEs reporting other significant impacts on their suppliers
included: on suppliers’ productivity – 73 per cent; on suppliers’ product
quality – 77 per cent; on suppliers’ service quality – 86 per cent.
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To conclude on the overall influence of demand, domestic demand has
had little effect on foreign-owned MNEs in Ireland, whereas international
demand, especially from the EU, has been a significant factor in drawing
those particularly innovative companies into Ireland. Domestic demand,
including demand emanating from foreign-owned MNEs in Ireland, can
have some quite significant influences on the propensity to innovate among
Irish-owned firms. There is little information available about the role of
public procurement or standards setting in influencing demand and hence
innovation in Ireland. Our impression is that, while there may be specific
examples where public procurement policy has such effects, this does not
appear to be of great significance.

4.3 Provision of Constituents

Previous analyses of the Irish NSI in comparison with ‘best practice’ else-
where have tended to emphasize the weaknesses of the Irish system. For
example, in a report produced for the Science, Technology and Innovation
Advisory Council (STIAC) in 1995, the Circa group observed:

Overall . . . the national science and technology system on the product side is
now largely based on an under-funded university sector and a much rationalised
state sector; it is dispersed, lacks critical mass in many areas and is weakened by
historical neglect and drift. On the ‘user side’ indigenous industry is highly frag-
mented, of small scale and has low innovative capability in general. (STIAC,
1995, p. 44)

Much has been done in recent years, however, to address these issues
through both organizational and policy innovation. Policy development is
discussed in detail in Section 7 below, and we focus here on highlighting the
key organizational and systemic developments.

The lead body in the governance of the Irish NSI is the Office of Science
and Technology (OST) which develops, promotes and coordinates science,
technology and innovation policy. This policy covers all aspects of innov-
ation, including basic research, applied research, industry R&D, technology
transfer, funding for innovation and public awareness of science and tech-
nology (S&T).9 The OST is advised by the Irish Council for Science,
Technology and Innovation (ICSTI), which was established in 1997. This is
an independent body – although funded by government – and comprises 25
experts from industry, academia and public sector organizations. Forfás is
the agency charged with the promotion of S&T in Ireland along with the pro-
motion and development of enterprises. Forfás also provides an input to the
OST and through its operational agencies it implements Irish science,
technology and innovation policy. Three of these agencies are particularly
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important: IDA (Industrial Development Agency) Ireland and Enterprise
Ireland, the agencies for foreign-owned and Irish indigenous industry respec-
tively, and Science Foundation Ireland (SFI). SFI was launched in 2001 with
a budget of €635 million for the period to 2006 to support basic research in
strategic fields relevant to Ireland’s industrial development in biotechnology,
ICT and other areas (STI, 2002). Support for basic research in higher edu-
cation in Ireland is handled by a separate organization – the Higher
Education Authority (HEA). This operates the Programme for Research in
Third Level Institutions (PRTLI) with a broadly similar budget to that of
SFI. The aim of the PRTLI is to enhance the quality and relevance of grad-
uate training in Ireland and to support outstanding researchers.

University expansion has been accompanied by the expansion and devel-
opment of the geographically dispersed regional technology colleges/
institutes of technology. These developments have created a local capacity
for human resource development, technology transfer and business incu-
bation in previously underdeveloped regions of the economy. In the Border,
Midlands and West region, for example, New University of Ireland (NUI)
Galway is the only third-level organization (i.e. university), and the region’s
institutes of technology actually provide the majority of higher education
places (Roper et al., 2003). The development of the institutes of technol-
ogy has helped with population retention, created a local supply of gradu-
ates and provided a focus for business and technology development in those
areas lacking a university campus.

4.3.1 Provision of organizations
Entrepreneurship and business start-ups are the main means through
which new indigenously owned private sector organisations enter the NSI,
although, as indicated earlier, for Ireland inward investment has also been
a key driver of growth. International comparisons of entrepreneurial activ-
ity are provided by the Global Entrepreneurship Monitor or GEM project.
The rate of total entrepreneurial activity (TEA) in Ireland, as measured by
GEM, is the highest of the European countries in this study (Table 5.6).10

Opportunity entrepreneurship was also relatively high in Ireland, as was
high potential TEA. It has been suggested that the buoyant economic envir-
onment in Ireland has been conducive to entrepreneurial activity, and that
‘the personal attributes and cultural supports present within Ireland are
factors which contribute to its relatively high rate of entrepreneurial activ-
ity. The one area of weakness would appear to be in the area of appropri-
ate skills and experience’ (Fitzsimmons et al., 2004, p. 27).11

Evidence from the GEM study suggests that nearly two-thirds of the
entrepreneurial activity in Ireland is concentrated in ‘business services’,
‘consumer services’, retailing and mining and construction (Fitzsimmons
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et al., 2004). Perhaps more important, however, is that ‘the majority of new
ventures being started by entrepreneurs on the island of Ireland are not
innovative, a relatively small but significant proportion of entrepreneurs
throughout the island (13 per cent) believe that they are innovative’ (ibid.,
p. 19). This links into other evidence which suggests that the innovative
dynamic in Ireland is only weakly related to entrepreneurial activity, and
more strongly linked to inward investment, technology transfer, and its
downstream effects (e.g. Roper and Frenkel, 2000; Roper and Hewitt-
Dundas, 2004).

4.3.2 Networking, interactive learning and knowledge integration
Since the Culliton Report of 1992, the notion of innovation networks has
been part of the rhetoric of innovation policy in Ireland. Following the rec-
ommendations of STIAC (1995), a pilot programme on Inter Firm
Cooperation Networks was established in 1997 for an initial six-month
period. This was judged successful but was never developed into a fully
fledged programme. Subsequent network programmes have been largely
skills-based (e.g. Plato, Skillnets) (Forfás, 2004). Despite the lack of specific
initiatives designed to develop innovation networks, levels of innovation
cooperation in Ireland are towards the middle of the range within
Europe, above the Netherlands and Sweden but below Norway and
Finland (Table 5.7). Unlike the other European countries, levels of innov-
ation cooperation in Ireland are higher in services than manufacturing.

In Ireland, innovation cooperation is more common among larger and
externally owned plants (Table 5.8). In addition, marked differences are
evident between different sectors. Sectors with high levels of innovation coop-
eration are: food, drink and tobacco, chemicals, mechanical engineering,
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Table 5.6 International context – 2002

TEA Opportunity TEA Necessity TEA High potential TEA

IR 9.1 7.8 1.4 1.52
NL 4.6 4.0 0.5 0.73
DK 6.5 5.9 0.4 0.96
SE 4.0 3.3 0.7 0.63
NO 8.7 7.4 0.4 1.25
FI 4.6 4.1 0.3 0.72
SG 5.9 4.9 0.9 1.33
KR 14.5 8.6 4.1 2.11
TW 4.3 3.8 0.7 0.89

Source: Wong (2003).
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Table 5.7 Proportion of enterprises with cooperation arrangements on
innovation

Manufacturing (%) Services (%)

IR 38 53
NL 24 24
FI 52 48
SE 34 29
NO 49 37

Source: CIS3, IIP4.

Table 5.8 Percentage of plants in Ireland with innovation linkages by plant
size, sector and ownership

A. By plant size (% of plants)

10–19 23.4
20–99 39.5
100� 59.4

B. By industrial sector (% of plants)

Food, drink & tobacco 45.7
Textiles & clothing 26.8
Wood & wood products 18.4
Paper & printing 29.4
Chemicals 52.9
Metals & metal fabrication 31.0
Mechanical engineering 37.3
Electrical & optical equipment 50.1
Transport equipment 43.6
Other manufacturing 39.5

C. By ownership (% of plants)

Indigenously owned 34.9
Externally owned 49.3

Notes: Figures relate to all manufacturing plants with ten or more employees. Survey
responses are weighted to give representative results.



electrical and optical equipment, and transport equipment. Recent policy
reports have, however, emphasized the need for measures to promote inno-
vation networks (e.g. Enterprise Strategy Group, 2004).

Analysis by type of innovation partner suggests that producer–user rela-
tionships are the most common type of linkage, with 20.8 per cent of plants
collaborating on innovation with clients or customers and 24.7 per cent
with suppliers (Table 5.9). While it might be expected that horizontal innov-
ation linkages would be less common than vertical innovation linkages, the
former are particularly low in Ireland, largely due to industry labs and
private research institutes not being particularly well developed. Industry-
operated labs and private research institutes were among the least common
type of external partners.

Innovation networks have developed organically in Ireland with little tar-
geted policy support. Some successful examples have been identified (see
the case studies in Forfás, 2004), but more could probably be done to
develop the degree of association. This is important because, as Roper and
Love (2004) have shown, Irish firms’ participation in innovation networks
has positive and statistically demonstrable benefits in terms of boosting
levels of successful innovation.

4.3.3 Provision of institutions
Institutions, as understood here, relate to the context of laws, rules, prac-
tices and conventions within which firms in the NSI are operating. In
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Table 5.9 Percentage of manufacturing plants with innovation links to
different firms and organizations

% of plants

Links to:
Other group companies 16.1
Clients or customers 20.8
Suppliers 24.7
Competitors 8.4
Joint ventures 5.5
Consultants 15.1
Government 5.3
Higher education organizations 11.1
Industry labs 5.6
Private research institutes 5.0

Notes: Figures relate to all manufacturing plants with ten or more employees. Survey
responses are weighted to give representative results.



general terms, Ireland is characterized by relatively light regulatory frame-
works by international standards. Bureaucratic burdens on firms are,
however, heavier than those in some other countries. Table 5.10 summarizes
a number of international indicators of this type of measure, with rankings
given in parentheses. In terms of the regulatory burden on firms – both in
general and in labour market terms – Ireland comes out relatively well com-
pared to the other countries considered here. However, in terms of the legis-
lative and bureaucratic burden on firms the comparison is less flattering to
Ireland. Competition legislation seems to impose a significantly more
important barrier to growth in Ireland than in some other countries.

Corporate governance in Ireland largely follows the US and UK model,
although board sizes of quoted companies tend to be smaller (around nine
members) than those in the UK (12–13 members), and interlocking direc-
torships are not as common in Ireland as in some other countries (Brennan
and McDermott, 2002). Despite some tightening up of financial regulation,
auditing and public reporting in recent years (e.g. the establishment of the
Office of the Director of Corporate Enforcement in 2001), doubts remain
over whether Ireland’s ‘light touch’ regulatory approach to corporate gover-
nance continues to be appropriate. Brennan (2006), for example, cites a New
York Times report that refers to Ireland becoming ‘the wild west of European
finance’, and argues that further developments in corporate and financial
legislation are required in Ireland to preserve its position as a desirable loca-
tion for inward investment and international business operations. This view
on corporate governance contrasts with Ireland’s more rapid progress in
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Table 5.10 Summary indicators of regulatory regimes

Burden of Labour market Competition Levels of
regulation regulation legislation bureaucracy

IR 3.7 (2) 5.962 (2) 6.296 (6) 3.96 (4)
DK 3.1 (4) 6.831 (1) 7.485 (2) 5.46 (2)
FI 4.4 (1) 5.205 (4) 8.595 (1) 6.89 (1)
KR 3.0 (5) 2.612 (7) 5.184 (7) 3.00 (7)
NL 2.8 (7) 3.871 (5) 6.839 (3) 3.74 (5)
SE 2.9 (6) 3.379 (6) 6.500 (4) 4.97 (3)

Notes and original sources: Competition legislation, source: IMD World Competitiveness
Yearbook (2003); Burden of regulation, 1 is burdensome, 7 not burdensome, source: World
Economic Forum, Global Competitiveness Report 2002–03; Level of bureaucracy, 1 hinders
activity, 7 does not hinder activity, source: IMD World Competitiveness Yearbook (2003);
Labour market regulations, source: IMD World Competitiveness Yearbook (2003).

Source: National Competitiveness Council (2003).



terms of developing its intellectual property rights (IPR) legislation. Since
2001 Irish IPR law has been consistent with the requirements of the agree-
ment on trade-related aspects of intellectual property rights (TRIPS) and
Ireland is a member of the World Intellectual Property Organization and
party to the International Convention for the Protection of Intellectual
Property. The US State Department argues that this means that Ireland has
‘one of the most comprehensive systems of IPR protection in Europe’.

4.4 Support Services for Innovating Firms

4.4.1 Incubating activities
The European Commission is concerned to increase the level of entrepre-
neurial activity in the EU, and this objective has also been part of the policy
rhetoric in Ireland (see Forfás, 2000), with a particular emphasis on the
need to increase entrepreneurial activity in knowledge-based industries
(Fitzsimmons et al., 2004, pp. 4–8). This reflects both the general percep-
tion that such firms are the most likely to be fast-growing ‘gazelles’ but also
the weakness of Irish support for such firms until very recently. In particu-
lar, although there have been some notable successes, incubation and com-
mercialization services for high-tech start-ups and spin-outs have been
relatively late to develop in Ireland compared to other countries.

Both innovation and enterprise are now seen as key policy objectives in
Ireland, and this is reflected in a plethora of public initiatives. The ‘enter-
prise’ and ‘innovation’ agendas are strongly government- or agency-driven,
with less private sector involvement. For example, levels of public inter-
vention in industrial development are relatively high, with Fitzsimmons
et al. (2004) identifying 44 individual support measures in Ireland for
innovation and enterprise and a further nine measures available on a cross-
border basis (with Northern Ireland). Conversely, GEM reports suggest
relatively low levels of informal investment in entrepreneurial ventures as
well as relatively low levels of more formal venture capital investment.

Both the level of venture capital activity and more formal small business
incubation capacity have developed relatively rapidly in recent years,
however. Across the country many of the institutes of technology provide
foci for business and technology development, often operating incubator
facilities and sometimes providing consultancy and research support to
local firms as well as participating in joint ventures. Most of the universities
also offer a range of technology and business support services to local
firms, which include providing business incubation facilities, as well as par-
ticipating in collaborative research projects with local firms, encouraging
spin-out businesses, and providing access to the resources, expertise and
amenities of the college.
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Although recent developments in incubator activity in third-level col-
leges have been very positive, more mainstream commercialization activ-
ities which might lead to spin-out or start-up businesses remain limited. A
recent study examined the commercialization activities of universities,
institutes of technology and research institutes, and it found that a total of
16 people (on a full-time equivalent basis) are involved in commercializa-
tion activities in Ireland (InterTradeIreland, 2002). Moreover, there was a
very strong bias towards the South and East region which accounted for
15.5 full-time equivalents compared to 0.7 in the Border, Midlands and
Western region.

4.4.2 Financing
As indicated earlier, business R&D spending in Ireland is strongly concen-
trated in larger multinational plants. The largest funding source for this
investment was the firms’ internally generated funds. In 2001, this
accounted for €560.7 million of the €598.1 million invested in R&D by
externally owned firms, with a further €6.0 million coming from govern-
ment funds. For Irish-owned businesses, a larger proportion of R&D
funding came from government, €18.6 million out of €318.7 million, with
€274.8 million coming from firms’ own resources.

The traditional means by which the government has provided support
for R&D and innovation has been selective grants.12 The specific schemes
through which support has been provided have changed over the years,
but there has been a recent trend away from grant support towards equity
in the form of ordinary shareholdings and preference shares (Forfás,
2000). Currently R&D is assisted through the Research, Technological
Development and Innovation scheme and the R&D Capability scheme,
while the Innovation Management scheme supports company training in
R&D management.

In addition to nationally funded innovation support measures, most of
Ireland, excluding Dublin, has also been eligible for EU Structural Funds
support. This has been used to co-fund regional programmes for R&D and
innovation support programmes (see, e.g., Roper et al., 2003).13 Cogan and
McDevitt (2000, p. 11) summarize the key impacts of the Structural Funds
in the area of R&D, and argue that there have been positive impacts in
terms of

● significantly expanding the support available for applied R&D pro-
jects in less well-developed areas;

● stimulating a process of organizational and institutional learning,
enhancing the capability of Ireland to support future R&D and
innovation activity;
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● leading to a disciplined evaluation of policy, something that – they
argue – was missing from policy before this.

Not everyone, however, has been so positive about the impact of EU
support on R&D funding in Ireland. Yearley (1995), for example, suggests
that the scale and pervasiveness of EU support and influence in Irish S&T
policy has a less welcome aspect: ‘Something like the nineteenth-century
pattern may be reasserting itself. Research performed in Ireland may
allegedly be for the good of the country, yet the selection of research is
made outside the country, this time at the European level’ (p. 191).

In addition to the Structural Funds, firms and other organizations in
Ireland have also benefited from participation in the EU Framework pro-
grammes and other collaborative R&D projects such as Esprit (the EU IT
programme). Grimes and Collins (2003), for example, note the impact of
participation in the Esprit programme in terms of formalizing previously
informal technology networks and strengthening the technology linkages
between Ireland and other EU countries.

Evaluations of technology programmes in Ireland have generally high-
lighted relatively high levels of additionality and leverage of additional
private investments in R&D and innovation (e.g. Roper, 1998). Evidence
from a recent paper by Roper and Love (2004) also suggests that innovation
success in manufacturing firms is strongly related to R&D activity in
the company, networks both within and outside the supply chain, and inter-
mediate skills. Also statistically significant and positive is grant support
for product innovation and the level of capital investment in the firm.
Both factors provide support for a significant policy effect working
through specific grants for R&D and innovation and through stimulating
investment.14

4.4.3 Provision of consultancy services
Consultancy and advisory support for innovation in Ireland is widely avail-
able from public, higher education and private organizations. In part, this
reflects participation in pan-European initiatives such as the Innovation
Relay Centres, but it also reflects attempts to provide support for innov-
ation, particularly among indigenously owned and smaller firms. As part of
this policy, Enterprise Ireland provides a range of advisory and consultancy
services to industry on a contract – and often subsidized – basis to help firms
identify, implement and optimize new technologies. A particular focus in
recent years has been assistance with environmental impact assessments and
the development of environmentally friendly products. Enterprise Ireland
provides a range of information, advisory and environmental audit services
for small and medium-sized enterprises as well as maintaining a specialist
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environment awareness website (www.EnviroCentre.ie). In addition,
financial support is available for developing environmental management
strategy to the ISO14001 standard, as is support for the development of
environmentally superior products.15

Universities also offer consultancy and technology transfer services to
local firms. NUI Galway, for example, has an innovation centre that pro-
vides eight nursery units as well as access to the resources, expertise and
amenities of the college. The Galway campus also hosts the International
Services Park, established in partnership with IDA Ireland. Also poten-
tially important in terms of technology diffusion are other organizations
such as the six innovation centres – part of the EC-BIC network – that
operate throughout Ireland. These centres provide a range of training and
business services with the aim of contributing to the development of inno-
vative capacity among indigenous enterprises. In the Border, Midlands and
Western region, WESTBIC, for example, operates through a series of seven
local offices providing advisory, training and informational services (Roper
et al., 2003). In the South and East region, innovation centres are based in
Dublin, Cork, Waterford and Limerick. Other, more recent, initiatives
related to knowledge diffusion include the Technology Transfer Initiative,
a collaborative scheme being operated by University College Cork (UCC),
NUI Galway and University Limerick (UL) with the aim of encouraging
smaller firms to include an element of R&D in their operations (see, e.g.,
www.technologytransfer.ie).

4.5 Summary of the Main Activities Influencing Innovation

Overall, expenditure on R&D in Ireland continues to fall below that of
other countries with a similar industrial (high-tech) structure. This reflects
a genuine underinvestment in R&D, although in the case of Irish indigen-
ous industry it also reflects the relative concentration of indigenous indus-
try in low R&D-intensity sectors. In absolute terms, business R&D
spending is dominated by externally owned companies – mainly in the high-
tech sectors. However, when measured in terms of R&D intensity (R&D as
a percentage of sales), foreign-owned companies in Ireland actually tend to
be less R&D-intensive than Irish-owned companies in the same sectors,
and far less R&D-intensive than OECD companies. Irish-owned compa-
nies, and some of the more ‘traditional’ sectors, sometimes have quite high
levels of R&D intensity compared to OECD levels in the same sectors.

Levels of education investment in Ireland remain below those of the
Scandinavian countries expressed both relative to GDP and on a per capita
basis. Participation in education, particularly among older age cohorts, is
lower than in Scandinavia, although broadly in line with the OECD
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average. Graduation rates for higher-level tertiary qualifications also
remain relatively low by international standards, although there is a strong
bias within the higher education system towards science graduates.

Domestic demand has had very little influence on the foreign-owned
MNEs, which are very important in Ireland. However, domestic demand
can have some quite significant influences on the propensity to innovate
among Irish-owned firms. In particular, there is evidence that domestic
demand emanating from foreign-owned MNEs can enhance innovation
among suppliers in Ireland.

Previous analyses of the Irish NSI in comparison to ‘best practice’ else-
where have tended to emphasize the weaknesses of the Irish system, at least
up to the mid-1990s. However, innovation has been moving closer to the
top of the industrial development agenda in Ireland, and this has been
reflected in increasing maturity of the innovation support regime.

5 CONSEQUENCES OF INNOVATION

Evidence on the consequences of innovation in Ireland is available at both
the enterprise and macroeconomic levels. Both are reviewed here, for as
Cassidy (2003) remarks: ‘Generally speaking, improvements in productiv-
ity are realized at the level of the firm; economy wide productivity levels
(growth rates) are, therefore, primarily an aggregation of the productivity
levels (growth rates) of individual firms’ (p. 83).16

5.1 Plant-level Evidence

Roper and Love (2004) report results derived from the Irish Innovation
Panel and found that, on average, plants in Ireland derive about one-sixth
of their sales from products that were newly introduced. Using this
measure – the proportion of sales derived from innovative products – as an
indicator of a plant’s innovation success, they found a strong positive link
between product innovation success and business growth. Immediate pro-
ductivity impacts were negative, however, due to disruption effects,
although longer-term productivity effects were positive. Process innovation
had a more immediate and enduring productivity benefit. These results
imply that the relatively high incidence of innovation success in Irish firms
noted earlier is likely to be making a positive contribution to enhanced pro-
ductivity and sales growth.

Kearns and Ruane (1998 and 1999) used plant-level data provided by
Forfás to examine some effects of R&D performance and innovation on
plants.17 Kearns and Ruane (1998) found that technological activity within
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plants is an important determinant of their probability of survival. They
focused on indigenous manufacturing plants that existed in Ireland in 1986
and found that technologically active plants had higher probabilities of sur-
viving until 1996 than comparable plants that were less technologically
active. This higher survival performance held true with respect to several
different variables that were used to measure ‘technological activity’,
namely scale of R&D, R&D intensity and sales of innovative products
developed within the plant. Kearns and Ruane (1999) found that foreign-
owned MNE plants that undertook R&D in Ireland were likely to survive
in Ireland for longer than MNE plants that did not undertake R&D. They
also found that job losses were lower and job persistence was greater among
R&D-active MNE plants than among those that did not undertake R&D.

In general, therefore, the plant-level evidence for Ireland suggests that
innovative plants are growing faster, have higher productivity and have
greater longevity than non-innovating plants. As the evidence reported
earlier suggests a relatively high incidence of innovation activity in Ireland
by international standards, this is likely to be a positive contributor to
national economic performance. It is difficult, however, from the micro-
economic evidence to make any assessment of the macro-impact of these
effects. Here, evidence from macroeconomic studies is more appropriate.

5.2 Aggregate Economic Performance

Consistent with the idea that innovation has a significant influence on eco-
nomic performance, Ireland has had relatively fast industrial growth com-
pared to other European countries. Thus Ireland’s share of EU industrial
production rose from 0.9 per cent in 1991 to 2.1 per cent in 2001. This was
not simply an effect of foreign-owned MNEs in a limited range of high-tech
sectors. Ireland’s share of EU industrial production increased in every indi-
vidual sector except textiles, clothing and footwear. In addition, Irish
indigenous industry, without the foreign MNEs, increased its share of EU
production from 0.41 per cent to 0.44 per cent in 1991–2001, and it increased
its share in a large majority of individual sectors (O’Malley, 2004).

Research on the sources of growth in Ireland – and the importance of
innovation – in this process is relatively underdeveloped. Growth account-
ing studies such as Felisberto (2003), however, have concluded that Irish
growth over the 1990s has been dominated by total factor productivity
(TFP) growth: ‘Factors such as increased labour productivity and
efficiency, use of labour in an intensive way and foreign investment (whose
repercussions are spread to the whole economy and through time)
have largely been contributing to Irish productivity growth’ (p. 1). More
specifically, Felisberto (2003, p. 25) suggests that half of Irish productivity
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growth over the 1960–2002 period is accounted for by increases in capital
and labour inputs, with half being due to TFP growth.18 Recent EU studies
also place a similar weight on the growth in manufacturing productivity in
Ireland. Of labour productivity growth of 8.4 per cent from 1996 to 2000,
for example, 7.3 percentage points were attributed to growth in manufac-
turing productivity in Ireland compared to 0.7 percentage points of total
growth of 1.7 per cent in the EU (EU Commission, 2003, p. 86). Hence
Cassidy (2003), in his recent review of Irish productivity growth, concludes
that ‘Ireland’s superior productivity performance in manufacturing has
been largely a consequence of two factors, namely higher productivity
growth in the high-technology sectors than the European average and also
a greater degree of specialisation in these sectors’ (p. 93).19

ICT expenditure has also contributed more positively to growth in pro-
ductivity in Ireland than in the majority of other EU economies. Daveri
(2002), for example, examines the impact of ICT investment on productiv-
ity. While ICT spending in Ireland has been broadly in line with that in the
EU as a whole, Daveri (2002) concludes that for Ireland, ICT capital added
0.35 percentage points to the growth in GDP per man-hour through the
later 1990s in addition to adding 0.59 percentage points to TFP growth.
Only three EU countries (Ireland, Portugal and Greece) experienced posi-
tive growth effects from ICT through both effects.

6 GLOBALIZATION

It is clear that aspects of globalization have played a major part in shaping
Ireland’s economy and its NSI. This was seen in the 1960s and 1970s, when
the move from a protectionist policy to free trade opened the economy to
an increase in imports and presented new opportunities to export. Since
1973 this more open international trade environment has been governed by
Ireland’s membership of the EU, which has also had other impacts on
Ireland’s laws, policies and attitudes. From being largely internally ori-
ented, and to some extent UK-oriented, Ireland has become much more
aware of, and influenced by, the wider world.

The aspect of globalization that we have focused on most in reviewing the
period since the early 1990s is FDI, specifically FDI coming into Ireland,
since this has been a major influence on the economy and the NSI. The
reasons why so many foreign MNEs have invested in Ireland have shifted
over time. Relatively low labour costs (by Western European standards) are
no longer an incentive for FDI, although they used to be. More enduring
reasons for FDI have been Ireland’s ready access to EU markets, low tax on
profits (probably the single most important factor), the availability of skilled
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labour required by many of the most rapidly growing industries, an English-
speaking population (attractive to US companies), proactive industrial pol-
icies that sought out desirable industries and companies, and the consequent
development of clusters of similar and related industries.

Note that in saying that the availability of skilled labour was an import-
ant attraction for FDI, this is not a matter of claiming that the Irish system
of education and training is much superior in quality to that in other
European countries. Rather, the point is that the system usually – and quite
deliberately – managed to produce enough people with the skills required by
the most rapidly growing industries, while shortages of the skills concerned
occurred more commonly elsewhere. In addition, a contribution to the
quality of the labour force in Ireland since the early 1990s was the return of
many former emigrants who had acquired experience and skills abroad.

Inward FDI in Ireland contributed directly to the growth of employ-
ment, production and exports, and it had quite a significant influence in
terms of developing purchasing linkages. FDI also had significant effects
on the innovation performance of Ireland – partly because the MNEs con-
cerned have often been particularly innovative companies themselves, but
also because they have given rise to knowledge spillovers affecting innov-
ation in the host economy, as discussed in Section 4.2, for example.

7 STRENGTHS AND WEAKNESSES OF THE
SYSTEM AND INNOVATION POLICIES

7.1 Strengths and Weaknesses

Our analysis of the Irish case suggests a paradox. On the one hand, the
analysis of its internal capabilities suggests a system that is not particularly
strong in some respects, and that is clearly well behind international best
practice in other respects. Levels of R&D investment, in particular, are far
below those in the Scandinavian countries, while investments in skills are
somewhat lower than international best practice. On the other hand, evi-
dence from CIS1 and particularly CIS2 (e.g. Roper and Hewitt-Dundas,
2003), and material reviewed earlier, emphasize the strengths of the innov-
ation and economic outputs from Ireland. In particular, Ireland tends to
lead most of the benchmark countries both in the extent and quality of
innovation achieved and in terms of productivity and economic growth.

As indicated earlier, a major factor in explaining this apparent contra-
diction is inward technology transfer, which has accompanied inward
investment to Ireland over the last three decades. It is this – largely undoc-
umented – inward technology transfer, from mainly US technology
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companies, that provides much of the current strength of the Irish NSI. In
effect, a good deal of innovation takes place in Ireland that owes relatively
little to local technological capability.

The creation and development of this dynamic of innovation based on
inward technology transfer has not, however, been a random event.
Instead, it has been the result of a systematic and effective policy of ‘innov-
ation by invitation’ adopted by the development agencies (Roper and
Frenkel, 2000). A key element of this has, of course, been the attraction of
inward investment, but also important have been other measures designed
to embed inward investors within the Irish economy, strengthen local link-
ages and build clusters of interrelated companies.

This ‘strength’ of the Irish NSI has also brought with it, however, an
important dependence on the global economy and the willingness of exter-
nal companies to continue to transfer technology to Ireland (see Yearley,
1995 for a general discussion). This is neatly illustrated by the time profile
of innovation in Ireland over the 2000–2002 period, when innovation levels
fell sharply as a result of the global downturn.

Apart from the major impact of FDI and inward technology transfer, it
was also indicated (in Section 3) that firms in Irish indigenous industry tend
to be quite active innovators compared to firms in the other European
countries, while Irish indigenous industry has also grown faster than EU
industry in most sectors (Section 5). By way of explanation for this, it is
worth noting, first, that the level of R&D expenditure in indigenous indus-
try is not really as inadequate as it may appear. Rather, the low level of
R&D expenditure in indigenous industry at the aggregate level is quite
largely due to the fact that indigenous industry is relatively concentrated in
naturally low R&D-intensity sectors. Taken sector by sector, Ireland’s
R&D intensity has tended to be broadly comparable to, or at least not very
far behind, OECD levels. Second, there are indications that the innovation
and growth performance of Irish indigenous industry has benefited from
interactions with advanced foreign-owned MNEs (e.g. Section 4.2). Third,
compared to the other European countries, it seems that Ireland has a rela-
tively strong regime of financial assistance and other state services for
enterprises that have been an important strength of the system for indigen-
ous industry (see also O’Riain, 2004).

Despite these remarks about indigenous industry, it should be recognized
that a continuing weakness of the Irish NSI is that a significant amount of
manufacturing capacity remains in smaller firms in the traditional sectors.
These firms – in common with similar companies elsewhere – face consid-
erable challenges in absorbing and implementing new technologies and
innovation. Improving the innovation capability of this group of firms
remains a challenge.
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7.2 Summary and Evaluation of the Innovation Policy Pursued

Little attention was paid to the role of S&T in the Irish economy until the
1960s. Then the report ‘Science and Irish Economic Development’ (Howie
et al., 1966) said that ‘industrial research is relatively non-existent’ and that
much of it was ‘plant and process adaptation development and barely
merited the title research and development’. Following that report, the gov-
ernment established the National Science Council to advise on policies for
research, development and technology. Grants to assist R&D in industry
were introduced in 1969.

In the early 1970s, Cooper and Whelan (1973) pointed out that business
expenditure on R&D in Ireland was very low compared to other OECD
countries, and argued that the growth of industrial output and exports in
Ireland had not depended to any significant extent on Irish R&D (Cooper
and Whelan, 1973; Science Policy Research Centre, 1973; Yearley, 1995).
During the 1980s, S&T issues were drawn more into the mainstream of
industrial policy following a series of official reports.20 By the end of the
1980s, in addition to the previously existing R&D grants, new policy mea-
sures had been introduced, including technology acquisition grants, subsi-
dized ‘technology audits’, subsidized placement of S&T personnel in
companies and a variety of measures to strengthen S&T in third-level col-
leges and their links with industry.

A number of further policy steps in the 1990s reflected greater recogni-
tion of the economic importance of S&T. In 1994, STIAC was established
to assess policies, objectives, structures and components of the national
S&T system (see Quinlan, 1995). The Council’s report (STIAC, 1995)
stressed the importance of the concept of the NSI. That report led to the
publication of Ireland’s first government White Paper on Science,
Technology and Innovation in 1996, which led, in turn, to the establishment
of a permanent organization, ICSTI. ICSTI’s mandate is to advise on the
direction of S&T policy, including higher education, technology and R&D
in industry, financing of innovation and public awareness. More recent
policy developments have sought to strengthen the indigenous innovative
capability of Ireland through an upgrading of HEI investments in R&D,
and measures designed to leverage higher levels of private R&D spending
and to develop new R&D capabilities. This should lead – in the longer
term – to greater indigenous innovation capability.

7.3 Future Innovation Policy

Four key themes seem set to dominate future innovation policy in Ireland.
First, continuing investments in increasing Ireland’s knowledge-generating
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capability seem essential, bringing Ireland’s R&D investments more in line
with those of its leading international competitors and at the same time
reducing its dependence on inward technology transfer. This strand of
innovation policy has two main elements – investment to increase the
knowledge creation capability of Ireland’s higher education sector and
public initiatives to develop knowledge generation capability within private
sector organizations. In terms of universities, a key development has been
the establishment of SFI, which is investing €646 million between 2000 and
2006 in research teams, university and collaborative research centres, pri-
marily in ICT and biotechnology. The model for SFI is the US National
Science Foundation (NSF), and the SFI Director General, Bill Harris, was
formerly Director of the Mathematical and Physical Sciences Division of
the NSF. SFI has worked by providing large-scale grant funding for exist-
ing areas of Irish research excellence, establishing research partnerships
with major international companies (including Intel, Procter and Gamble,
Wyeth, Bell Labs, HP, and Medtronic) and attracting leading researchers
to Ireland to head new research institutes (SFI, 2005). This reflects acade-
mic research such as that by Zucker et al. (1998a and 1998b), which empha-
sizes the role of such academic ‘stars’ as the key conduit of knowledge from
laboratory to marketplace.

It is too early at this point to evaluate even partially the impact of the
SFI initiative, but it is clear that through SFI and other initiatives levels of
both public and private R&D investment in Ireland are increasing.
Questions remain, however, about the extent to which these developments
will feed through into increased innovation activity, particularly in Irish
SMEs. Some authors have, for example, doubted the relevance of some
SFI-supported research to such firms, while others have focused on Irish
universities’ limited historical commitment to commercialization (e.g.
InterTradeIreland, 2002), and limitations in the absorptive capacity of
Irish SMEs, in particular (e.g. Forfás, 2005). Alongside the developments
in Ireland’s university system, therefore, capacity upgrading in Irish
SMEs is also a clear priority not only to boost their in-house knowledge-
generating capacity but also to increase absorptive capacity (e.g. Veugelers
and Cassiman, 1999). In this respect it is hard to disagree with the diagno-
sis of Forfás (2005) that stresses the need to strengthen Irish SMEs’ aware-
ness, intelligence-gathering and network capabilities as well as their internal
human resources and learning capabilities.

The second major theme in future innovation policy in Ireland is likely to
be the closer fusion of Ireland’s search for inward investment and its devel-
opment of an innovation agenda. In particular, in alliance with SFI, this
suggests an emphasis on the attraction of the R&D and innovation func-
tions of firms with an existing manufacturing or service facility in Ireland
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as well as new R&D activities of new inward investors. This is, of course,
not a new agenda. Indeed, as IDA Ireland points out, over 300 externally
owned firms already have some R&D based in Ireland, and this activity
accounts for two-thirds of all business R&D spend in the country. The scope
for Ireland to increase this level of R&D activity by multinational firms
is likely to increase in future years as R&D internationalization itself
increases. The international ‘marketplace’ for such developments, however,
is also likely to become increasingly competitive, with Ireland facing strong
competition for mobile R&D and innovation projects from Eastern Europe
and the Asian economies. Initiatives such as SFI, and recently introduced
tax credits for R&D activity, are both likely to increase Ireland’s attractive-
ness as a potential location for internationally mobile R&D.

A third theme in future innovation policy in Ireland is likely to be an
increasing emphasis on developing innovation capability in Irish service
sector businesses. This reflects services’ role as the dominant growth sector
in terms of both wealth creation and export earnings. Recent work under-
taken for Forfás, for example, has emphasized the challenges and potential
rewards of policy devoted to boosting service innovation in Ireland. In par-
ticular, the study emphasized the relatively low proportion of innovative
firms in the tradable services sector in Ireland – at least compared to
manufacturing – and the potential export and export-enabling role of
knowledge-based services. The study also emphasized, however, the weak-
ness of the existing evidence base on the Irish service sectors as well as the
diversity of innovation processes in different service sectors (see also
Gallouj, 2002). A key issue, therefore, in this area of Irish innovation policy
is strengthening the knowledge base to enable the design and implementa-
tion of effective evidence-based policy measures. Data from the fourth EU
CIS will contribute to this process but more specific assessments of inno-
vation processes in the service sector are also likely to be necessary.

Finally, as the NSI in Ireland becomes more knowledge-rich, measures
designed to promote knowledge diffusion and adoption will increase in
importance, with the aim of maximizing the local economic benefits of tech-
nology investments. One element of this, discussed above, would be efforts to
develop the absorptive capacity of individual enterprises. Other measures are
likely to focus on network development, encouraging stronger association
particularly between knowledge-generating and knowledge-applying organ-
izations. This is one area where policy in Ireland has lagged significantly
behind international best practice in Sweden and Denmark, for example,
where network development and a systemic approach to the development of
the NSI have been adopted (e.g. Forfás, 2004). Key policy initiatives in
Ireland are likely to include prioritizing network development as a focus of
innovation policy, with related skill development, developing financial

188 Fast growth countries



incentives to encourage collaborative R&D and innovation projects, and
encouraging enhanced cooperation between higher education organizations.
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NOTES

1. See O’Malley (1981) or O’Malley (1989, ch.3) for a discussion of explanations of the
experience of Irish industry in the nineteenth century.

2. For further details on policies and economic developments at this time see Kennedy,
et al. (1988), Girvin (1989) and O’Malley (1999).

3. These rapidly growing industries mainly produce ‘high-technology’ products (even in the
paper products, publishing and printing sector, the major growth area has been produc-
tion of software included in that sector). See O’Malley and Roper (2003) for further
details on trends discussed in this section.

4. Despite the significant increase in intramural expenditure by government, this still
lagged behind the EU (0.25 per cent of GDP) and the OECD (0.24 per cent of GDP).

5. The only exception to this is the non-metallic mineral products and wood and wood
products sectors, where R&D intensity is higher for the foreign-owned sector.

6. In 2001, 4.93 per cent of third-level students in Ireland’s universities were foreign. This
percentage is higher than in Finland, Netherlands or Norway, yet lower than in
Denmark, Sweden or the UK. Source: OECD (2003, Table C3.2, pp. 282–3).

7. Since foreign-owned industry in Ireland exports over 90 per cent of its output, Irish
domestic demand could have had little or no influence on that part of industry. This is
an important point since foreign-owned firms in Ireland accounted for 78 per cent of
manufacturing gross output and 48 per cent of manufacturing employment by 2000
(Census of Industrial Production).

8. However, van Egeraat (2002) finds that, at least in the case of the microcomputer indus-
try, this type of data can overstate the level of purchasing from producers located in
Ireland since part of it can be purchasing of imported products from specialist distri-
bution companies that are located in Ireland.

9. Department of Enterprise, Trade and Employment website, accessed 15 December 2003.
10. The TEA rate is the percentage of the adult population who are involved in the start-up

process or engaged as owner-managers of firms less than 42 months old.
11. Other aspects of the environment for entrepreneurship in Ireland largely reflect those

existing elsewhere, with experts stressing a lack of start-up finance, deficiencies in gov-
ernment programmes, poor entrepreneurship education and in Ireland, at least, poor
physical infrastructure (Fitzsimmons et al., 2004, pp. 24–34).

12. In addition, firms in Ireland also benefit from fiscal incentives, which have been an impor-
tant element of the incentive package for inward investment. The corporation tax rate is
currently just 12.5 per cent. R&D tax credits were also introduced in Ireland in 2003.
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13. A range of case studies illustrating the co-funding principles adopted by the Structural
Funds in Ireland is available at: http://www.csfinfo.com/htm/case_studies/case_
study_00_06.htm.

14. The positive effect of the policy variable is reassuring but requires some care in inter-
pretation. In particular, the estimate will give an unbiased indication of the effect of
grant support only if support is randomly distributed across the population of plants.
For example, if product development assistance were targeted at firms more likely to be
successful innovators even without assistance, the variable would overestimate the true
assistance effect.

15. A useful gateway to information about the Irish development agencies including
Enterprise Ireland is provided by www.forfas.ie.

16. Other studies, however, have considered the wider implications for Irish society of the
information economy (e.g. Grimes, 2003; Grimes and Collins, 2003).

17. Of course, R&D is not the same thing as innovation, but they are related. Roper and Love
(2004) found that plants’ R&D intensity has a strong positive effect on their innovation
success in the sense outlined above.

18. By contrast, in Portugal she attributes almost all of the growth in aggregate productiv-
ity to an increase in factor inputs. Notably, however, Felisberto (2003) shows no aware-
ness of the potential importance of the transfer pricing issue in the case of Ireland.

19. Indeed, whether one looks at GDP per capita, GDP per person employed or GDP per
hour worked, since at least the late 1980s Ireland has generally had faster productivity
growth than the Nordic countries or the Netherlands (see Appendix Table A2.9).

20. That is, the review of industrial policy by Telesis (1982) and the National Economic and
Social Council (1982) and the subsequent White Paper on Industrial Policy (1984).
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6. From trade hub to innovation hub:
Hong Kong
Naubahar Sharif and Erik Baark

1 INTRODUCTION

In recent years Hong Kong has gone some way towards regaining its trad-
itional position as the key transit point for exchange of both goods and ser-
vices between China and the international economy. Sophisticated and
reliable intermediary services occupy a key role in maintaining this status,
and Hong Kong’s future apparently turns on the capacity of its intermedi-
aries to maintain a considerable share of business within Asia and between
it and the global economy (Meyer, 2000, p. 247). As a trade hub linking
China with global markets, Hong Kong’s position in Asia has been
unrivalled.

Hitherto, technological innovation in Hong Kong has however not been
regarded as an important element of Hong Kong’s developmental experi-
ence, and the few studies that have addressed the issue have emphasized the
laissez-faire policies that have characterized the industrialization process in
Hong Kong (e.g. Hobday, 1995). Hong Kong’s entrepreneurs have been
adept at exploiting available technology from the international market, but
they have not generally carried out R&D for the purposes of creating pro-
prietary technology on their own (Davies, 1999). For this reason, techno-
logical innovation has only recently begun to attract serious attention in
Hong Kong, where the government in 1998 launched a new strategy in
pursuit of knowledge-intensive economic growth.

Our point of departure for this report is that the transition to a new
position as an innovation hub for China presents new challenges for its
national system of innovation (NSI). In building its capabilities in innov-
ation and technology development (including organizational and service
innovations), Hong Kong can take advantage of the skills it acquired as
a trading hub, combine them with the strong basic research capabil-
ities contained in its universities, and apply them in order to become
an innovation hub between the Pearl River Delta (PRD) and the rest of
the world.
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Following the return of Hong Kong to Chinese sovereignty and the
Asian financial crisis of the late 1990s, the territory must further leverage
its unique position as a gateway that provides high value-added services to
global production chains linking China and the world. This task requires
improvements in the R&D intensity of many sectors in Hong Kong’s
economy and the strengthening of innovative activities in the private sector.
Accordingly, the Hong Kong government has adopted a more proactive
approach to maintaining and further developing its competitiveness. The
momentum of ongoing integration with the Chinese economy means that
organizations in Hong Kong will increasingly locate many innovative activ-
ities on the mainland. For this reason, linkages with regional and global
systems of innovation (SI) remain a key priority for Hong Kong.

2 MAIN HISTORICAL TRENDS

The Hong Kong story makes a fascinating tale of how what was a barren
rock 150 years ago has emerged as a dynamic and vibrant world city.1 In
reality, Hong Kong’s phenomenal economic growth has transpired over a
shorter period covering the last four or five decades. Nevertheless, the foun-
dation was laid over a longer period.

2.1 Early Twentieth Century

Studies of Hong Kong’s economic development in the early part of the
twentieth century have shown that a combination of informal institutions
and state initiatives supported industrialization, relying primarily on small-
scale manufacturers linked in familial or ethnic networks and connected
with expanding markets for relatively low-technology products in China,
South-East Asia and Europe/the USA (Clayton, 2000). Official British
colonial history, reflecting primarily the perspective of the major British
‘Hongs’ or trading houses, which had little commercial interest in manu-
facturing and instead emphasized the promotion of the entrepôt trade, has
largely neglected the growth of such industries in Hong Kong (Loh, 2002).2

2.2 The Cold War Period – 1950s to 1970s

The overthrow of the Kuomintang (KMT) regime of General Chiang Kai
Shek in 1949 by the founders of the current government of the People’s
Republic of China (PRC) led to an exodus of about one million Mainland
Chinese to Hong Kong. The people of Hong Kong, including its migrants,
thus grew up and developed in a community that had Chinese roots but a
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British administration. These migrants, in turn, accelerated the establish-
ment and growth of manufacturing industries that further expanded Hong
Kong’s traditional role as an entrepôt. In the face of the declining power of
the KMT in China, Shanghai textile barons transferred enormous amounts
of capital and managerial expertise in textile manufacturing to the colony
(Wong, 1988). Today it is estimated that over half of Hong Kong’s more
than 7 million citizens are descendants of post-1949 migrants.

2.3 The Opening of China – 1980s and 1990s

Given Hong Kong’s singular position as a British Crown colony on the
doorstep of the most populous country in the world, politics naturally
shaped its NSI significantly. In this respect the two most significant events
around 1980 were the modernization programme that the late Chinese
leader Deng Xiaoping promulgated in 1978 and discussions between the
Chinese and British governments that opened in 1982 over the future of
Hong Kong. The latter negotiations ended in 1984 with the signing and
ratification of the Sino-British Joint Declaration stating that Hong Kong
would become a Special Administrative Region (SAR) of the PRC and that
Hong Kong’s capitalist system and ‘way of life’ would be preserved for 50
years. The ‘one country–two systems’ framework under which Hong Kong
is presently governed was subsequently enshrined in the ‘Basic Law’, the
present constitution of the HKSAR.

2.4 From Crown Colony to SAR

As Hong Kong approached its return to China in 1997, it was proudly
boasting that no other society had more experience in investing and pro-
ducing in China. Indeed, since the mid-1980s Hong Kong has been the
largest source of foreign direct investment in China, and although the
exact figures are impossible to determine, various statistical sources esti-
mate that Hong Kong’s contribution to realized foreign investment in
China comprised by 1994 about two-thirds of the total (Berger and
Lester, 1997, p. 5). It is on this basis that Enright et al. accurately describe
how Hong Kong’s historical role as a city of departure from China has
laid the foundation for a reverse flow of business investments during the
1990s not only back to Hong Kong, but also to Mainland China through
Hong Kong. They claim that this has ‘helped Hong Kong become the de
facto capital of the 50 million or more overseas Chinese who today play
such an important role in the economic modernization of the Asian
region and in the reconstruction of China’s market economy’ (Enright
et al., 1997, p. 7).
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The economic impact is considerable, since overseas Chinese investors –
often Hong Kong companies or investors operating out of Hong Kong –
now employ at least 14–15 million people in China. It is equally important
that the migration of production facilities to the PRD in many ways repre-
sented growth, rather than decline, in Hong Kong’s engagement in manu-
facturing. For political reasons such growth was however categorized as
outside the territory even if it was, from a historical perspective, a reinte-
gration into Chinese markets. This has also benefited the service industries
in that most of the migration spurred further growth and increased the
sophistication of producer business services (Tao and Wong, 2002). In
establishing and upgrading these networks, Hong Kong firms have
exploited their traditional strategies of imitation and followership, while
emphasizing the development of organizational know-how rather than
formal R&D for new products.

In summary, since the handover, Hong Kong and China – the PRD in
particular – have entered a phase during which economic and political ties
between the two have strengthened and the scope for collaborative innov-
ation has widened.

3 INNOVATION INTENSITY

The data provided to indicate the propensity to innovate in Hong Kong are
derived from an innovation survey administered in 2002 and 2003 accord-
ing to criteria and specifications formulated by the Census and Statistics
Department. This is a secondary source that does not conform to the
precise requirements of the present comparative study of national SI, and
such discrepancies should be kept in mind when interpreting the data.

Knowledge-intensive business services (KIBS) generally shows the great-
est commitment to innovation and R&D activities, with manufacturing
second, finance third and trade the least committed (see Table 6.1). Since
the initiation of the open-door policy of China, Hong Kong has become
an international financial centre as well as the service and information hub
of Asia. The category of trade includes many firms that have manufactur-
ing facilities in the PRD, while the Hong Kong office is responsible for plan-
ning, marketing and development. This relationship between Hong Kong
and southern China is often described as qian dian hou chang (Hong Kong
as the shop front and China as the factory at the back).

It is interesting that the figures for turnover due to products new to the
firm demonstrate that the trade sector takes the largest advantage of new
products. KIBS and manufacturing are in the second and third positions,
respectively, although they commit more resources to innovation and R&D
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than trade does. Most probably the reasons for the high proportion of new
products in the trade sector are related to extensive subcontracting of new
products to manufacturing in the mainland, with or without local R&D. In
other words, many of the Hong Kong firms categorized under the trade
sector are in fact undertaking the manufacture of new products in the
mainland on behalf of clients overseas – where most of the R&D related
to these new products were carried out by the overseas clients, not by the
Hong Kong firm.

For the turnover due to ‘new-to-the-market’ products, KIBS is slightly
ahead of trade while manufacturing remains third. This means that
firms in the KIBS sector are likely to be launching more original new
service products than those offered by trading companies. These figures
also remind us that Hong Kong, with its information-intensive
service industry, makes its living by providing services to an international
clientele.

Compared with other small economies, the figure for the share of Hong
Kong firms introducing new-to-the-market products – 0.0461 compared
with an average of 0.3426 for small European countries – indicates that
Hong Kong has performed poorly in product innovation. Only the
finance sector has a proportion of firms introducing new-to-the-market
products that is comparable to those of European countries. The relative
weakness of product innovation recalls the popular wisdom about Hong
Kong’s economy that the territory is good only at reproducing others’
innovations.

The figures for the introduction of new processes in various sectors of
Hong Kong’s economy are better than those for new products. The
average figure of 0.6892 for Hong Kong is comparable to that obtained
by other small economies, which scored an average 0.6619 in 1994–96 (see
Appendix Table A4.7). Perhaps this is because Hong Kong, as a service
economy, is more prone to introduce new processes than new products.
New processes may simply be improvements to existing processes, and the
indicator is a reflection of the fact that organizational change and
innovative management remain important elements of competitiveness
in Hong Kong. For example, efforts to improve quality (see Section
4.2.2) and raise total factor productivity (TFP) in both manufacturing
and tradable services (see Section 5) have been a key concern of organ-
izations such as the Hong Kong Productivity Council. This bias towards
non-technological innovations is also reflected in Figure 6.1, where non-
technological innovations far outnumber innovations focused on new
technology.

Although, as a sector, KIBS has demonstrated a stronger potential to
innovate, manufacturing nevertheless is slightly ahead of KIBS in exhibiting
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the largest proportion of innovative firms. However, the difference between
the two sectors is very small (0.4 per cent). Instead, it is noteworthy that
manufacturing and KIBS have more than twice the proportion of innovative
firms as trade, and even more with respect to finance and other industries.
These figures must be understood in context: trading firms focus on the mar-
keting of new products, but do not carry out significant innovative activities
or R&D on their own.

Finally we note that large enterprises, even if they constitute only a small
proportion of all companies in Hong Kong, are far ahead of the small and
medium-sized companies in terms of propensity to innovate. The indica-
tors above, except turnover due to new products, illustrate that there is an
immense need to revitalize the economy by assisting the small and medium-
sized enterprises (SMEs) to become more innovative in a knowledge-based
economy. In September 2004, there were about 282 000 SMEs in Hong
Kong. They accounted for over 98 per cent of the total number of firms in
Hong Kong. The majority of Hong Kong’s SMEs are family-run enter-
prises, with much overlap between ownership and management, centralized
decision making, high levels of family orientation (nepotism), the wide-
spread use of personal networks, great flexibility and adaptability to chang-
ing market conditions, an emphasis on pragmatism over legalism and
dependence on internal sources (as opposed to organizational external
sources) for raising finance. In contrast, large firms, which constitute 2 per
cent of all establishments in Hong Kong, undertake the largest amount of
innovation expenditures (in dollar terms). Key statistics on the innovation
activities of small, medium-sized and large firms for 2001 and 2002 are pro-
vided in Table 6.2.

As Table 6.2 shows, innovative activities are undertaken the least by small
enterprises. Coinciding, however, with the government’s effort to raise the
awareness and importance of innovation among all Hong Kong firms, we
see an increase in the percentage of SMEs undertaking innovative activities
in 2002 as compared with 2001. While the number (and percentage) of large
firms undertaking innovative activities dropped in 2002, their innovation
expenditure continued to constitute over half of all innovation expenditure
among businesses in Hong Kong.

The propensity to innovate among organizations in Hong Kong is
heavily biased towards non-technological innovations. Figure 6.1 shows
that although innovative activities have increased among Hong Kong firms
surveyed in 2002 and 2003, efforts devoted entirely to technology innov-
ation actually declined. Most innovation involved both technological
innovation and non-technological innovation, and a substantial propor-
tion was concerned only with non-technological innovation such as orga-
nizational change, marketing, etc.
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Note: Figures refer to the percentage of establishments that had undertaken, in the
respective years, technological innovation activities or non-technological innovation
activities or both.

Source: HKSAR Census and Statistics Department (2004), May.

Figure 6.1 Types of innovation activities undertaken in Hong Kong, 2002–3
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Table 6.2 Key statistics on innovation activities in the business sector,
2001 and 2002

Size of Year Total Number of Innovation
establishment number of establishments having expenditure 

establishments undertaken innovation (HK$ million)2

activities1

Large 2001 5 781 771 (13.3%) 3 602.8 (53.4%)
2002 5 083 662 (13.0%) 4 858.1 (55.0%)

Medium 2001 32 591 2 647 (8.1%) 1 987.2 (29.5%)
2002 28 040 3 974 (14.2%) 2 562.1 (29.0%)

Small 2001 234 315 7 448 (3.2%) 1 156.4 (17.1%)
2002 232 325 11 877 (5.1%) 1 415.1 (16.0%)

Total 2001 272 688 10 866 (4.0%) 6 746.4 (100.0%)
2002 265 449 16 513 (6.2%) 8 853.3 (100.0%)

Notes:
1 Innovation activities include product innovation, process innovation, ongoing innovation

activities and abandoned activities. Figures in parentheses represent the percentages to
total no. of establishments.

2 Figures in parentheses represent the percentages to total innovation expenditure.

Source: Adapted from HKSAR Census and Statistics Department (2002, p. 38).



4 ACTIVITIES THAT INFLUENCE INNOVATION

4.1 Knowledge Inputs to Innovation

4.1.1 R&D activities
R&D intensity (R&D as a percentage of gross domestic product (GDP)) in
Hong Kong has been growing but, at a rate of 0.69 per cent in 2003, it
remains very small in comparison with that of other countries with similar
GDP per capita. Statistical information on R&D expenditures was not sys-
tematically collected in Hong Kong until the mid-1990s (see Table 6.3). In
2001, the Census and Statistics Department initiated annual surveys col-
lecting more detailed data concerning R&D activities and innovation.

Over the period 1995–2001, higher education R&D (HERD) has consti-
tuted well over half (60 per cent or more) of total R&D expenditures. At
this time, business expenditure on R&D (BERD) made up around one-
quarter of the total, while the government sector expenditure on R&D
(GOVERD) was responsible for only a tiny fraction. During 2002–3, the
contribution of business R&D expenditure grew rapidly, and with a total
BERD of HK$4.5 billion (approx. €400 million) in 2003 constituted almost
the same amount as HERD (0.36 per cent compared with 0.39 per cent).3

There are no figures available for the breakdown of R&D expenditures
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Table 6.3 R&D expenditure by sector, as percentage of GDP, 1995–2003

Sector/year 1995 1996 1997 1998 1999 2000 2001 2002 2003

BERD 0.121 0.141 0.111 0.122 0.112 0.092 0.162 0.202 0.365

HERD 0.254 0.274 0.294 0.312 0.352 0.382 0.382 0.382 0.395

GOVERD 0.013 0.013 0.013 0.012 0.012 0.012 0.012 0.022 0.025

Total 0.38 0.42 0.41 0.442 0.472 0.482 0.562 0.602 0.692

(GERD)

Variables: BERD: business expenditure on R&D; HERD: higher education expenditure
on R&D; GOVERD: government expenditure on R&D; GERD: gross domestic
expenditure on R&D.

Notes:
1 Figures from ‘Feature article’, Hong Kong Monthly Digest of Statistics, July 2001,

p. FC5.
2 Figures from ‘Research and development statistics of Hong Kong, 1998–2002’, Hong

Kong Monthly Digest of Statistics, May 2004, p. FD4, Table 2.
3 Estimates based on 1998 and onward figures, Census and Statistics Department.
4 Percentage figures calculated from ‘Government funding of R&D, innovation and

technology upgrading, 1995/96–2001/02’, Hong Kong Monthly Digest of Statistics, July
2003, p. FD9.

5 Figures from HKSAR Census and Statistics Department (2005).



between domestic and foreign actors in the business sector, although some
foreign firms such as 3M and Motorola are known to have conducted R&D
activities in Hong Kong.

Higher education R&D activities are governed by the University Grants
Committee (UGC), a government-appointed body that funds the eight
organizations for higher education in Hong Kong. In 2000 and 2001 a neg-
ligible amount of HERD (less than 1 per cent of the total amount)
(HKSAR Census and Statistics Department, 2004) came from parties
outside Hong Kong. It can therefore be said that effectively all HERD
activity is funded and conducted by domestic actors.

The insignificance of GOVERD reflects a strong belief in the virtue of
maintaining small government agencies in Hong Kong, and although much
of the territory’s R&D funding comes from government sources, the actual
expenditure and performance of R&D is generally done by organizations
such as the universities or semi-public corporations.

Along with other science and technology (S&T) statistical indicators,
data on patents can be regarded as performance indicators of R&D output.
The number of patent applications increased from 1092 in 1991 to 9226 in
2001 (see Table 6.4), representing an annual growth rate of 24 per cent
(HKSAR Census and Statistics Department, 2003a).

There are two types of patents in Hong Kong, namely the standard
patent and the short-term patent. Subject to payment of a renewal fee, a
standard patent in Hong Kong has a term of protection of up to 20 years,
whereas a short-term patent has a maximum term of eight years. The vast
majority of standard patent applications were filed by overseas firms, while
55 per cent of short-term patent applications were filed by Hong Kong res-
idents or firms. At the same time, the number of patents granted by the US
Patent and Trademark Office (USPTO) to Hong Kong residents almost
doubled, from 279 in the five-year period 1990–94 to 570 in 1995–99
(Mahmood and Singh, 2003). The latest figures from 2004 indicate that 672
patents were granted to Hong Kong residents by USPTO, equivalent to
97.6 USPTO patents per million population (HKSAR Census and
Statistics Department, 2005, Table 3.9). Hong Kong also saw 123.9 patents
granted by the USPTO per 1000 full-time equivalent researchers, which was
a higher ratio than in Taiwan, with 104.7, and Singapore, with 14.5 (Wong
and Siu, 2004). These figures indicate that there exists a steady stream of
high-quality innovative work carried out through advanced research in
Hong Kong. This is a potential source of new inventions and economic
growth, even if the results may be commercialized outside the territory.

Another R&D production measure is research output, not directly
related to teaching, from the eight higher education organizations in Hong
Kong. Research output includes scholarly books, journal articles, book
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chapters and other published papers. Since 1997, research output has num-
bered above 20 000 items annually (see Table 6.5).

We can discern the pattern of scientific and technological specialization
for the higher education sector only. Yet HERD constitutes such a large
proportion of overall GERD – well over 60 per cent – that it provides a
fairly accurate picture. Most of the expenditure for the higher education
sector from 1998 to 2002 was in the physical sciences (between 23 and 25
per cent), engineering and technology (between 22 and 23 per cent), and
medicine, dentistry and health (between 18 and 19 per cent). The arts and
humanities as well as social sciences each show a 10 per cent share
(HKSAR Census and Statistics Department, 2004).

Since the year 2000, the government in Hong Kong has implemented
measures to increase the amount spent on R&D because countries with a
comparable level of per capita GDP commit 1.5–3 per cent of their GDP
on R&D. The point is to leverage Hong Kong’s position as a gateway
linking China and the world, which the government has recognized as its
greatest historical and present-day competitive advantage. Most notable
among these measures has been the establishment of the Innovation
and Technology Fund (ITF), set up with HK$5 billion (approximately
€500 million) earmarked to provide funding for projects that contribute
to innovation and technology upgrading in both new and established
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Table 6.5 Research output at eight higher education institutions by broad
subject area

Broad 1993/ 1996/ 1997/ 1998/ 1999/ 2000/ 2001/
subject 1994 1997 1998 1999 2000 2001 2002
area/year

Biology and 3 070 3 959 4 722 4 900 5 336 6 149 6 529
medicine

Physical 1 092 1 749 1 894 1 910 1 951 2 649 2 764
sciences

Engineering 2 495 4 056 4 608 4 829 5 234 6 644 6 309
Humanities, 6 484 8 811 10 366 9 247 10 570 11 238 11 494
social
sciences and
business
studies

All subject 13 141 18 575 21 589 20 886 23 091 26 680 26 996
areas

Source: Hong Kong Annual Digest of Statistics, 2003, p. 128.



industries. The Innovation and Technology Commission (ITC) has also
been set up to spearhead Hong Kong’s drive to become a world-class
knowledge-based society. The ITC manages the ITF and the Applied
Research Fund (ARF), and supports such infrastructure projects as the
Hong Kong Science Park.

4.1.2 Competence building
Hong Kong has been expanding its post-secondary education system since
1980. As part of its industrial policy the government has sought to facili-
tate the growth of industrial manufacturing by investing in infrastructure
and human capital. To meet the increasing demand for skilled labour, the
government has focused policy initiatives on vocational training. During
the 1990s, the higher education sector was also expanded significantly.
Recently, there have been increasing calls from lawmakers and academics
to increase the proportion of students from Mainland China permitted to
undertake tertiary education in Hong Kong.

In the higher education sector Hong Kong now provides 14 500 first-year
first-degree places to about 18 per cent of the population, who range from
17 to 20 years of age. There are 11 degree-awarding organizations, eight of
which are funded by the UGC and offer a total of over 45 000 degree places
(in full-time-equivalent terms). Tertiary education constitutes approxi-
mately one-third of the government expenditure on education, which in turn
is around 4–5 per cent of GDP (Education and Manpower Bureau, 2006).

The Vocational Training Council (VTC) was set up in 1982 to provide
and promote a cost-effective and comprehensive system of vocational
education and training to meet the needs of the economy. It operates the
Hong Kong Institute of Vocational Education (IVE), including the VTC
School of Business and Information Systems (SBI), industrial training and
development and skills centres. It also administers the Apprenticeship
Ordinance. IVE offers higher diploma, diploma, higher certificate, cert-
ificate and craft-level courses, which are designed to enable young people
to build successful careers in industry and services. In November 2003, the
VTC had enrolled 27 700 full-time and 26 300 part-time students
(Vocational Training Council, 2004, p. 24).

Reflecting the territory’s colonial past, many students from Hong Kong
have pursued university education in the UK. It is also very popular to sup-
plement basic educational degrees gained in Hong Kong with postgradu-
ate degrees at universities abroad. In particular, there is a considerable
market for MBA degrees, and several programmes are offered in a combin-
ation of local and overseas studies. Universities from the UK to USA to
Australia have long operated a sophisticated higher education marketplace
in Hong Kong, which has been a highly rewarding location in which to
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recruit students and deliver extension programmes. Nearly 30 000 students
from Hong Kong study abroad each year. This market-based, transnational
flow of university students represents perhaps the highest proportion
within any post-secondary system in the world.

Public expenditure on education in Hong Kong has been approximately
23 per cent of the government budget in recent years. An expenditure of 4.7
per cent of GDP for education puts Hong Kong at a level of low spenders
among OECD countries, similar to Spain and Japan (OECD, 2005, p. 176).
About one-third of government expenditure towards education goes to ter-
tiary education.

Largely because of the expansion of Hong Kong’s university system, the
past decade has seen a significant increase in the number of people who
have obtained degrees from tertiary education organizations, as indicated
in Table 6.6.

The introduction in 2001 of associate’s degrees in post-secondary edu-
cation programmes has also provided additional opportunities for people
to develop their qualifications in Hong Kong and abroad. These new pro-
grammes are financed by private sources, in contrast to the bachelor’s
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Table 6.6 Population aged 15 and over by educational attainment (highest
level attended), 1991, 1996 and 2001

Educational attainment 1991 1996 2001

Number % of Number % of Number % of
total total total

No schooling/kindergarten 557 297 12.8 480 852 9.5 469 939 8.4
Primary 1 100 599 25.2 1 146 882 22.6 1 148 273 20.5
Lower secondary 837 730 19.1 958 245 18.9 1 060 489 18.9
Upper secondary 1 169 271 26.7 1 403 211 27.7 1 473 681 26.3
Matriculation1 214 577 4.9 308 808 6.1 528 090 9.4
Tertiary

Non-degree course 234 912 5.4 243 004 4.8 209 878 3.7
Degree course 255 979 5.9 525 516 10.4 708 622 12.7

Total 4 370 365 100.0 5 066 518 100.0 5 598 972 100.0

Note: 1 Figures include the equivalent educational attainment (highest level attended) of
‘technician level (other further non-advanced education)’ in the 1996 Population By-census
and ‘Diploma/certificate courses in institute of vocational education/former polytechnics’ in
the 2001 Population Census. The similar group ‘Diploma/certificate courses in technical
institutes/polytechnics’ was included under ‘Tertiary: non-degree course’ in the 1991
Population Census.

Source: HKSAR Census and Statistics Department.



degree programmes already offered by the universities, which draw most of
their funding from government sources. During the 2004–5 academic year,
90 associate’s degree programmes were offered, together with 80 higher
diploma programmes and 19 bachelor’s degree programmes, under self-
financing arrangements.

Until 20 years ago the colonial government deliberately maintained
highly elitist access to the university system, funding fewer than 2000 new
student enrolments annually in the UGC-run universities. A major change
in policy was introduced by the then British governor David Wilson in
1989, with the expansion of tertiary education through the creation of new
universities during the 1990s. The primary and secondary schools still tend
to fall into several categories – from elite to basic – but Hong Kong students
in general have been highly ranked with respect to educational performance
in mathematics, in which they ranked first out of 41 nations in a test empha-
sizing mathematical comprehension (Grimm, 2004).

The most important recent policy shift was signalled by Chief Executive
Tung Chee-Hwa in 2000, when he proposed a reconfiguration of the post-
secondary system for training and general education. Under this policy 60
per cent of young people would continue to study beyond the secondary
level by 2010, representing more than double the current participation rate
and ten times the rate in 1989. Moreover, the government declared that this
expansion of the educational system should be driven by self-financing
schemes, not by direct government funding. This policy has had important
implications for the educational services market in Hong Kong but it also
opens up a range of issues relating to inequality of access to high-quality
education and lifelong learning.4

4.2 Demand-side Factors

4.2.1 Formation of new markets
Although the formation of new markets can fuel the diffusion of innov-
ation through the stimulation of demand for new products and processes,
it has been largely neglected in policy measures throughout Hong Kong’s
history. A laissez-faire attitude, developed during the colonial regime, con-
tinues to characterize the community. This attitude in theory opposes all
government intervention in a free market economy and therefore also
any attempt on the part of the state to engage in the formation of new
markets. This contrasts with conditions in Singapore, where the state has
pursued an active, opportunistic role in identifying newly emerging market
trends. Singapore’s strategy is to reap a ‘fast-follower’ advantage by quickly
funnelling resources to capitalize on these new market developments
(Chapter 3 Singapore, this volume). The Hong Kong government departed
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occasionally from its free market principles to regulate or promote markets
that were regarded as essential to society. The cases of property, infra-
structure and information technology may illustrate how the state and the
private sector have become involved in such initiatives. More significantly,
the Hong Kong government has also participated unintentionally in the
formation of new markets, apparently unaware of the far-reaching impacts
of its policies.

The most notable avenue for market formation has been the govern-
ment’s land supply policies. Hong Kong’s population is distributed almost
evenly between public and private housing. The supply of land on which
residential housing and commercial units can be built is strictly controlled
by the government – a legacy of the British colonialists (and a major source
of revenue for the government). Hong Kong covers a small geographical
area, so land supply and plot ratios (the number of units that can be built
on any given area of land) are important factors in determining not only
housing supply but also, by extension, property prices. And in an economy
where investment options are severely limited, property (both residential
and commercial) serves as one of the most important investment and spec-
ulation vehicles.5 As a result, large property developers are among the
largest and most influential firms in the territory.

Because of the central nature of property in the economic livelihood of
the territory, many economic sectors depend on the demand articulated in
the property sector. These include most notably local and foreign con-
struction and engineering companies required to design and construct
buildings, banks and other financial service institutions that offer monetary
lending services for buyers of property, property estate agents and brokers
who serve as intermediaries in property transactions, law firms required to
ensure the smooth handover of transactions between parties, architects and
decorators involved with fitting out and decoration of units, and property
management companies charged with the responsibility of ensuring the
good upkeep, maintenance and security of buildings or estates. For all these
business services, the rapidly expanding markets with increasing quality
requirements provided opportunities for innovations in service products
and organizational efficiency. For example, a number of consulting engi-
neering firms became engaged in highly innovative activities (Baark, 2005).

Apart from its high level of regulation in the property sector, the gov-
ernment has also been a major actor in the formation of new markets
through the provision of infrastructure for transportation facilities and the
information technology sector. In terms of the transportation infrastruc-
ture, the government has continually tried to ensure that the public trans-
portation network is up to date, complete and efficient – thus imposing
significant requirements for quality and innovation on suppliers. As a
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result, the government annually spends large sums on the development and
expansion of Hong Kong’s road networks. In 1998, it completed the con-
struction of the new airport at Chek Lap Kok, which today has become one
of the busiest airports (in terms of both passenger and cargo traffic) in
Asia. The government has also actively backed, and in some cases facili-
tated, the construction of container ports, railways and ferry services.
These efforts have combined to aid and bolster Hong Kong’s logistics and
transportation sector, which has grown in importance as Hong Kong’s role
as a trade hub has grown and its role as a manufacturing centre has con-
comitantly declined since the 1980s.

In the information and communications technology sector, we note the
launch of the ‘Digital 21 Strategy’ as a development blueprint to leverage
Hong Kong’s information technology (IT), Internet and telecommunica-
tions infrastructure as platforms from which to reposition and transform a
heavily service-oriented economy into an innovation-led and technology-
intensive economy. The aims of the strategy are to ‘enhance and promote
Hong Kong’s information infrastructure and services’ and to create an
environment in which e-business can flourish (HKSAR Information
Technology Strategy, 2004).

The government emphasized the development of mechanisms for elec-
tronic service delivery – popularly known as the ESD scheme – launched in
2000. In addition, this e-government programme would expand its focus on
improving customer interfaces and promoting customer relationship man-
agement. Actively pursuing the IT upgrades, the government was also com-
mitted to outsourcing the proliferating IT projects starting in 2001. It also
strongly emphasized the protection of intellectual property rights (IPR) to
ensure promotion and development of IT.

4.2.2 Demand articulation of quality requirements
Within the general framework of an open, market-based economy, the
Hong Kong government has traditionally believed that market forces will
provide the necessary quality requirements. Both public and private organ-
izations have nevertheless been active in attempts to improve quality
requirements and ensure the safety of products, structures and services.

Several government organizations are involved in regulation and the
setting of standards as the establishment of a firm institutional framework
for maintainance of quality has been an important priority of the govern-
ment, as will be discussed in Section 4.3.3. For example, the implementation
of environmental regulations has developed gradually over some three
decades. After years of studies and consultations, the Environmental
Protection Agency (EPA) was formed in 1977 to formulate policies and coor-
dinate other departmental activities to protect Hong Kong’s environment.
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In 1986, the government saw the need to replace the EPA with a separate
and more powerful organization with executive powers. As a result, the
Environmental Protection Department (EPD) was established.

The Consumer Council was established in April 1974 at a time of
inflationary prices and widespread public concern about profiteering.
Although the council receives a government subsidy, it enjoys total inde-
pendence in formulating and implementing its own policy. The Consumer
Council Ordinance came into force in July 1977 to provide for the formal
incorporation of the Consumer Council. The Consumer Council acts as a
watchdog in maintaining the quality of goods and services, and has also
produced a number of studies investigating competition in selected sectors.

In response to a worldwide trend and the government’s policy of pro-
moting product safety in the territory, the Hong Kong Safety Institute
Limited (HKSI) was established to meet perceived requirements in the field
of product safety certification. Incorporated in Hong Kong on 7 August
1998, HKSI was set up to develop, implement and administer the unique
third-party product safety certification programme in Hong Kong – the
Hong Kong Safety Mark Scheme.

So far, public bodies have not engaged much in R&D related to the devel-
opment of standards or regulations. They have instead emphasized keeping
up with the most advanced testing and inspection methods, and this has
required the adoption of advanced equipment and the recruitment of
highly trained specialists rather than independent R&D. There has been no
attempt to link the implementation of quality standards or regulations with
technological development in local industry or services by means of public
procurement. In this sense, the output of the services is ‘adopted’ from
abroad rather than indigenously developed.

4.3 Provision of Constituents

4.3.1 Provision of organizations
Hong Kong’s business landscape is dominated by SMEs, as opposed to that
of Singapore, where industrial development had until the mid-1990s been
powered largely by global multinational corporations that had located their
operations there. In Hong Kong, SMEs are defined as non-manufacturing
enterprises with fewer than 50 employees and manufacturing enterprises
with fewer than 100 employees. Although the vast majority of SMEs operate
with little attention paid to innovation, a number of small R&D-intensive
firms have been formed during the last decade. Many of these are spin-off
firms from university research via incubators or independent entrepreneur-
ship. A well-known example is VTech, which has grown from its Hong Kong
base to form a global network in R&D and manufacturing (see Box 6.1).
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A study of entrepreneurship in Hong Kong for 2004 indicated that only
3 per cent of the adult population have recently started businesses, which
is a lower total entrepreneurship activity than is observed for countries in
the same income bracket (Global Entrepreneurship Monitor, 2004).
Furthermore, the new firms surveyed in the study were primarily exploit-
ing existing technology instead of taking the risk of technological innov-
ation. Most Hong Kong firms thus emphasize entrepreneurial learning and
imitative strategies, seeking to exploit new market opportunities through
flexible and fast reengineering of production networks rather than R&D-
intensive product innovation (Yu, 2004).

However, large business groups in Hong Kong also provide a basis for
new, technology-intensive ventures. Property developers who accumulated
vast capital resources during the speculative real-estate boom of the 1990s
have lately entered advanced technology sectors such as telecommunica-
tions and biotechnology. For example, the Cheung Kong Group, led by one

BOX 6.1 VTECH – ENTREPRENEURIAL
INNOVATING HONG KONG FIRM

Founded in Hong Kong in October 1976 by two engineers, VTech
began with only 2000 sq. ft of office space and 40 staff. Sales in
the Group’s first year were under US$1 million. Today, VTech has
operations around the globe and approximately 20 000 employees
worldwide. The Group’s FY2004 annual results recorded revenue
of US$915.2 million – and VTech is still growing rapidly.The VTech
Group’s three core businesses, including telecommunication prod-
ucts, electronic learning products and contract manufacturing ser-
vices, incorporate state-of-the-art technology, unique features and
value-for-money services.

As a technology-driven company, VTech has placed much
emphasis on research and development to maintain its leadership
position in the market.To do this, the Group adopted a global R&D
strategy. In 1987, it established an R&D centre in North America.
In 1988, VTech became one of the first companies to establish
R&D facilities in the PRC – tapping the vast resources of Chinese
engineering talent. Today, VTech employs approximately 730 R&D
professionals in R&D centres in Canada, Hong Kong and China.

Source: Based on information from VTech company website, available at
http://www.vtech.com.
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of Hong Kong’s most famous tycoons, Li Ka Shing, has diversified from
property development into mobile communications (Hutchison) and
Internet and media (Tom.com). It is also a key shareholder in CK Life
Sciences, a biotechnology company led by Li Ka Shing’s son Victor Li Tzar
Kuoi (see Box 6.2).

The most important public organization for policy making related to
innovation is no doubt ITC, established in 1999. Due to the history of various
government initiatives, however, there are still a number of other policy-
making bureaux connected with innovation, including the Commerce,
Industry and Technology Bureau (CITB), the Financial Services Branch
(for financial innovations), and to a lesser extent regulatory bodies such as
the Telecommunications Authority or the Television and Entertainment
Licensing Authority. These organizations are not formally connected in

BOX 6.2 CK LIFE SCIENCES – A
BIOTECHNOLOGY VENTURE 

CK Life Sciences, listed on the Growth Enterprise Market of the
Stock Exchange of Hong Kong in July 2002, is engaged in identi-
fying needs and developing revolutionary biotechnology solutions
for the improvement of human health and environmental sustain-
ability. The group offers a range of environmentally friendly fert-
ilizers that successfully improve crop yields comparably with
chemical fertilizers, whilst also minimizing pollution to rivers, lakes
and coastal reefs. A range of bioremediation products have also
been developed to tackle pollutants. In the pipeline are a series of
animal feed additives that address global concerns about the
heavy use of growth hormones and antibiotics in intensive animal-
rearing. In addition, the group is developing pharmaceutical appli-
cations for treatment of cancer and AIDS.

Proprietary protection for CK Life Sciences’ products, processes
and know-how is key to the business and more than 100 product
applications have been developed. CK Life Sciences’ Intellectual
Property portfolio consists of some already approved patents with
many others being at different stages in the rigorous patent
process in the United States or in other countries through the
Patent Cooperation Treaty process.

Source: Based on information from CK Life Sciences company website, avail-
able at http://www.ck-lifesciences.com.
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terms of their functions and missions, and since implementation of innov-
ation policy takes place primarily through semi-public organizations such as
the Hong Kong Science and Technology Parks Corporation (HKSTPC) or
the Hong Kong Cyberport Management Company Limited, there is consid-
erable scope for overlap and fragmentation, as we shall discuss in Section 7.2.

4.3.2 Networking, interactive learning and knowledge integration
The most prominent aspect of networking among actors in Hong Kong has
been the successful development of international subcontracting for indus-
trial firms. During the decades of industrialization from the 1960s through
the 1980s, Hong Kong firms were able to learn and upgrade technology
through their linkages with customers in the USA, Europe and Japan. Since
the 1980s, these networks have been significantly extended to the PRD and
other areas in the Chinese mainland.

With the expansion of local tertiary education in the early 1990s, uni-
versities sought to extend their cooperation with business firms in Hong
Kong. This trend emerged with the establishment of the Hong Kong
University of Science and Technology (HKUST) in 1991, but more recently
all Hong Kong universities have started expanding their networks both
inside their own universities and to other organizations overseas. Lately,
this source of R&D cooperation partnership has been complemented by
the creation of public research organizations such as the Applied Science
and Technology Research Institute (ASTRI), established in 2003. For
example, a photonics packaging technology from ASTRI has been com-
mercialized in collaboration with a company called SAE Magnetics.
ASTRI is expected to pursue further collaboration with other private firms.

Collaboration and interactive learning occurred among only 14.2 per
cent of the private Hong Kong firms engaged in innovation surveyed by the
Census and Statistics Department in 2003.6 As shown in Figure 6.2, most
of the R&D collaboration activities were directed at other business firms
either within or outside enterprise groups. The higher education organiza-
tions were also popular partners in R&D cooperation, while other govern-
ment organizations accounted for only a small proportion.

The same survey also revealed that firms considered cooperation with
suppliers of equipment, customers and competitors as the most important
sources of knowledge for technological innovation (see Table 6.7).

Through policies adopted by the Hong Kong government after 1998,
attempts have been made to enhance cooperation and networking for tech-
nological innovation. For example, the University–Industry Collaboration
Programme (UICP), created as part of the ITF, aims to expand network
creation between universities and industries. Currently 49 projects in the
Teaching Company Scheme, three projects in the Industrial Research Chair

214 Fast growth countries



Scheme and 80 projects in the Matching Grant for Joint Research Scheme
have been approved under the UICP.7

In addition, private firms not involved in UICP will collaborate with
foreign organizations to enhance their competitiveness. The well-known
local biotechnology firm CK Life Sciences (see Box 6.2 above) will conduct
field trials of their eco-fertilizer in various countries through subcontract-
ing networks with public organizations in various countries such as
Australia and the USA. This firm is also known to actively seek assistance
from universities to develop and test their herbal products. Yet, as we have
noted, collaboration between universities and industry within Hong Kong
is still very weak.
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Source: HKSAR Census and Statistics Department (2003b, Table 2.9).

Figure 6.2 Cooperation arrangements related to R&D, 2002
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Table 6.7 Top five sources of knowledge or information on technological
innovation

Sources of knowledge % of samples surveyed

Suppliers of equipment, materials, components 36
or software

Clients or customers 26
Competitors and other firms of the same industry 18
Within the firm 17
Computer-based information networks (e.g. Internet) 14

Source: HKSAR Census and Statistics Department (2003b).



4.3.3 Provision of institutions
Hong Kong is a small and externally oriented economy that is already open
to market competition. The government therefore sees no need to enact an
all-embracing competition law. Instead, it has opted to issue a comprehen-
sive competition policy framework through a policy statement and to rein-
force this with sector-specific measures.8

Most policies and activities concerned with such institutional issues as
competition and intellectual property rights are handled by the CITB of
the HKSAR government. The CITB includes the Intellectual Property
Department (IPD), founded in 1990. IPD aims to maintain and promote
creativity and talent in the region, to ensure local awareness of the import-
ance of intellectual property rights and respecting the rights of others and
to accommodate the latest developments in technology.9

The government’s support for patent applications is, on the other hand,
administered and assisted by the ITC, also under the CITB. The enforce-
ment of IPR is left to the Customs and Excise Department.

A variety of private services operates under either government-granted
franchises that restrict entry or government-imposed schemes of control to
regulate profits and prices. These services include telephone and telecom-
munications, broadcasting, television (terrestrial, satellite and cable), air-
craft maintenance, air cargo terminals, air terminals, container terminals,
buses and minibuses. Given the existence of franchises in several sectors of
the economy, many have called for new legislation related to competition
or anti-trust measures. The government has however remained content
with regulating competition through sector-specific rules of the game and
detailed management of pricing or mergers and acquisitions in each sector,
in spite of apparent problems caused by resource allocation inefficiencies
due to differences in institutional settings and the contradictory roles per-
formed by regulatory agencies such as the Telecommunications Authority
(Lin, 2002).

Before the handover of sovereignty, IPR were protected in Hong Kong
mainly following the British model. Only trademarks were subject to local
legislation in Hong Kong, whilst the other three branches, namely patent
rights, designs and copyrights, depended greatly on acts of Parliament in
the UK. Copyright legislation was enacted solely in accordance with the
UK Copyright Act of 1956.10

The patent system in Hong Kong had previously been based on the
Registration of Patents Ordinance. This was essentially a re-registration
system involving a first registration in the UK. With the transfer of Hong
Kong’s sovereignty to the PRC on 1 July 1997, Hong Kong has localized its
patent law and has introduced its own patent system, a move consistent
with its efforts to develop into an innovation hub. The new Patents
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Ordinance came into force on 27 June 1997. The ordinance provides for the
establishment of an independent patents regime and the granting of both
standard and short-term patents.

While the legal provisions for protection of IPR are clear and transpar-
ent, their implementation has affected primarily large businesses and public
organizations. In contrast, the availability of counterfeit goods and pirated
software or films has been difficult to restrict in practice, in part because of
the constant flow of counterfeit goods from the Chinese mainland. Police
campaigns to eradicate the trade in counterfeit goods tend to be sporadic
and ineffective.

4.4 Support Services for Innovating Firms

4.4.1 Incubating activities
The Industry Department Technology Division launched various funding
schemes in 1993 to support the development of new industries. These new
funding sources were accompanied by the creation of facilities for incuba-
tion services for new high-tech firms. After a decade, the various pro-
grammes were eventually brought together in an enhanced incubation
programme, called the Incu-Tech Programme, in April 2002.

Hong Kong has witnessed significant growth in public incubator activ-
ities for more than a decade, including the emergence of independent
private incubator activities during the high-tech bubble of 2000–2001. The
Hong Kong Institute of Biotechnology Ltd (HKIB) was founded in 1988
with a donation from the Hong Kong Jockey Club Charities Trust as a non-
profit but self-financing downstream development centre for biotechnology
products. The HKIB was formed to foster a successful biotechnology
industry in the Hong Kong SAR through downstream R&D support and
provision of an incubator facility for local entrepreneurs, but it has enjoyed
only limited success.

Another early initiative was the establishment of the Hong Kong
Industrial Technology Centre Corporation (HKITCC) in 1992, which con-
stituted a publicly supported business innovation centre aimed at promoting
technology development through three primary functions: technology-based
business incubation and accommodation; the provision of technology trans-
fer services; and the provision of product design and development and
support services. In a similar vein, the HKSTP was inaugurated on 7 May
2001 to create a comprehensive organization for high-technology incubation
in Hong Kong.

The Hong Kong government also launched the Cyberport project in
1999, with the intention to quickly create a strategic cluster of leading IT
service companies in Hong Kong. Construction of the Cyberport was
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completed in 2004 and provides advanced facilities and office space for
firms engaged in telecommunications, multimedia and Internet applica-
tions. The project has been controversial, however, and its role in actually
incubating new high-technology IT firms has not yet emerged clearly
(Baark and So, 2006).

University business incubators also expanded their activities during the
1990s. Currently, five out of eight universities are providing technology
business promotion activity. In many respects, these incubating units make
it possible to commercialize research results and technologies developed by
faculty and graduate students. It is possible to interpret these schemes for
support to university-based entrepreneurship as the fundamental thrust of
innovation in Hong Kong (Mok, 2005). However, such conjectures remain
theoretical rather than actual reality.

The statistical data related to incubator activities in Hong Kong are
limited, providing few indicators of qualitative aspects.11 Table 6.8 illus-
trates that most of the incubated firms belong to the information technol-
ogy, telecommunications and electronics sectors.

Note that the data in Table 6.8 refer only to firms that have left the
premises of incubator facilities, and do not indicate the actual survival rate
for such ‘graduated’ firms. A spot check of 87 firms listed as graduated from
incubator facilities indicated that at least 17 were not listed in current tele-
phone directories, suggesting that they have stopped commercial business.
In addition, only three out of 201 GEM-listed (growth enterprise market)
companies are graduates of the incubation programme of the former
HKITCC or the Incu-Tech Programme. Most high-technology companies
launched on the GEM in Hong Kong have originated in Mainland China;
a few well-known GEM-listed companies are technology-related spin-off
companies of large corporations, such as the above-mentioned CK Life
Sciences.
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Table 6.8 Cumulative number of graduated companies since 1992 and
number of incubatees in incubation programme, 2004

No. of incubatees 2004 No. of incubated companies

Biotechnology 4 0
IT & telecommunications 29 74
Electronics 41 12
Precision engineering 2 0
Others 2 1

Source: Compiled from Incu-Tech Programme website.



4.4.2 Financing
The lack of appropriate financing sources was identified as a major bottle-
neck for Hong Kong firms and the most serious obstacle to innovation,
with 47.4 per cent of respondents in the 2002 innovation survey citing this
as a major hindrance.12 Recent attempts by the government to improve the
situation include co-financing R&D activities through the HK$5 billion
ITF and financing investment and venture business through the ARF. By
the end of 2003, ITF had supported more than 500 projects at a total
funding of HK$1.53 billion. Most of the funding had gone to support tech-
nological development in the information technology and electronics
industries (see Figure 6.3).

Among the parameters for assessing the impact of the ITF is the level of
private sector contributions to R&D activities. Before 1999, the average
annual level of industrial support funding and services support funding
provided was HK$295 million, with private sector contributions amount-
ing to about HK$24 million per annum. Following the establishment of the
ITF in 1999, the average annual amount of ITF funding provided grew to
HK$375 million. Since the launch of the ITF, the total amount of private
sector contribution has increased to an average of HK$177 million per year
(HKSAR, 2004). By and large, the ITF has not yet been instrumental in
promoting diversification among property developers to invest in high tech-
nology (as discussed in Section 4.3.1). Rather, ITF funding has in large part
been allocated to individual university researchers and specialized industry
organizations (personal interview with Science Adviser to the Innovation
and Technology Commission conducted on 23 August 2004).

The ARF is a government-owned venture capital fund formed to provide
funding support to technology ventures and R&D projects that have com-
mercial potential. The ARF has a capital endowment of HK$750 million.
It is administered by the Applied Research Council, which appointed two
private sector venture capital firms to manage the investment of funds from
the ARF in November 1998. As of the end of March 2004, the ARF had
supported 23 projects with approved funding of HK$387 million. Most of
these projects had been in information technology (60 per cent) and
telecommunications (28 per cent), while electronics (9 per cent) and
biotechnology received much smaller shares. However, the poor perform-
ance of investments and lack of significant impact on new high-technology
entrepreneurship in Hong Kong caused a decision by the governing board
of ARF to cease investment in new projects in 2005 (Legco, 2005).

According to the findings of a recent survey commissioned by the ITC,
each ITF project has on average generated 1.3 technologies or products,
0.55 patents have been filed per project and 0.15 patents per project have
already been granted (HKSAR, 2004). However, as the ITF has been
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based largely on a bottom-up approach (initiated mainly by individual
researchers and research groups), it has not proved conducive to building
significant focus and clusters. After reviewing the existing innovation and
technology programme, the government proposed in June 2004 to adopt a
new strategy of innovation and technology development (see Section 7.3).

4.4.3 Provision of consultancy services
Given the importance of service industries in Hong Kong’s economy, the
availability of consultancy services represents a significant input into the
NSI. Both public and private consultancy services have flourished during
recent decades, and the role of foreign consultancy services is also import-
ant. Many services are related to trade with the Chinese market, but there
are also a number of actors involved in providing consulting services
related to technical innovation or management; the information in this
section concerns such services.

The most important public organization providing consultancy is the
Hong Kong Productivity Council (HKPC), which was established in 1967
to promote increased productivity and the use of more efficient methods
across Hong Kong’s business sectors. HKPC and its subsidiary companies
employ about 600 highly skilled consultants and staff, providing a multi-
tude of services to over 4000 companies each year. The HKPC has been
expanding its service income gradually to an annual rate of HK$555
million in 2002–3, of which approximately HK$155 million came from gov-
ernment subsidy. The income from fees charged for services was HK$396
million in 2002–3, up from HK$287 million in 1998–99 (Hong Kong
Productivity Council, 2003).

Research centres and individual faculty members at universities in Hong
Kong also provide consultancy services for technological development and
innovation. An important initiative for increasing the utilization of techni-
cal consulting services from universities in Hong Kong has been the UICP
operating under the ITF, which distributed HK$7.3 million to 113 new and
ongoing projects.

The private sector includes consulting engineering firms that primarily
offer technical design and supervision services for construction in Hong
Kong and on the Chinese mainland. Many of the large engineering service
firms are local offices of major international consulting firms (Baark,
2004). The residential building sector was the largest end-use group of engi-
neering services related to construction activities in 2002, followed by trans-
port projects and service/commercial building projects. Virtually all of the
world’s leading management consulting firms are represented in Hong
Kong, attracted by easy access to international skills and technology, a
pool of experienced consultants, a rich client base and proximity to
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the mainland market. Together with other professional services such as
accounting, insurance and financial services, management consultants
form a vital component of KIBS in Hong Kong. As we have noted in
Section 3, this sector has the highest propensity to innovate and it is also
providing crucial inputs to other less innovative sectors of the economy.

The reliability and quality of such services have been generally recog-
nized in the region by local and multinational firms operating in China,
often using consulting services from Hong Kong firms, despite the higher
fees charged by Hong Kong consultants.

4.5 Summary of the Main Activities Influencing Innovation

One may say that Hong Kong SAR’s NSI is weak and emergent, with a low
level of investments in R&D (0.69 per cent of GDP) and innovation. Given
the very recent and incremental nature of the Hong Kong government’s
promotion of innovation, the influence of institutions as well as public
organizations in Hong Kong’s NSI has not yet reached significant levels.
This is without doubt a legacy of Hong Kong’s historical role as a trade
hub coupled with low levels of government intervention.

Among the unique assets of Hong Kong’s NSI is its innovation-oriented
higher education sector (see Sections 4.1.1 and 4.1.2). The quality of uni-
versity research in Hong Kong compares very favourably with respect to its
neighbours in the region (as indicated by research output) (see Table 6.4),
although recently proposed budget cuts have yet to take their effect on this
part of the system. Increasing interaction with industry (in terms of tech-
nology and research transfer) has marked an important policy-initiated
trend in this area over the past few years, as has increased emphasis on
formal and informal integration measures with businesses and institutions
in the PRD region.

In firms, R&D and innovation have been increasing over the past several
years (see Table 6.3). This is due in large part to recent government initia-
tives. As Hong Kong firms face limits to profit maximization through cost
reduction, they are increasingly looking towards innovation and R&D as a
driver of future profits. Combined with the incentives the government is
providing, it is expected that business R&D expenditures will continue to
rise over the coming decade.

5 CONSEQUENCES OF INNOVATION

Science and technology did not play a large or formal role in Hong Kong’s
NSI until well into the mid-1990s. The colonial government, mostly
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concerned with Hong Kong’s status as a trading hub, for the most part
neglected formal innovative activity, research, development and investment
directed towards the generation and commercialization of new knowledge
(Parayil and Sreekumar, 2004). Hong Kong’s economy nevertheless grew
dramatically by cutting factor costs and developing organizational innov-
ations (in particular non-R&D-based organizational innovations in firms).

The main thrust towards technological change in Hong Kong before the
late 1990s was concentrated on improving productivity and the quality of
products. Industry had remained competitive primarily by lowering costs
through moving production to the PRD region in southern China and
undertaking organizational innovations. As Hong Kong’s economy moved
away from assembly operations to higher value-added production, a con-
stant flow of creatively applied technology was essential to stay ahead in
competitive global markets. In other words, the key strategy for the last
three decades has been to exploit technological knowledge and advanced
equipment from overseas sources and to utilize such inputs together with
organizational innovation to create flexible, low-cost production systems.
The expansion of the higher education sector and the development of voca-
tional training in Hong Kong have aimed to further improve the absorptive
capacity in industry and services.

These efforts raised TFP in the Hong Kong economy by an average
annual growth rate of 0.86 per cent during the two decades from 1981 to
2000. Yet while Hong Kong experienced high productivity growth in the
second half of the 1980s, the rate of growth declined considerably in the
1990s. This is also the picture shown by figures reported in Appendix Table
A2.2, which indicate that labour productivity growth in Hong Kong during
1995–2002 was 1.4 per cent. In the period 1996–2000, when the Asian
financial crisis set in, Hong Kong actually achieved a negative contribution
of TFP to output growth of �0.89, as shown in Table 6.9. The table also
indicates that the development of TFP varied not only in terms of time
periods but also between various sectors of the economy.

Li (2002) shows in particular that the tradable goods industries located
in Hong Kong contributed directly to the GDP at an annual growth rate of
5 per cent in TFP during the period 1983–2000. Tradable services (includ-
ing import/export trade, transport, storage, financial and business services)
contributed at a lower TFP rate but remained positive at an average of 0.7
per cent during 1983–2000 and improved their TFP growth rate during the
1990s. In contrast, the non-tradable services (including construction, elec-
tricity, gas and water, communication, real estate and social services)
experienced a negative TFP growth of �0.8 per cent during 1983–2000.
The differences separating these three sectors of the economy are related
primarily to the influence of labour productivity, which experienced stable
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improvement in the tradable goods sector during the last two decades and
rose in tradable services during the late 1990s, while labour productivity in
non-tradable services actually declined slightly in the late 1980s and
remained stable in the 1990s.

While innovation and new technology are likely to have contributed to the
growth in TFP in tradable goods and services, productivity growth rates in
these sectors have stagnated lately, and this problem indicates the need for
further development and diffusion of technology. Such low productivity in
non-tradable services is related to the lack of competition in several public
utility sectors and a huge rise in speculative activities in real-estate services
during recent decades. This latter phenomenon has created the illusion of
economic growth without much value-added or technological input.
Further exacerbating the problem, the availability of low-cost labour to
manufacturers that moved to the Chinese mainland has discouraged invest-
ment in technological change and productivity improvement (Kwong,
1997). These factors continue to pose a threat to the competitiveness of
Hong Kong’s industries and services, and they constitute important reasons
for the government’s recent concern with improvement of innovative capa-
bilities.

6 GLOBALIZATION

There is no doubt that Hong Kong is closely integrated in the international
economic system and that globalization therefore has had a significant
impact on the NSI in Hong Kong. Because of its pre-1997 colonial status,
Hong Kong’s development was linked to the policies of the UK, and with
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Table 6.9 Hong Kong’s productivity development: 1981–2000
(% of annual growth rates)

Contribution to output growth

Period Output Capital Labour Total factor Labour Capital
growth growth growth productivity

1981–85 5.25 8.71 2.61 �0.07 1.45 3.88
1986–90 8.04 7.50 1.11 3.98 0.60 3.46
1991–95 4.97 8.45 1.17 0.38 0.62 3.97
1996–2000 3.15 6.18 2.40 �0.89 1.36 2.68
1981–2000 5.34 7.71 1.82 0.86 1.00 3.49

Source: Based on Li (2002, Table 3, p. 7).



an open economy actors in Hong Kong sought opportunities in the inter-
national market. Since the return to Chinese sovereignty, the Hong Kong
government has also consistently supported foreign direct investment in the
territory and successfully made it a key priority to create a business envir-
onment that would encourage transnational corporations to set up regional
headquarters in Hong Kong. Consequently, the number of overseas firms
that have established their regional headquarters in Hong Kong grew from
602 in 1991 to 1167 in 2003, while overseas firms with regional offices in
Hong Kong grew from 278 to 3798 during the same period (Hong Kong
Trade Development Council, 2006).

Most of these firms hope to exploit Hong Kong’s position in the growing
Chinese market, and the major part of their activity is concerned with man-
aging global production or supply chains. The rapidly expanding services
located in Hong Kong are also serving global networks of production or
trade. However, few transnational corporations have located significant
R&D functions in Hong Kong, preferring instead to focus their overseas
expansion of R&D on locations in the Chinese mainland. Meanwhile,
foreign companies are setting up more R&D centres and service depart-
ments to serve the Chinese market, which has become a major market as
well as a manufacturing base. Foreign investors had set up over 600 R&D
centres in China as of June 2004, with a total investment of US$4 billion.13

The integration of Hong Kong into the economic system of China has
further enhanced the trend in its economy towards globalization. At the
same time, Hong Kong firms are actively seeking to extend their innovative
networks in both the Chinese mainland and more advanced centres in
industrialized countries. A recent survey of R&D in Hong Kong and the
mainland indicates that many firms in Hong Kong were carrying out R&D
in both Hong Kong and the PRD. Based on the information supplied by
229 firms (49 per cent of the sample of firms operating in both Hong Kong
and the mainland), it was clear that the outsourcing of R&D and invest-
ments in R&D beyond the borders of Hong Kong was very significant.

As of 2003, only 17 per cent of the total R&D staff in Hong Kong firms
were working in R&D units located in Hong Kong, while 53 per cent were
employed in Guangdong Province, 3 per cent in the Yangtze River Delta,
19 per cent in other mainland provinces and 8 per cent overseas (Federation
of Hong Kong Industries, 2003). The primary reasons for locating R&D
on the mainland is the supply of talent and research facilities, while
research costs rank only third. The majority of firms with mainland oper-
ations surveyed (78 per cent) indicated that they planned to continue or
expand their R&D efforts, and almost half (46 per cent) planned to recruit
more R&D staff in Guangdong. Only 13 per cent had plans to recruit more
R&D staff in Hong Kong. Given the substantial R&D activity undertaken
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in Guangdong by Hong Kong firms, figures for the Hong Kong R&D
expenditure probably understate the total R&D effort made by these firms.

Hong Kong government policies are oriented towards enhancing the
global linkages of firms and organizations located in Hong Kong, while at
the same time encouraging innovative overseas firms to move advanced
R&D functions to the territory. Such a strategy is one that the Irish NSI
has pursued with success, whereby technology transfer from abroad – par-
ticularly from US companies – has contributed to the technological levels
of the Irish system more than its indigenous local capabilities (see Chapter
5, this volume). Both the CyberPort and the Hong Kong Science Park ini-
tiatives clearly aim to attract high-technology firms. Such a policy presents
no contradictions to the government since it sees the location of advanced
high-technology activities in Hong Kong – regardless of the origin of own-
ership of the organization – as a substantial benefit.

7 STRENGTHS AND WEAKNESSES OF THE
SYSTEM AND INNOVATION POLICIES

7.1 Strengths and Weaknesses

Our analysis so far suggests that Hong Kong has a weak NSI, particularly
if innovation is defined rather narrowly in terms of knowledge creation
through R&D inputs and patentable technology as output. This weakness
is chiefly a result of Hong Kong’s historical place as a trade hub vis-à-vis
China. The Hong Kong experience also demonstrates, however, how
important it is to call attention to the exploitation of existing knowledge,
emphasizing the use of existing technology transferred from abroad sup-
plemented with many non-technological innovations. Hong Kong’s NSI is
able to absorb proven technology and carry out incremental improvements
in products and especially production or organization processes that can
provide competitive assets in terms of cost and flexibility of supply to
global markets, as we have documented in Section 3. These assets in turn
depend on the capacity of Hong Kong firms to organize or service global
production chains deeply integrated in the Greater China region.

In this regard, Hong Kong has been most successful, and it is to this
experience that Hong Kong can attribute much of its historical prosperity.
By occupying the role of a trade hub, Hong Kong has amassed consider-
able experience in terms of exploiting existing knowledge for its own
benefit. This experience has been successfully utilized to situate Hong Kong
as a nexus of trade between Mainland China and the rest of the world.
Hong Kong can continue to prosper by making use of the knowledge
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embodied in the capabilities it has as a trading centre, by transferring that
knowledge and those capabilities to the innovation domain – that is, trans-
forming itself into an innovation hub.

These strengths of Hong Kong’s innovative efforts are most clearly
observed in a few specialized low-tech sectors such as textile or garment
products, watches and telephone handsets. They also characterize service
sectors that have become prominent during the last couple of decades, such
as financial services, logistics and management consulting and accounting
services. A particular illustration of the ability to use innovative organiza-
tion and networks to orchestrate global production chains is provided by
the Hong Kong-based firm Li & Fung, described in Box 6.3. Such skills can
be transferred effectively to the area of high-tech or innovation-intensive
products. Institutions resting on fundamental market-oriented develop-
ment in such areas as improved technical safety requirements or intellec-
tual property protection, created during the last two decades, are acting to
support these strengths in Hong Kong’s NSI.

BOX 6.3 LI & FUNG – INNOVATIVE
ORCHESTRATION SERVICES

One firm that has gained considerable fame on the basis of its high
level of competitiveness in innovative services is Li & Fung, a Hong
Kong trading company established in Canton in 1906 with sales
amounting to US$4.2 billion in 2001. Li & Fung has developed a
specialized role as the orchestrator of loosely coupled supply
chain processes for a range of consumer products requiring
labour-intensive manufacturing. Supplying well-known clients, like
Levi Strauss, Reebok and Disney, the firm uses a wide network of
more than 7 500 suppliers in Asia and other continents to meet
specific product needs, providing service along the entire chain of
production through delivery of products to end customers – often
packaged and marked with a price to be put directly on the shelf.
This is achieved with the assistance of a hybrid organization that
includes a highly advanced and sophisticated electronic trad-
ing system linking 5000 people supervising the manufacturing
process and various clients globally (Brown et al., 2002).

At the same time Li & Fung utilizes more traditional networks of
personal contacts and supervision to ensure quality assessment
and on-time deliveries.This extensive network of human resources
coexists with the information technology infrastructure to handle
detailed design, production scheduling, logistics, final assembly
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and customer relations. A dedicated team is engaged in extremely
knowledge-intensive ‘disintegration’ and optimization of supply
chains, carrying out design and planning of distributed manufac-
turing and coordination of the vast network. But few of these activ-
ities require formal R&D and innovation is integrated into the
development of new business processes and products. It is its spe-
cialized expertise in supply chain management that provides Li &
Fung with its unique competitiveness in global markets.

Source: Based on information from Li & Fung company website, available at
http://www.lifung.com/eng/global/home.php and Brown et al. (2002).

It is, however, also evident that weaknesses in the systems and organ-
izations formed for the creation of new knowledge – requiring R&D-
intensive development of products and services – pose a critical challenge
to future economic development in the territory. After a decade of invest-
ment in higher education, universities in Hong Kong have upgraded
research facilities and capabilities and are also trying to extend their net-
works to private industry and service sectors in order to commercialize
potential new technologies. The university sector is likely to be the main
public actor in the NSI even if current initiatives increase the number of
government-sponsored research institutes serving specific sectors. We also
observe that an increasing source of input for innovation in Hong Kong
could be R&D carried out in organizations on the Chinese mainland.
Maintaining crucial linkages to global networks, Hong Kong firms will be
increasingly able to leverage their access to China’s growing resources for
innovation and thereby compensate for the relative weakness of local
R&D organizations.

7.2 Summary and Evaluation of the Innovation Policy Pursued

In evaluating past innovation policies in Hong Kong, the most conspicu-
ous point to be made is how ‘late’ the policies have been in their introduc-
tion. Not until 1999 did Hong Kong develop any kind of formal, co-
ordinated innovation policy. Against almost any comparative benchmark
– that of OECD countries, Asian tiger economies or countries of a similar
size – that is far too late. Compare this with Singapore where, before 1990,
the policy focus had been on promoting technology deployment while after
1990 the government shifted its attention to raising the indigenous R&D
profile of local Singaporean companies through various long-term strate-
gies and plans. In Hong Kong’s case this delay may have been especially
detrimental to the overall NSI because of the speed and intensity with
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which the PRC – the one economy on which Hong Kong uniquely depends
for its economic livelihood – has been opening since 1979.

Lateness in tackling and introducing innovation policy and subsequently
weak implementation have left many initiatives fragmented and ineffectual.
Hong Kong could therefore benefit from an approach to its NSI whereby
policy initiatives are better coordinated and understood in terms of a larger
conceptualizing framework – the NSI approach. Indeed, in the latest
government publication (see, e.g., HKSAR Innovation and Technology
Commission, 2004) policy makers have explicitly integrated the SI
approach as an aid to overall policy discussion and implementation. The
moves towards adopting a system of innovation approach by the Hong
Kong government must, however, be tempered by the observation that
steps towards greater coordination and integration among the constituent
elements of Hong Kong’s NSI are in their infancy. There is a long way to
go. The fear in Hong Kong remains that such bureaucratic changes may,
ultimately, come too late to make a positive difference. The consensus
among key policy advisers in Hong Kong is that a major weakness in innov-
ation policy making has been a reluctance to address systemic relationships
among the different policy areas. This hesitation has been associated with
a lack of effective policy coordination. For example, despite the establish-
ment of the ITC in 1999, there are still a number of other policy-making
bureaux connected with innovation, including the Commerce, Industry and
Trade Bureau, the Financial Services Branch (for financial innovations),
and to a lesser extent regulatory bodies such as the Telecommunications
Authority and the Television and Entertainment Licensing Authority that
are not formally connected in terms of their functions and missions.

7.3 Future Innovation Policy

Hong Kong has made progress in transforming its role from that of an unri-
valled trade hub into that of an innovation hub. This change, we argue, is
the background for its newly initiated innovation policies and will influence
their impact in the future. In mid-2004, the ITC proposed a new strategic
framework for innovation and technology development underpinned by
five core elements (see Box 6.4).

To implement the new strategy, priority has been given to the production
of new knowledge. At the same time, however, the government recognizes
the importance of ‘leveraging the mainland’ in order to become a facilita-
tor or an innovation hub of technology inflows and outflows, particularly
to the PRD. These two roles (producer and facilitator) are interconnected
and co-evolving, especially as Hong Kong’s overall integration (at cultural,
economic and technological levels) into China gathers momentum.
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Still, Hong Kong’s role as a trade hub has been in decline and will con-
tinue to weaken because of the continuing momentum of China’s opening
up, which began in 1979, and has resulted in its recent accession to the
WTO. The rapid development of Chinese cities such as Shenzhen,
Guangdong and Shanghai whose effectiveness in performing the trade-hub
roles Hong Kong has historically monopolized is coupled with the increas-
ing number of companies able and willing to set up shop directly in China.
Only by becoming a facilitator for technology development can Hong
Kong take advantage of the skills it acquired as a trading hub, combine
them with the basic research capabilities of universities, and apply them in
order to become an innovation hub between the PRD and the rest of the
world to serve the interests of China’s immense and rapidly developing
economy.

Through its latest innovation and technology measures, Hong Kong
is attempting to upgrade its existing capabilities in nine chosen focus areas.
In a number of these areas – such as logistics, textiles and consumer

BOX 6.4 KEY ELEMENTS UNDERPINNING THE
HKSAR GOVERNMENT’S NEW
INNOVATION AND TECHNOLOGY
FRAMEWORK

(i) Focus: to identify key technology focus areas where HK is
deemed to have an advantage for optimal use of resources
to create greater impact

(ii) Market relevance: to adopt a demand-led, market-driven
approach in driving the innovation and technology pro-
gramme to ensure that investments are relevant to industry
and market needs

(iii) Industry participation: to closely involve the industry in defin-
ing the focus areas and in other stages of innovation and
technology development

(iv) Leverage the mainland: to utilize the production base in the
GPR Delta region as the platform for developing applied
R&D and commercialization of applied R&D deliverables

(v) Better coordination: to strengthen coordination among
various technology-related institutions and the industry for
enhanced synergy and impact

Source: HKSAR (2004).
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electronics – Hong Kong can boast a wealth of expertise. In other areas,
however, such as automotive parts, Chinese medicine and integrated circuit
design, Hong Kong is looking to exploit its ‘traditional’ role as a facilitator
between China and global networks.

Although the proposed set of policy initiatives looks elaborate, the avail-
able budget allocation for these measures from the remaining ITF funds
(about HK$3.5 billion) is probably insufficient to produce a major turn-
around. It is also difficult to predict the actual effectiveness of the R&D
centres, which may be physical or ‘virtual’ centres. A final but significant
problem revolves around the issue of developments across the border in
southern China. While Hong Kong has made a point of ‘leveraging the
mainland’, there are concerns that it is quickly falling behind. This means
that Hong Kong may become isolated unless it acts promptly on its advan-
tages as a hub. As integration with the mainland quickens and deepens,
Hong Kong must pay close attention to the qualitative nature of the
changes this integration is bringing about. In particular, changes that
support the development of innovation-related links with China must be
nurtured because of the decreasing importance of its trade-related links
with China.
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NOTES

1. When Hong Kong Island was ceded to the British in perpetuity, it was only a fishing com-
munity, inhabited by about 150 000 people and dismissed by the then British Foreign
Secretary, Lord Palmerston, as ‘a barren rock’.

2. According to Loh (2002), the British seized Hong Kong to serve as a base from which to
penetrate China and other Asian nations for trade purposes rather than as new territory
for its own sake.

3. Since 2001, the Census and Statistics Department has collected more detailed and sys-
tematic information pertaining to R&D, and therefore coverage of business R&D data
improved dramatically. This may have contributed to the growth of the BERD figure,
although it is likely that the figures reflect a genuine improvement of business invest-
ments in R&D following the recent policies promoting innovation.

4. See Post (2003).
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5. The speculative nature of property was acutely illustrated in the late 1990s when prices
rose dramatically to create a ‘property bubble’ in which asset prices were artificially high,
only for the bubble to burst and result in the slashing of property prices.

6. See HKSAR Census and Statistics Department (2003b). Statistics quoted in this section
are derived from this publication.

7. See data available from the Innovation and Technology Commission (http://www.info.
gov.hk/itc/eng/funding/arf.shtml), accessed 31 January 2005.

8. See the ‘Statement on Competition Policy’ (http://www.compag.gov.hk/about/), accessed
24 January 2005.

9. See information on IPR in ‘Protecting Intellectual Property Rights in Hong Kong’
(http://www.hongkong.org/ehongkong 22/property.htm), accessed 30 August 2004.

10. Tackaberry (1997).
11. The data assembled for this section deal exclusively with activities of incubators, and do

not include the general rates of birth and death of firms in the territory.
12. See HKSAR Census and Statistics Department (2003b, Table 3.14).
13. See, e.g., the announcement by the PRC Ministry of Commerce (http://english.

mofcom.gov.cn/article/200408/20040800266847_1.xml), accessed 18 August 2004.
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7. Reconsidering the paradox of high
R&D input and low innovation:
Sweden
Pierre Bitard, Charles Edquist, Leif Hommen
and Annika Rickne

1 INTRODUCTION

The notion of a ‘Swedish paradox’ has been central to recent innovation
policy discussions in Sweden. When first formulated, it was as a reflection
of a high research and development (R&D) intensity in Sweden coupled
with a low share of high-tech (R&D-intensive) products in manufacturing
as compared to the OECD (Organisation for Economic Co-operation and
Development) countries. It was seen as a paradox between a high input and
a low output measured by these specific indicators (Edquist and McKelvey,
1998).1 In other words, it pointed to a low productivity of the Swedish
national system of innovation (NSI) in this specific sense. Subsequently, the
expression has been used widely, but often formulated as a general relation
between inputs and outputs – e.g. that the investments in R&D in Sweden
are very large, but that the ‘pay-off’ (in terms, e.g., of growth and compet-
itiveness) is not particularly impressive (e.g. Andersson et al., 2002, ch. 2).
Due to varying uses of the concept, and since many formulations have been
based on rather partial data, it is not yet clear to what extent there exists a
paradox or where the gap between input and output resides. In this chapter,
we shall discuss the Swedish paradox in terms of a relation between inputs
of R&D and innovation efforts and outputs of innovations of different
kinds.

Those studies proposing that there is a paradox have also formulated a
number of different hypotheses to explain it. One proposition is that the
knowledge resulting from R&D remains in the R&D sphere – e.g. in uni-
versities or corporate research units – and hence is not transformed into
innovations. Another is that the paradox can be explained by the sectoral
allocation of R&D investments. A third is that the internationalization of
production has proceeded further than that of R&D, so that R&D carried
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out in Sweden bears fruit, as innovations, elsewhere, sometimes in the sub-
sidiaries of Swedish multinational enterprises (MNEs) (Edquist, 2002,
Sections 4.6 and 4.3). However, we still lack a thorough discussion of the
validity of these propositions or of the relations among them.

Against this background, we aim to analyse the Swedish NSI. In doing
so, we follow the structure and model table of contents presented in the
introduction to this book. Among many other things, we scrutinize whether
there is support for the paradox and, if so, how it may be explained.
Specifically related to the paradox, we revisit and reformulate the paradox
in Section 3 through an analysis of detailed and comparative data from the
second and third Community Innovation Surveys (CIS2/3). To assess the
grounds for competing explanations of the paradox, a detailed analysis of
activities possibly influencing innovation processes in Sweden – also pre-
sented in the introductory chapter – follows in Section 4.

2 MAIN HISTORICAL TRENDS

Two main traits characterize the evolution of the Swedish NSI. First, the
natural resource base in Sweden – i.e. forests and minerals – and the eco-
nomic history of Sweden from the industrial revolution onwards have both
strongly influenced the present anatomy of the Swedish NSI. Second, the
general pattern of economic development can be summarized in terms of
‘the combination of exports based on refined and processed materials on
the one hand and the multinational engineering firms on the other’
(Edquist and Lundvall, 1993, p. 272). As for the resulting character of the
NSI, attention should be drawn to the decisive role played by a ‘small
number of multinational firms in the engineering industry’ (ibid.).2

In the latter half of the nineteenth century, Sweden was primarily agrar-
ian. Its exports were dominated by products from agriculture and the mining
and forest industries (iron and sawn lumber). After the mid-nineteenth
century, though, new production processes allowed the export of more
refined products from these industries – machinery products and pulp and
paper, respectively. The engineering industry subsequently expanded
significantly in terms of both employment and export shares, rising from
3 per cent of total exports in 1880 to 10.5 per cent in 1910–11, and reaching
over 20 per cent in 1950. Among OECD countries, the share of manufac-
turing exports held by engineering industries in Sweden during the 1950s
was surpassed only by the USA (ibid., p. 271).

Sweden was thus a late but rapidly industrializing country, developing
a strong specialization in mechanical engineering technologies related to
the extraction and processing of raw materials. Significantly, its major
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innovations in machinery products during the late nineteenth century were
‘all closely related to the export-oriented process industries’ (ibid.). Later
product innovations that became the basis of multinational firms were also
concentrated in engineering firms, although the base widened to include
both mechanical and electromechanical technologies.

The Swedish economy has historically been strongly specialized in low-
growth sectors (Jacobsson and Philipson, 1996). Before the 1990s, the more
knowledge-intensive growth sectors, often referred to as high-technology
(i.e. R&D-intensive) production sectors, were relatively underdeveloped
(Ohlsson and Vinell, 1987). A study of Sweden’s production structure in
manufacturing for the period from 1975 to 1991 showed that Sweden actu-
ally had a declining proportion of production in the R&D-intensive growth
industries – from 100 per cent of the OECD average in 1975 to 76 per cent
in 1991 (Edquist and Texier, 1996, p. 110). One consequence of this nega-
tive specialization in growth sectors was an exceptionally strong decline of
employment in manufacturing (ibid., pp. 113–17).

Sweden joined the EU in 1995 in the hope that increased exposure to
international demand would lead to diversification and renewed growth,
recognizing that the ‘home market’ could no longer provide a sufficient
basis for growth and the development of new technologies and industries
(Benner, 1997, pp. 187–8). Initially, this strategy of exploiting the econ-
omies of scale offered by international markets did not bring about
diversification, but instead tended to consolidate the pre-existing produc-
tion structure and established technological trajectories (Carlsson, 1996).

The 1990s witnessed some positive changes in Sweden’s sectoral produc-
tion structure. The general increase in service sector employment relative to
manufacturing employment during 1980–94 was marked by a modest
increase in the share of employment held by knowledge-intensive service
industries (Nutek, 2000, pp. 41–3). Also, from 1980 to 1996 and especially
in the latter part of the period, Sweden significantly increased its export
specialization in high-technology manufacturing, while losing market
shares in medium–high-technology manufacturing (ibid., pp. 47–52).

In 1997, a statistical study of the Swedish NSI, based on a comparison
of seven countries (Finland, Germany, Japan, Netherlands, Sweden, the
UK and the USA), found that Sweden ranked fourth in terms of the
share of manufacturing employment held by high-technology sectors.
Furthermore, Sweden ranked fifth in terms of the share of the total
labour force employed in high-technology manufacturing (Nutek, 1998,
Figure 3.8). Swedish production of high-technology products had also
increased from 8.8 per cent of all manufacturing production in 1993 to 12.5
per cent in 1996, owing largely to rapid growth in two high-technology
sectors in which Sweden was already specialized – telecommunications

Sweden 239



equipment and pharmaceutical products (ibid., Table 3.2). These develop-
ments improved Sweden’s international ranking as a high-technology
exporter (Braunerhjelm and Thulin, 2004, Table 1).

To the extent that Sweden’s high-technology manufacturing industries
expanded their exports of domestically produced goods, international
demand acted as a spur to continued technological development, not only
within the exporting firms, but also among their domestic suppliers.
However, Swedish MNEs – and particularly those specialized in high tech-
nology – were simultaneously pursuing a strategy of exploiting inter-
national economies of scale through foreign direct investment (FDI),
partly in order to avoid high domestic production costs (Braunerhjelm,
2004, p. 18, Figure 16).

3 INNOVATION INTENSITY

3.1 Introduction

The Swedish paradox refers to a mismatch between very high values on
indicators of inputs into innovation and low values on output indicators.
Here we revisit the alleged paradox and try to reformulate it in more specific
terms, based on CIS data and using a comparative research design.3 First,
we identify the strengths and weaknesses of the NSI via comparisons with
other countries. We focus on some of the small open European economies
included in this book, i.e. the other Nordic countries, the Netherlands and
Ireland. Second, to capture the dynamics, we compare the indicators over
time for Sweden, using CIS data from two periods, i.e. 1994–96 (CIS2) and
1998–2000 (CIS3).4 Third, we compare different sectors (manufacturing,
knowledge-intensive business sectors (KIBS), finance, trade) and size
classes (large firms versus small and medium-sized enterprises (SMEs)).

3.2 The Swedish Paradox Revisited

Revisiting the validity of the paradox in the light of new data presented in
a separate paper (Bitard et al., 2005), we can confirm that R&D intensity
and innovation intensity (as input measures) of Swedish firms are very high
compared to the other small industrialized, European countries (Denmark,
Finland, Ireland, the Netherlands and Norway). In 1994–96 Swedish firms
invested 4.0 per cent of their turnover in R&D, compared to the group
average of 2.3 per cent. Sweden ranked first and none of the other coun-
tries invested above average. Intriguingly, the Swedish figure was 38 per cent
higher than the figure for the country ranked second (i.e. Denmark).
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A complementary but wider input indicator is innovation intensity.5 For
this indicator, too, Sweden ranks first. The Swedish figure in 1994–96 was
6.7 per cent compared to the average of 4.1 per cent, and it was similarly
high during 1998–2000.6 This pattern holds not only for all firms, but also
for the manufacturing sector, which is of specific interest.

We conclude that the input component of the Swedish paradox can be
extended to all innovation expenditures, and not only to R&D expend-
itures. Indeed, the difference between Sweden and the other countries was
even larger for innovation intensity than for R&D intensity.

At a disaggregated level, however, there is an interesting exception to
this overall picture. For SMEs, Sweden ranks only second with regard to inno-
vation intensity, far surpassed by Denmark: Swedish SMEs spent 2.7 per cent
of their turnover on innovation, whereas the Danish ones spent 4.9 per cent –
i.e. the Danish firms spent 81 per cent more. While in most countries SMEs
spend less on innovation than large firms, Sweden had the greatest difference
in this respect. This difference was three times more than that in Finland, with
the second-greatest gap, where large firms spent 2.5 times more than SMEs.

On the output side, we revisit the paradox by analysing the proportion
of innovating firms, the share of all firms that have introduced new
processes, and the share of firms having introduced product innovations.

First, the proportion of innovating firms measures the share of firms that
have introduced either a product or a process innovation. For this indica-
tor, Sweden (all Swedish firms) ranked only fourth for both periods with a
performance only slightly above average. Sweden was followed by Norway
and Finland for the 1994–96 period, and by Norway only in the 1998–2000
period. However, when the data are disaggregated into manufacturing,
KIBS, finance and trade, Swedish firms perform much better in the service
sectors of finance and trade than in manufacturing.

Second, focusing on the share of all firms that have introduced new
processes during a three-year period, Sweden’s performance was 14 per cent
below the average, and Sweden was ranked fourth (out of six) for the first
period, and fifth (out of five) in the second period.7 Hence Sweden is at the
bottom in comparison, even though differences among the five countries
were rather small. Worryingly, the Swedish position deteriorated over time
between the two periods. However, Swedish firms performed somewhat
better in services than in manufacturing. It is interesting that previous
studies have shown that in the past, Sweden – at least Swedish engineering
industry – has been very advanced with regard to the introduction of new
process innovations (Edquist and Jacobsson, 1988).8 However, judging
from the CIS data, this no longer seems to be true.

Third, we have analysed four indicators related to product innovations.
The indicator ‘introduction of new-to-the-firm products’ measures the
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share of firms that during a three-year period introduced products that
were new to them (but not to the ‘world’). On this indicator, Sweden ranked
fourth (out of six) for 1994–96 and fourth (out of five) for 1998–2000.

As a contrast, the indicator ‘introduction of new-to-the-market prod-
ucts’ measures the share of firms that during a three-year period introduced
products that were new to the market (i.e. new to the ‘world’). On this indi-
cator, Sweden ranked fourth (out of five), with only Norway behind.
Interestingly, on both indicators Swedish firms performed better in com-
parison to other countries in services, but poorly in comparison to other
countries in manufacturing.

The indicator ‘turnover due to new-to-the-firm products’ is the turnover
due to new-to-the-firm products introduced during a certain period,
divided by total turnover at the end of the period. On this indicator, Sweden
performs very well, ranking first among the five countries compared. Hence
the performance is much better in this respect than with regard to the pro-
portion of all firms that innovate in new-to-the-firm products.

The indicator ‘turnover due to new-to-the-market products’ is the ratio
of turnover due to new products or significantly improved products (goods
or services) introduced during the period 1998–2000, divided by the total
turnover in 2000. On this indicator, Sweden is somewhat below the average,
ranking third (out of four). Thus Swedish firms perform relatively worse
with regard to creation than to imitation.

It is also interesting that the performance on this indicator is much better
for small firms than for large ones, i.e. small firms are much more creative
than large ones, as compared to the other countries. Hence the overall per-
formance of all firms – which is, on the average, worse with regard to cre-
ation than to imitation – can be explained by the domination of large firms
in the Swedish NSI.

3.3 Conclusions

Comparatively speaking, the input indicators for Swedish firms are very high.
On the output side all indicators are quite low compared to the other coun-
tries – with only one exception: turnover due to new-to-the-firm products.9

The comparison made here is with four or five other small industrialized
countries in Europe and the result should be tested through further com-
parisons with more countries. Even so, we have reformulated the paradox
in more specific terms than previously discussed in research and policy lit-
erature. Our overall conclusion is that the Swedish NSI is not as capable as
some other small industrialized countries of transforming the very large
resources invested in R&D and innovation activities on the input side into
correspondingly large outputs of product and process innovations on the
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output side. The productivity (or efficiency) of the Swedish NSI is, in this
sense, simply not high. (On the surface this conclusion may seem inconsist-
ent with the EU’s Innovation Scoreboard – where Sweden ranks very high
on the summary indicator. However, this indicator is based on both input
and output indication and does not make a distinction between them.)
Hence the existence of the Swedish paradox is confirmed on the basis of
the different, broader and more detailed indicators based on CIS2 and
CIS3.10 More specifically, the results suggest that the underlying problem
may reside with the large firms that dominate the NSI, and their underper-
formance in innovation outputs.

The conclusions of the analysis in Section 3 will be discussed in consid-
erably more detail in Section 7.1.

4 ACTIVITIES THAT INFLUENCE INNOVATION

Having confirmed, extended and specified the Swedish paradox in the pre-
vious section, we will now conduct a detailed analysis of the activities pos-
sibly influencing innovation processes. Among other things, this will
contribute to assessing the validity of the three hypotheses that have been
advanced to explain the paradox (see the introduction to this chapter). We
follow a set of authors who have stressed the need to go beyond the struc-
tural components of an NSI and concentrate on the activities or functions
of the system (Johnson, 1998; Rickne, 2000; Liu and White, 2001; Johnson
and Jacobsson, 2003; Edquist, 2005; Bergek et al., 2008).

In this book we specifically take an approach based on activities. Edquist
(2005) has compiled a general set of activities that may serve as a starting
point for our analysis. These activities were presented in Box 1.2 of the
introductory chapter of this book. This list is only ‘provisional’. Thus our
analysis does not claim to analyse all vital activities – or all aspects of these
activities. Further, it does not rank the activities in importance, or reveal a
master plan for redesigning the Swedish NSI. We hope simply to reflect ten-
tatively on the extent to which innovation patterns in Sweden – and
specifically the paradox – can be related to the activities of the system.

4.1 Knowledge Inputs to Innovation

4.1.1 R&D activities11

Measuring the volume of R&D input by national R&D expenditures as a
proportion of gross domestic product (GDP), Sweden figures in the very
top among OECD countries together with Israel, spending more than 1.8
times the OECD average and more than twice the EU average on R&D
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(Jacobsson and Rickne, 2004). Sweden and Finland are the only European
countries that have displayed a catch-up vis-à-vis the USA on this indica-
tor since 1991 (European Commission, 2003). Sweden has strongly
increased its R&D spending, from a level of 2.3 per cent of GDP in 1981
to 4.3 per cent in 2001 (Marklund et al., 2004).12 However, even though the
growth rate is clearly positive with 2.2 per cent average annual growth from
1995 and onwards, several other countries have a stronger growth rate (e.g.
Greece, Finland, Portugal) (European Commission, 2003, Figure 2.1.8).

Sweden’s scientific output, as measured by publication, is high, account-
ing for 1.75 per cent of world publications, and placing it at rank 14 in spite
of being a small country (ibid.). In addition, the citation rate, indicat-
ing quality, is relatively high, though it has recently declined in some
biotechnology-related fields (Sandström and Norgren, 2003). Sweden’s
scientific productivity is not above that of many other OECD countries
(ibid.).13 However, the technological output as measured by patents is well
above the EU average, vis-à-vis both actual numbers (rating as number 8)
and growth rate, and Sweden is listed among the five fastest growing EU
countries as regards patenting in the EU. As to the world’s share of US
patents, Sweden ranks seventh but shows a moderate growth compared to
other European countries (ibid., Table 1.6).

Sweden’s relative scientific specialization resembles that of Finland and
Denmark, and lies within life sciences, food science and agriculture, envir-
onmental sciences, civil engineering and materials science (European
Commission, 2003). In most of these fields the citation impact is above
average, being especially strong within pharmacology and clinical medi-
cine. The scientific profile is dominated by biomedically related fields, where
clinical medicine and health science, biomedicine and pharmacology and
basic life science account for 56 per cent of the publications. Only the UK,
the Netherlands and the USA have a comparable focus on these fields.
Notable in comparison with other OECD countries is also a relatively small
focus on chemistry as well as on physics and astronomy. As ‘the “age of the
atom” is being overtaken by the “age of the molecule” and, more recently,
the gene’ (ibid., 2003, p. 290), this may mean that Sweden is taking a
promising direction. However, the fields of computer science, mathematics
and statistics together account for only 3.2 per cent of the publications in
this period (ibid., Figures 5.2.12–13).

In contrast, Sweden’s technological specialization (as measured by
patenting across major technology fields) lies in general in mechanics and
process industries with relative strengths in pharmaceuticals, telecoms,
materials and analysis-control, and weaknesses in biotechnology, audio-
visual, IT and semiconductors. Notably, patenting growth rates are well
above average in all fields except biotechnology and materials (ibid.).
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Even considering the time lag issue, this mismatch between the scientific
and technological profiles may partly explain the low innovation output
discussed in Section 3.

The Swedish organization of R&D, whereby the business sector
accounts for a major share of the activity, is different from many other
OECD countries where firms are less prominent in R&D, but similar to that
of the USA, Ireland, Belgium, Korea and Japan (Jacobsson and Rickne,
2004). The business sector has strengthened its dominance over the last two
decades, driving the growth of R&D activity. In contrast, expenditure on
R&D in the higher education sector has remained fairly constant since
the beginning of the 1980s and the government sector had only a slow
increase until the end of the 1990s. Within the business enterprise sector,
the large firms – with 500 employees or more – account for 83 per cent of
R&D.14 While the contribution of the service sector to R&D was still rela-
tively small in 2001, it was above the EU average and its growth exceeded
that of manufacturing. In non-business R&D, the higher education sector
assumes a major role, while government research bodies and private non-
profit organizations are relatively small actors compared to other countries.
As regards sources of R&D financing, the share from corporate sources is
large – considerably above the EU average – and comes second only to
Japan. Interestingly, it has increased over time, at the expense of public
sector financing,15 and was 72 per cent of the total financing in 2001
(Jacobsson and Rickne, 2004).

In brief, Sweden has clear strengths regarding both input and output of
R&D. As pointed out in Section 3, Sweden’s innovative firms are now
increasingly located in services, and we have seen in this section that
Swedish R&D is also characterized by strong dominance of the business
enterprise sector – particularly by large firms – and relatively high rates of
growth within the service sector. Coupled with these positive traits, con-
cerns are, however, raised regarding a potential mismatch between the
scientific profile and the technological profile, potentially explaining that
there is a problem in transferring scientific knowledge into industrial needs
in Sweden.

4.1.2 Competence building
In 1994, total Swedish spending on education as a proportion of GDP
was the highest in the world (OECD, 1998, p. 37), and in 1999 Sweden
remained one of the leading OECD countries, with a share of 6.7 per cent
just slightly below the leader, Korea, at 6.8 per cent, and well above the
average of 5.8 per cent (OECD, 2002, p. 170, Table B2.1a). Sweden also
allocates a comparatively high proportion of educational expenditure to
tertiary education. In 1999, Sweden spent 2.1 per cent of GDP on tertiary
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education, compared to an OECD average of 1.2 per cent (ibid., p. 78, Table
B3.1). In 2003, this level of expenditure remained essentially unchanged,
and Sweden ranked fifth among 25 OECD countries (Högskoleverket,
2003, p. 22).

Consequently, the Swedish labour force has a comparatively high level of
educational attainment, with a rate of university graduation above the
OECD average (OECD, 2002, p. 54, Table A31b). About 30 per cent of an
age cohort graduates from higher education (Högskoleverket, 2003, p. 28).
An OECD comparison of the EU-15, along with the USA, New Zealand,
Australia and Canada, ranked Sweden third in terms of the proportion of
the adult population participating in education and training in 2001. The
Swedish participation rate of about 55 per cent in 2001 was surpassed only
by Finland (about 56 per cent) and Denmark (around 58 per cent) (OECD,
2002, p. 249, Chart C4.2). In another EU-15 comparison of workplace-
based education in 2000, Sweden ranked fifth, with a participation rate of
42 per cent – well above the average of roughly 33 per cent (Aspgren, 2002,
pp. 105–6, Figure 5.7).

Recently, Sweden has expanded its higher education system, developing
towards a mass rather than an elite system, predominantly academic rather
than vocational in orientation (Sohlman, 1996; 1999). The engineering
shortages of the past have been overcome, with graduation rates of natural
scientists and engineers (NSEs) becoming comparable to those of com-
petitor countries (Aspgren, 2002, p. 102; Jacobsson et al., 2001; Sohlman,
1996, p. 71). A recent international comparison of the proportion of NSEs
within the total population holding tertiary qualifications shows Sweden in
third place, surpassed by only Germany and Korea (Marklund et al., 2004,
p. 47, Chart 13.2). The Swedish educational system remains entirely under
Swedish control, and is still largely dominated by the public sector
(although private schools are currently growing rapidly). Swedish higher
education, however, has strengthened its internationalization since joining
the EU in 1995. There is now a fairly even balance between foreign students
at Swedish universities and Swedish students abroad (Högskoleverket,
2003, pp. 13–14).

Henrekson and Rosenberg (2001) address some rigidities of teaching in
their critique of Swedish higher education. Such rigidities include barriers
to competition among universities for both faculty and students, and bar-
riers to competition among faculty within universities, both rendering
universities unresponsive to shifting market demands. Historically, low
remuneration paid to teaching faculty for high performance in specializa-
tions under strong demand, separation of undergraduate teaching and
research, and fixed programmes of study providing students with little lati-
tude for choosing courses have all combined to make the Swedish system
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of tertiary education rather slow to respond to changing markets (ibid.,
pp. 223–6).

There has been considerable improvement in these areas since the early
1990s, which ushered in decentralization reforms in both tertiary and non-
tertiary education (Bauer et al., 1999; Lundahl, 2002). In tertiary educa-
tion, these reforms were meant to make the system more market-responsive
and enhance international competitiveness. Although decentralization has
been achieved, it is still unclear whether it has translated into greater com-
petitiveness. Arguably, the reforms have enhanced systemic flexibility at the
level of competition among universities, but not yet sufficiently stimulated
competition within them. At the same time, it appears that many Swedish
universities and colleges have not yet reorganized themselves to take full
advantage of greater freedoms in internal decision making (Alskling,
2001).

To summarize, the Swedish education system scores high in international
comparisons of both inputs and outputs, and has improved its flexibility.
The fact that most graduates now work in knowledge-intensive services
rather than manufacturing (Marklund et al., 2004, p. 17), may help to
explain why many of Sweden’s innovative firms are now located in services
rather than manufacturing.

4.2 Demand-side Factors

Historically, several new industries and technologies in Sweden have been
closely tied to new domestic demand, with national procurement initiatives
providing initial markets for several ‘state-sponsored development blocs’
(Glimstedt, 2000, p. 207). Public technology procurement (PTP) has, in
earlier times, been an important innovation policy instrument (Edquist and
Hommen, 2000).

However, since Sweden joined the EU in 1995, its public agencies have
faced greater institutional obstacles in undertaking PTP initiatives under
the EC Directives on Public Procurement (Edquist et al., 2000). Sweden’s
accession to the EU was accompanied by a wave of liberalization reforms
that resulted in the dismantling of many state agencies and the privatiza-
tion of many state-owned companies. There is still some scope for the use
of PTP as a demand-side instrument for innovation policy, using the
Swedish public sector’s comparatively large size and high-quality standards
as points of leverage (Marklund et al., 2004, p. 9). However, most PTP pro-
jects now under way are mainly characterized by incremental innovation
within existing industries. The 24SJU (24SEVEN) project of the Swedish
Agency for Administrative Development, in which public administrations
will procure information and communication technology solutions to make
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basic services available 24 hours per day, 7 days per week, provides one
example (Karlberg, 2004; Kleja, 2004).

Product market regulation has shaped several important Swedish indus-
tries (Glimstedt, 2000, pp. 184–202). As ‘institutions specific for each tech-
nological system’ (Carlsson and Jacobsson, 1997, p. 288), standards have
been particularly important in, e.g., mobile telecommunications (ibid.,
284–9; Glimstedt, 2001, p. 49). Standard setting contributed to Ericsson’s
(and Nokia’s) current leadership in mobile telecommunications equipment
through ‘early identification of new technological opportunities’ (Carlsson
and Jacobsson, 1997, pp. 284–9). However, standard setting has become
increasingly internationalized, and private actors, especially producers,
have become dominant in influencing the development of standards
(Hommen and Manninen, 2003; Hommen, 2003).

Recent Swedish innovation policy has replaced purely demand-side mea-
sures with public–private partnerships (PPP) combining demand- and
supply-side measures. For instance, the Swedish Agency for Economic and
Regional Growth (Nutek) programme ‘Design for Environment in SMEs’
was based on ‘networks of firms involving research institutes, universities,
and in some cases customers of the participating SMEs, based on industry-
specific supply chains, or on specific product development’ (Fukasaku,
1998, p. 124).

In summary, Sweden’s accession to the EU led to a shift in Swedish
innovation policy, from a strategy of utilizing domestic demand to one of
relying upon international demand to stimulate industrial and technologi-
cal development. Positive effects include gains in high-technology exports
and new opportunities for MNEs (see Section 2). However, PTP and stand-
ard setting have decreased in importance. These observations may help
explain why the Swedish NSI currently performs better in turnover due to
products ‘new to the firm’ rather than products ‘new to the market’.

4.3 Provision of Constituents

4.3.1 Provision of organizations16

The birth rate of new firms is comparatively low in Sweden. This observa-
tion is worrying, since new firms are an important mechanism of industrial
renewal. Even though 60 000–75 000 firms were established yearly during
the 1990s, the population of new firms was still only 7.4 per cent of all com-
panies in 2001.17 In a large international survey, Sweden ranked only 33rd
out of 41 countries in terms of the share of individuals engaging in firm
formation (GEM, 2003). But in a study of new technology-based firms
(NTBFs) established between 1975 and 1998, the accumulated population
numbered almost 1400 in 1998 (Rickne and Jacobsson, 1999),18 and their
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relative share has increased over time. Although firm formation has main-
tained a constant level during the last decade, there has been a steady
increase in science or technology-based spin-offs from universities and
companies.

An unusually high proportion of new firms endures: the three-year sur-
vival rate was an impressive 55 per cent in 1998 (ITPS, 2003b). Regarding
stability, one study showed that 63 per cent of the high-tech spin-offs estab-
lished in 1996 passed the four-year survival limit, comparing favourably
with other Nordic countries (Nås et al., 2004). However, two-thirds of the
new firms are one-person companies (ITPS, 2002), and most other firms
also remain small. One study reveals that out of firms surviving three years
(1998–2001), 40 per cent show some growth (ITPS, 2003b) but only a few
grow substantially. Also, less than one-third of the spin-off firms created in
1996 had created any employment expansion in the following four years.

Although many large, international companies have been created in
Sweden, few of them were created during the last three decades. Among the
newer established firms that are growing, some do so on their own account,
but growth frequently seems to be enhanced by becoming part of a larger
corporate structure through acquisition (Lindholm, 1994). Through mech-
anisms such as subcontracting components and subsystems, acquisitions
and spin-offs, large companies play an important role in creating and devel-
oping innovative new firms.

On balance, Sweden lags in creation of new firms and their contribution
to industrial renewal. High survival rates are enlarging the population of
firms and the formation rate of high-tech firms is increasing. However, the
relative lack of growth may partly explain Sweden’s lack of innovation, as
discussed in Section 3. The shift towards more service firms can be linked
to the finding that Sweden’s innovative firms are now increasingly located
in services rather than manufacturing, and that the highest rates of ‘new-
to-the-market’ product innovation occur in knowledge-intensive services.

4.3.2 Networking, interactive learning and knowledge integration
Empirical data indicate that innovative collaboration and networking seem
to develop organically among Swedish actors and between Swedish and
foreign actors. Swedish research often involves collaborations between
researchers in firms and in universities or institutes (private or public
research organizations), resulting, for example, in joint publications or
patents (Sandström, 2002). Out of all Swedish publications, 27 per cent are
co-published with a national partner and 39 per cent with a foreign partner
(European Commission, 2003, Figure 5.4.2). The importance of spatial
closeness is stressed where there is a preference for Nordic partners, but
there are many non-Nordic foreign partnerships. Sweden’s rate of university
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participation in research joint ventures with US actors is – despite Sweden’s
relative smallness – among the six highest in Europe (ibid., Figure 3.3.11).
Naturally, patterns of R&D collaboration vary by sector, and science-based
sectors such as biotechnology display very high intensities.

University–industry relations are frequent and important in some
sectors. One study showed that 93 per cent of the Swedish biotech firms
reported university cooperation (VINNOVA, 2001). However, Swedish
industrial actors finance fewer activities in universities or research institutes
than do firms in other EU countries (European Commission, 2003, Figures
3.1.4–5). Also, a need for improved technology transfer is stressed by the
finding that in East Gothia the main partners of firms pursuing product
innovations are other firms (suppliers and customers), not universities
(Edquist et al., 2000).

Swedish firms frequently enter into licensing, joint development, mar-
keting or distribution, outsourcing agreements, etc. A survey of collabor-
ation in product development, covering all manufacturing firms in East
Gothia, found that 70 per cent of all product-innovating firms relied on
partnerships (ibid.). This tendency can be illustrated by, for example, the
field of biocompatible materials, where innovating firms rely heavily on
other actors, and a large variety of partners – national and foreign – supply
technological competences, financing, market guidance, etc. (Rickne,
2000). Types of partners and resource exchanges vary substantially across
sectors – with, for example, biotech entailing mainly technology develop-
ment but also market-oriented relations (Alm, 2004).

These findings contrast starkly with evidence from CIS3,19 where the
proportion of cooperating enterprises was shown to be rather low in
Sweden (around 30 per cent in 1998–2000) compared to other European
countries.20 The consistent pattern across countries was that a much higher
share of large firms cooperate for innovation. In Sweden, two-thirds of
large firms cooperated, but only one-third of SMEs. Comparatively,
Swedish firms displayed low cooperation in all sectors except KIBS.

These competing observations, based on different data, all find support
in the character of the Swedish system. The rather high degree of vertical
integration in Sweden implies a lower degree of cooperation and fewer
market-based sourcing solutions, as indicated by CIS. But the history and
ownership structure of Swedish industry, as well as path dependences
involving technological trajectories, resource inertia and variety creation
(Glete, 1989) point to a system with extensive networking, as in the East
Gothia study. Even so, there is a need to enhance collaboration and learn-
ing over organizational borders. Today, private initiatives such as industry
associations and bridging organizations, as well as government schemes of
various kinds – for example the Innovation Bridge Foundations and
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VINNOVA – continue to provide arenas for meetings, coordinate suppli-
ers, or spur university–industry relations by making such cooperation a
prerequisite for financing.

4.3.3 Provision of institutions
Here we focus on institutions such as science and technology (S&T)
employment rules, corporatist arrangements, intellectual property rights
(IPR) laws, competition rules and trade agreements.

Andersson et al. (2002) and Henrekson and Rosenberg (2001) point to
insufficient incentives for academic entrepreneurship, with consequently
poor performance in commercializing research results via NTBFs
(Lindholm-Dahlstrand, 1997a; 1997b; Rickne and Jacobsson, 1999)
including university-based start-ups (Olofsson and Wahlbin, 1993; Rickne
and Jacobsson, 1996; Marklund, 2001). The Swedish labour market fea-
tured low returns on human capital from the 1960s to the 1980s (Edin and
Topel, 1997; Fredriksson, 1997). In 1995, Sweden had the lowest wages for
experienced teachers among leading OECD countries (OECD, 1995).
Rigid pay scales and poor remuneration for high performance and special-
ization in areas of high demand were long persistent in academia
(Etzkowitz et al., 2000; Stankiewicz, 1986, p. 90). However, flexibility has
increased greatly during the past two decades.

Sweden’s postwar social-democratic welfare state favoured large firms
and strong trade unions (Esping-Andersen, 1990). Sweden also developed
corporatist economic policy making, based on tripartite cooperation
(Ruin, 1974). Initially, the ‘core institution’ governing economic growth
and industrial change was ‘labour market regulation’ (Benner, 1997,
p. 202). Later, public companies, investment planning and R&D policy
assumed more importance, and by the 1990s policy aimed at low inflation
and labour market flexibility (ibid., pp. 205–13). However, corporatist
arrangements remained intact (Edquist and Lundvall, 1993, p. 291).
Unions were thus rewarded for cooperation with employers, supporting
production-based learning within firms and collaborative learning within
industries (Glimstedt, 1995; 2000). However, extensive social security has
been confined to large manufacturing firms and the public sector, encour-
aging a lock-in that can lower the impact of public investments in R&D and
education (Andersson et al., 2002, pp. 45–6).

Since 1949, the ‘university teachers’ exemption’ has granted faculty at
Swedish universities complete ownership of research results. Arguments for
the university teachers’ exemption stress that it minimizes bureaucracy and
does not preclude voluntary agreements between universities and their
scientific staff (Sellenthin, 2004). An alternative arrangement with univer-
sity involvement would also require more effective technology transfer
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services (Rosenberg and Hagen, 2003, pp. 25–6). Critics argue that this law
does not mitigate costs, uncertainties and risks of commercialization
(Brulin et al., 2000). Critics also point to a weak incentive structure with
negative effects on both universities (Henrekson and Rosenberg, 2001,
p. 225) and faculty (Etzkowitz et al., 2002). There is also evidence of ‘anti-
entrepreneurial peer pressure’ within university departments (SOU, 1996,
p. 70). These conditions may have contributed to the underdevelopment of
NTBFs in Sweden and may help to explain the low innovation expenditure
of SMEs compared to large firms. Some Swedish universities have there-
fore recently introduced extensive infrastructures for enhancing commer-
cialization.

Sweden’s EU accession in 1995 implied liberalization and international-
ization. Deregulation of the capital market had already occurred in the
1980s. In the 1990s followed sweeping reforms in domestic air travel (1992),
telecommunications (1993), banking, finance, postal services (1993) and
electricity (1996). A central aim was to create new entrepreneurial arenas
and innovation opportunities, in both Sweden and the EU. Since Sweden
joined the EU, moreover, the ownership of Swedish MNEs has become
increasingly internationalized (Andersson et al., 2002, pp. 28–9).

To sum up, EU membership made it difficult to pursue ‘demand-side’
innovation policy (Edquist, 2002, pp. 40–42), as argued in Section 4.2.
Liberalization also spelled an end to ‘state-sponsored development blocs’
(Glimstedt, 2000, p. 207). Both S&T employment relations and IPR law
and legislation can be linked to Sweden’s continuing underproduction of
NTBFs. Conversely, aspects of both corporatist arrangements and compe-
tition and trade policy seem to have perpetuated the dominance of large
firms and reinforced established technological trajectories. These factors
help to account for the much higher innovation expenditure of large firms,
relative to SMEs in Sweden, and Sweden’s generally poor performance with
regard to the introduction of new-to-the-market products.

4.4 Support Services for Innovating Firms

4.4.1 Incubating activities
Sweden’s division of labour in initiating, financing and operating science
parks and incubators varies greatly and includes government-supported
non-profit units, university-driven units, PPPs and private initiatives in cor-
porate incubators.21 Incubation is seen as a potent policy tool, and univer-
sity-related incubators have most often been initiated and financed by
public money. Recently, a national technology-based incubator programme
aiming to operate on a long-term basis and include financial support ser-
vices has been designed on the initiative of government actors.

252 Slow growth countries



Following the example of US and UK science park establishments in the
1970s, Sweden’s incubation activities began in 1983 with the Ideon Science
Park in Lund (Bengtsson, 2003) and an additional 15 parks were estab-
lished between 1983 and 1989. However, the positive results were not as
strong or direct as anticipated (Ferguson, 1998; Lindelöf and Löfsten,
1999; Löfsten and Lindelöf, 2002). This led to a systematic review, in which
science parks were highlighted as only one instrument in an innovation
environment (VINNOVA, 2002). Today, some incubators are stable and
successful, while many still struggle.

The Swedish universities have incorporated ‘technology transfer offices’
similar to those at Stanford University or Massachusetts Institute of
Technology only since the mid-1990s. Today, most large universities have
some form of unit for handling patent and licensing issues, and promoting
entrepreneurial and cooperative activities. Searches for entrepreneurial
opportunities are undertaken through, for example, venture competitions or
innovation prizes. However, there is much more to be done. In 1998, Sweden
officially assigned universities a ‘third mission’ of diffusing knowledge for
societal use, but few means are devoted to it by governmental or other
bodies. Academic researchers own the right to their inventions, but other
supports for commercial activity – i.e. incentives, suitable career structure,
time, financial resources, role models and experience – are often missing.

While deficiencies in incubation may help to explain the relatively low
innovation expenditure of Swedish SMEs relative to large firms, there have
been dramatic enhancements since the beginning of the 1990s. Policy actors
and the bridging organizations they have formed, as well as universities and
private firms, have played important roles.

4.4.2 Financing
Since the joint effort by government and a merchant bank to create the first
venture capital (VC) firm in 1973, the Swedish VC industry has experienced
waves of increase and decline (Berggren, 2002; Isaksson et al., 2004).22 In
the early 1980s a promising stock market and the formation of the over-
the-counter (OTC) list in Sweden encouraged both private actors and gov-
ernment funds to enter the industry. However, a shakeout followed, due to
high interest rates, a weakening stock market and a promising real-estate
market. This resulted in a shift to majority investments and late-stage
financing. The 1990s saw a moderate growth, and the valuable experience
cultivated by the long-term surviving VC firms was important when the
situation evolved into a significant expansion of the industry in the latter
part of the decade. This was a response to the increase in the number of
high-tech firms, the growth in the stock market, and input from both
private savings and pension funds (VINNOVA, 2002), and was consistent
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with European patterns. However, the global downturn affected the
Swedish VC market in 2000 and a severe decline has followed.

Based on the description above, Sweden has often been pointed out as
having an impressive level of VC activity. It is indeed true that there is an
increasing number of actors on the VC market, and that the percentage of
GDP devoted to VC is well above the EU average (Eurostat, 2003). In fact,
the number of actors tripled (from 50 to 150 firms) between 1998 and 2002,
at the same time as the funds managed quadrupled (from 45 to SEK190
billion). However, as Sweden started from a low figure, she is still in some-
what of a catch-up situation. In fact, many developed EU countries have
been ahead of Sweden for many years, and Sweden has yet to develop a fully
competent VC market with experienced actors and sufficient institutional
support (Karaömerlioglu and Jacobsson, 2000; European Commission,
2003). While an upsurge has certainly put Sweden on the map and been
important for firm formation and growth, the industry can still be charac-
terized as relatively immature, in terms of institutional structure, phase of
financing and sectoral focus.

Thus, first, there are some misgivings about the institutional structure
underlying the VC market. In effect, in a comparative study analysing the
regulatory environment for VC, Sweden was ranked below average in
Europe (EVAC, 2004). Positive features mentioned are the fund structure,
the company tax rate, the ease of registering a new company, and the regu-
lation for reorganization and bankruptcy of a company. More negative
aspects include the strict regulation of mergers, the lack of a special tax rate
for SMEs, the income and capital gain taxes for individuals, the lack of tax
incentives for individuals, and the lack of fiscal incentives for interfirm
cooperation (see also SVCA, 2002).

Second, as regards the phases of development which are VC-financed, a
relatively large share of the funds has been allocated over time to late-stage
development. Indeed, surveys show that 30–50 per cent of the funds
managed by Swedish VC firms are invested in any of the phases from seed
to expansion, and the rest in buyouts (EVAC, 2001). While the heavy lagging
seed financing has displayed an upsurge since 1998, later figures have dis-
puted this trend (Nutek, 2004). Interestingly, although the government
aimed to increase the volume of seed capital through the establishment of
two large investment organizations in 1992 (Atle and Bure), these bodies
subsequently refocused on later-stage financing (Isaksson and Cornelius,
1998). While the lack of early-stage financing to some extent seems to be
handled by the entrepreneur’s own sources, bank loans are mainly an option
for more mature buyouts and neither source is sufficient (Nutek, 2004).

Third, another worry concerns the sectoral focus, where only 28 per cent
of the total equity capital in Sweden is allocated to high-tech sectors, as
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compared to the EU average of 38 per cent and the astonishing US figure
of 79 per cent (European Commission, 2003).

All in all, even though several EU countries have long been ahead, Sweden
is in a good situation, with growing financial options for firm formation and
expansion. However, there is clearly a quandary in Sweden as regards matu-
rity of the VC market and the involvement of all the types of actors necessary
for a smooth sequence of financing and the provision of resources to high-
technology firms. Much has been done towards the development of the VC
industry in Sweden, but it still requires improvement, and its current state may
help to explain why the innovation intensity of Swedish SMEs is not excep-
tionally high. In particular, the fact that there is a relative shortage of seed and
early-stage financing and the lack of high-tech focus may possibly contribute
to explaining the Swedish paradox. One positive sign is a visible internation-
alization of the VC market. Although domestic actors dominate the financing
of innovation and VC firms located in Sweden invest mostly in Swedish firms
(82 per cent) or in other Nordic companies (13 per cent) (Nutek, 2004),
foreign organizations are nevertheless involved in every fifth investment and
the financing process has become more internationalized.

4.4.3 Provision of consultancy services
Nearly all Sweden’s private consultancies are located in the KIBS sector.23

VINNOVA’s recent comparison of nine countries – Austria, Germany,
Denmark, Finland, France, Italy, Norway, Sweden and the USA
(Marklund et al., 2004, Figure 4.4) – shows that Sweden’s KIBS sector is
not especially large. Sweden ranks seventh in the proportion of total ser-
vices belonging to KIBS, sixth in the percentage of the total labour force
employed in KIBS, and sixth in the percentage of total population
employed in KIBS (ibid.). The sector has recently expanded rapidly in
Sweden, with high employment growth from 1981 to 1991, returning to
more moderate rates in 1991–2000 (ibid., Table 5.4). This development was
part of a more general change in sectoral employment patterns, whereby
increasing employment in knowledge-intensive services, combined with
stable employment in other services, contributed to a net increase in
private sector services until 1985. Thereafter, private sector employment in
knowledge-intensive services continued to increase, while other private
sector services, as well as public sector services, stagnated (ibid., p. 17).

KIBS has clearly become important for innovation processes, due to the
reorganization of other sectors. Thus KIBS has for some time accounted
for a very large share of the employment of all Sweden’s qualified NSEs. In
1996, 41 per cent of all NSEs employed in private or public organizations
were employed by manufacturing firms, and nearly as many were employed
by firms in KIBS (Nutek, 1998, p. 133).24 Moreover, a majority of the NSEs
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employed in KIBS were employed in small firms, bolstering the innovation
capacity of SMEs. In manufacturing, especially in high-technology and
medium–high-technology industries, there has been (and remains) a strong
positive association between firm size and NSE employment. Large firms
in these industries accounted for two-thirds of the net increase in NSE
employment in manufacturing over the period 1993–96 (ibid., p. 137). In
services, though, a different pattern prevails. In KIBS, 63 per cent of the net
increase in NSE employment took place in SMEs, and was fairly evenly
divided between small firms and medium-sized firms, with 34 and 29 per-
centage points respectively (ibid.).

Sweden’s KIBS sector also exhibits a high level of innovative activity itself.
An analysis of CIS2 data for Sweden has shown that a high proportion of all
innovating firms, well above the service sector average of 36 per cent, were
found in the financial intermediation and KIBS sectors, where the shares of
innovating firms were 59 per cent and 51 per cent, respectively (Nählinder
and Hommen, 2002, p. 11, Table 2). KIBS firms were also especially strong
investors in human resource development related to innovation, with the pro-
portion of all innovative KIBs firms investing in innovation-related training
standing at 67 per cent – far more than in any other of the service sectors
covered by CIS2 (ibid., p. 12). A more recent analysis of independent survey
data has confirmed these findings and provided a more detailed profile of
innovation in Sweden’s KIBS sector (Nählinder, 2003). According to this
survey’s results, 82 per cent of Swedish KIBS firms exhibit a high level of
knowledge intensity in terms of the employment of qualified personnel
(ibid., p. 14), and some 82 per cent of this population of firms engaged in
some form of innovation during the period from 2000 to 2002 (ibid., p. 15).
This figure is much higher than the corresponding figure of 51 per cent
arrived at by the Swedish CIS2, and is arguably more reliable, given that CIS2
in Sweden provided poor and uneven coverage of the service sectors.

To summarize, the recent expansion of Sweden’s KIBS sector, together
with the centrality of KIBS firms to many innovation processes, and their
typically high levels of knowledge intensity, may help to explain why
Swedish firms are currently more innovative in some service sectors, par-
ticularly finance and trade, as compared to manufacturing. These observa-
tions may also help to explain why the Swedish NSI also performs well in
new-to-the-market products within such service sectors.

4.5 Summary of the Main Activities Influencing Innovation

In our discussion of the nine activities influencing innovation processes
we have, at times, related the arguments to the Swedish paradox. In the
introduction, we mentioned three hypothetical explanations for the
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paradox: (1) there are obstacles to technology transfer from the R&D
sphere to the commercial sphere; (2) sectoral allocation of R&D is prob-
lematic; and (3) internationalization of production means that the results
of Swedish R&D is increasingly exploited abroad. We have found support
for the first hypothesis under Section 4.1 (Knowledge inputs to innovation),
Section 4.3 (Provision of constituents) and Section 4.4 (Support services for
innovating firms). We have also found some support for the second hypoth-
esis under Section 4.3 (Provision of constituents). However, we have found
no support for the third hypothesis, which will be revisited in Section 6.

5 CONSEQUENCES OF INNOVATION

In this section, we address the consequences of innovation. We focus on
productivity at the micro-, meso- and macro-levels. First, we assess the rela-
tion between innovation expenditure and turnover growth. Subsequently,
we examine the relation between turnover and growth of value-added.
Then we consider evolution of labour productivity and sectoral changes in
value-added. Finally, we assess changes in sectoral value-added.

5.1 Micro-level

At the micro-level, we find a weak,25 but significant,26 association for manu-
facturing firms between turnover increases of at least 10 per cent and engage-
ment in innovation (as indicated by the level of innovation expenditure), for
both the 1994–96 and 1998–2000 periods. Thus, the most successful firms (as
measured by turnover increases) are likely to be those that have invested in
innovation. However, it is problematic to identify causality here. It might be
that the most successful firms are more likely to invest in innovation.

Turning to the sectoral level, we hypothesize that sectors with the highest
shares of turnover due to new products during the 1998–2000 period were
also those with the highest growth of value-added in the following year.
Changes in labour productivity between 2000 and 2001, derived from the
STAN dataset, show how productively labour is used to generate value-
added. We couple this measure with the share of turnover due to new prod-
ucts during 1998–2000 according to CIS3.27

The result of the correlation test indicates a negative and significant corre-
lation between the two variables.28 This suggests that, in a given sector, the
higher the share of turnover due to new products during 1998–2000, the lower
the growth of value-added was likely to be between 2000 and 2001.

This result rests on a small sample and must be regarded with caution. It
may be partially explained by the spectacular drop in value-added of the
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‘machinery and equipment’ sector between 2000 and 2001.29 However, it
could also be evidence that ‘successful’ innovative sectors – as measured by
the share of turnover due to new products – also experience the smallest
increases in value-added. This is counter-intuitive since, statistically, innov-
ation’s impact on value-added seems to be negative.

5.2 Meso-level

To assess structural changes, we examine the last decade. We assess the
average share of sectoral value-added as related to value-added created by
the whole economy, as well as the variation of these shares relative to the
grand total between 1991 and 2001 (see Table 7.1).30

There were significant structural changes during the period. The weight
of the manufacturing sectors increased relative to service sectors in the
Swedish economy, representing an average share of 21 per cent versus
69 per cent respectively of the total value-added between 1991 and 2001.
‘Total manufacturing’ grew by 9.17 per cent whereas ‘total services’ grew
only by 3.2 per cent. However, ‘computer and related activities’ experienced
a spectacular 192 per cent increase, its relative share in the total value-
added standing at 1.65 per cent. There was a concurrent decline of trad-
itional low-tech sectors. Both ‘construction’ and ‘agriculture, hunting,
forestry and fishing’ dropped by about 34 percentage points. The latter rep-
resented an average proportion of total value-added of 2.40 per cent, and
the former an average share of 4.71 per cent.

Comparing these sectoral differences in value-added with R&D expend-
itures between 1993 and 2001, we note that the sector with the most dra-
matic growth in value-added – i.e. ‘computer and related activities’ – has
also undergone the strongest growth in R&D expenditures (from index 20
in 1995 to nearly index 120 in 2001). It experienced a 100 percentage point
growth of R&D investment (see Figure 7.1).

5.3 Macro-level

Comparing evolution of labour productivity, measured as GDP per hour
worked between 1979 and 2001 (see Figure 7.2) with other countries,
Sweden neither catches up with nor lags behind the USA. Sweden has
remained at a high level, slightly above 80 per cent of the US level of labour
productivity. As related to the other countries, Sweden remained at fourth
ranking almost all through the period, despite remarkable catching up in
most of the other countries. By 1997, Ireland had overtaken Sweden, and
has performed better ever since, reaching the third rank and approaching
becoming second-best (replacing the Netherlands). At this macro-level, it
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is difficult to investigate clear relations between different kinds of innov-
ations and performance; therefore, we have to rely more on lower levels of
aggregation for these purposes.

5.4 Conclusions

In summary, the most successful Swedish firms are likely to be those invest-
ing most in innovation. However, the most innovative sectors are also

Sweden 259

Table 7.1 Industrial structure of Sweden – average share of the value-
added of the different sectors in the grand total (%) and
variation of the share in the grand total (%), 1991–2001

Sectors Average Variation 
share 1991–2001

1991–2001 (%) (%)

Agriculture, hunting, forestry and fishing 2.40 �34.26
Mining and quarrying 0.31 �30.99
Total manufacturing 20.79 9.17

Food products, beverages & tobacco 1.83 �4.51
Textiles, textile products, leather 0.29 �21.13

& footwear
Wood & products of wood & cork 0.93 �11.93
Pulp, paper, paper products, 3.30 18.04

printing & publishing
Chemical, rubber, plastics & fuel 2.77 33.72

products
Other non-metallic mineral products 0.51 �18.85
Basic metals & fabricated metal products 2.76 10.99
Machinery & equipment 5.15 �3.62
Transport equipment 2.70 25.80
Manufacturing n.e.c. 0.55 15.31

Construction 4.71 �33.84
Total services 68.79 3.20

Wholesale and retail trade; restaurants 12.15 0.75
and hotels

Finance, insurance, real-estate and 23.60 14.38
business services

Financial intermediation 4.03 �25.96
Computer and related activities 1.65 191.83

Source: Own calculation and presentation based on STAN database for Industrial
Analysis (OECD, 2004).
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those experiencing the smallest increases in value-added. Sweden has had
moderate success in evolution of labour productivity. However, the
example of ‘Computer and related activities’ illustrates innovation’s posi-
tive impact on firms’ value-added.

6 GLOBALIZATION

Multinational enterprises (MNEs) have played a central role in the Swedish
NSI, accounting for as much as 70 per cent of the total private sector R&D
in the later twentieth century (Braunerhjelm, 1998). As shown in Section 4,
the dominance of domestic MNEs has contributed to the Swedish paradox
by diminishing commercialization of research results and maintaining a
disproportionately high allocation of R&D resources to low- and medium-
technology sectors with little potential for growth. Many of Sweden’s large
firms have long been highly internationalized in production and sales; more
recently, ownership has also been internationalized (Edquist and Lundvall,
1993, pp. 291–2). Foreign ownership and relocation of head offices has
created great concern (Andersson, 1998) and offshoring of more sophisti-
cated forms of production threatens the innovative capacity of supplier
industries (Metall, 1998). As suggested in Section 2, the latter trend may
also eventually undermine the increases in high-technology manufacturing
exports that Sweden achieved during the 1990s.

In the mid-1990s, Sweden’s high-technology manufacturing MNEs had
not yet begun to make the majority of their R&D investments abroad, and
they are not likely to do so within the near future (Nutek, 1998, pp. 113–18,
Figures 6.11 and 6.13). Moreover, foreign subsidiaries still rely strongly
upon exports from Sweden, and Sweden continues to have a positive trade
balance in high-technology products (Marklund et al., 2004, pp. 13 and 32,
Figure 9.3). However, Swedish high-tech MNEs have begun to substitute
outward FDI for exports based on domestic production (Braunerhjelm,
2004). Further, although these firms continue to invest strongly in R&D
within Sweden, an increasing share of their production is located abroad
(ITPS, 2003a), and their contribution to GDP continues to decline
(Marklund et al., 2004, p. 13). It is clear that the internationalization of
production in Sweden has proceeded further than the internationalization
of R&D, and that ‘multinational industrial groups find Sweden consider-
ably more attractive for R&D activities than for production’ (ibid., p. 32).
Thus there is substantial support for the hypothesis that the Swedish
paradox can be at least partly explained by globalization, in the sense that
R&D carried out in Sweden increasingly bears fruit in terms of innovations
in other countries.

262 Slow growth countries



7 STRENGTHS AND WEAKNESSES OF THE
SYSTEM AND INNOVATION POLICIES

Section 7 is based on our previous analysis. In Section 7.1, we concentrate
on the strengths and weaknesses of the NSI and in Section 7.2 we focus on
policies recently pursued. In Section 7.3, we address innovation policy
implications for the future, based on the preceding discussion.

7.1 Strengths and Weaknesses

From Section 3, we conclude that the Swedish NSI is strong on the input
side and rather weak on the output side, i.e. the Swedish paradox is
confirmed. One exception to the overall pattern of strength on the input
side is that innovation expenditures of SMEs were not exceptionally high.
Sweden has the greatest difference between large firms and SMEs in this
respect. If high innovation expenditures is considered to be a weakness, we
have thus also identified a weakness at the input end of the paradox.
However, if a high innovation output can be achieved with a low input, it
can also be considered to be a strength (see the discussion of small firms’
performance below).

On the output side, Swedish firms were not particularly innovative
according to an indicator measuring process and product innovation com-
bined. However, they were more innovative in some service sectors than in
manufacturing; manufacturing was weaker than some other parts of the
system in this respect.

Performance was poorer for process innovations than for new (to the
firm) product innovations. This weakness is surprising in the light of pre-
vious studies, covering earlier periods. Judging from the CIS data, a new
weakness in process innovations seems to have emerged during the 1990s.

As regards introduction of new-to-the-firm products, Sweden performed
badly by one measure (proportion of firms carrying out product innova-
tions) and well by another (turnover due to new-to-the-firm products).31

On the output side, the latter is the only indicator for which the Swedish
NSI performs well. Hence the two indicators on new-to-the-firm products
point in different directions. However, with Sweden’s very high R&D and
innovation intensities, this performance should have been better. On both
indicators, Swedish firms performed somewhat better in some service
sectors than in manufacturing.

For new-to-the-market products, Sweden performed very poorly on both
available indicators (proportion of all firms carrying out new-to-the-
market product innovations and proportion of turnover due to new-to-the-
market products). The paradox is certainly strong in this respect.
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It can also be noted that the performance on this indicator (new-to-the-
market product innovations) is much better for small firms than for large
ones, i.e. small firms are much more ‘creative’ than large ones in compar-
ison with the other countries in the sample. Hence the overall performance
of all firms – which is, on the average, worse with regard to creation than
to imitation – can be explained by the domination of large firms in the
Swedish NSI. We have seen above that small firms spend considerably less
than large ones on innovation, and that (as expected) they perform rather
badly with regard to the number of innovative firms, but that they perform
well above the average with regard to turnover due to new (to the market)
products. This is a great strength of small firms within the Swedish NSI.

Taken together, the results on the four last indicators discussed can be
interpreted in the following way. As compared to input efforts, Swedish
firms performed well with regard to one of the indicators capturing new-
to-the-firm products, but badly on the other one. Swedish firms performed
weakly with regard to both indicators capturing new-to-the-market prod-
ucts. More specifically, Swedish firms are reasonably good at imitating
products that have already been introduced elsewhere by other firms, but
they are less good at innovations that are brand new (new to the world). In
broader terms, this means that the Swedish NSI is not creative in a pro-
found way. It is locked into producing products that are not unique.

Turning to the activities – or determinants of innovation processes –
analysed in Section 4, Sweden is strong with regard to R&D and compe-
tence building. However, the generation of organizations causes concern.
The volume of new firm formation is simply too low. Connected to this is
a VC market whose growth has finally taken off, but which has not yet sup-
ported early stages and high-tech ventures sufficiently.

Other support services for innovating firms have been weak in the past but
are now improving. Incubation support has been established in recent
decades, through diverse actors and initiatives, and is now better coordin-
ated. With the rapid expansion of KIBS, consultancy services are plentiful.

As regards networking, a high degree of vertical integration may imply
a lower degree of market-based sourcing solutions, as indicated by data
from the CISs, but in fact other studies point to a system with extensive net-
working, even though strengthening is needed in relation to, for example,
university–industry collaboration.

Demand-side activities, generally, are underdeveloped, having been
largely reduced to seeking global markets through internationalization and
restructuring domestic markets through liberalization.

Many problems of the Swedish NSI relate to institutions. Rigidities in
S&T employment and uncertainties related to IPR legislation may have
contributed to low rates of new firm creation. The relative success of large
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firms has been supported by corporatist organization and competition and
trade rules, but these institutions may also have hindered technological
renewal by impeding the creation of new firms.

Large firms remain central to the NSI, and, as shown in Section 6, they
have also been the primary agents of globalization through outward FDI.
As a result, much of the return on Sweden’s R&D investment is captured
abroad, rather than domestically.

7.2 Summary and Evaluation of the Innovation Policy Pursued

We now address Swedish innovation policies pursued during the last two to
three decades. We define innovation policy as all actions by public organ-
izations related to the nine activities discussed in Section 4.32

7.2.1 Knowledge inputs to innovation
The total R&D expenditures are high in the Swedish NSI. However, while
the business sector is strong in this respect, the public sector is weaker. The
public funding has also been distributed more widely among an increased
population of higher education organizations whose numbers have been
swelled by the creation of many new regional universities and university
colleges. Hence, established research universities may have experienced a
real decline in public research funding (Sörlin and Thörnqvist, 2000).
However, such losses cannot have been very large, since ‘new’ universities
and university colleges account for only about 5 per cent of the national
research budget.

Sweden has had a persistent underproduction, relative to other econom-
ically advanced OECD countries, of university graduates in natural sci-
ences and engineering subjects, particularly in disciplines related to
high-technology industries, such as electronics and computer science (IVA,
1986). During the 1990s, therefore, Sweden greatly expanded its higher edu-
cation system, focusing especially on increasing enrolments in natural sci-
ences and engineering, and eventually reaching a level of NSEs graduation
comparable to that of the USA (Jacobsson et al., 2001).

7.2.2 Demand-side factors
Sweden’s relatively poor innovation output may partly be explained by the
lack of market formation, where traditional instruments like regulation or
PTP have recently had little scope, as compared to earlier decades.

Historically, Sweden’s policy of ‘armed neutrality’ has meant that the
military has been an important actor in the development of ‘indigenous
military technology’ (Edquist and Lundvall, 1993, p. 281). After the fall
of the Berlin Wall, it no longer plays that role. Other influential public
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agencies in Sweden have included state-owned authorities for infrastructure
in areas such as power, transport and communications. During the mid-
twentieth century, procurement contracts between the state power author-
ity, Vattenfall, and ASEA (now merged into Asea Brown Bovery, ABB) led
to ASEA’s early development of high-voltage direct current transmission
technology (Fridlund, 2000a). From 1954 to 1980, Televerket, the telecom-
munications authority, fostered Ericsson as a major supplier of telecom-
munications equipment, and later facilitated Ericsson’s entry into mobile
telecommunications (Fridlund, 2000b; Hommen and Manninen, 2003).
PTP by the Swedish Railway authority, SJ, supported the development of
the X2000 high-speed train during the 1980s by the transport division of
ASEA (Edquist et al., 2000).

Sweden’s accession to the EU has made it awkward to utilize many of the
policy instruments formerly used by public organizations to stimulate the
development of new technologies from the demand side. PTP is now
seldom pursued. Similarly, technological standard setting (see Section 4.2)
is now carried out primarily by private sector actors. In addition, large firms
have also become less suitable partners for national ‘innovation policy’ due
to the effects of globalization.

7.2.3 Provision of constituents
When it comes to public organizations related to innovation, there have
been frequent restructurings. In the late 1960s, there occurred an ‘industrial
policy offensive’, characterized by ‘an emphasis on state ownership and
public support to industrial renewal’ (Benner, 1997, p. 221). It included
large public subsidies to sunset industries such as textiles and shipyards.
For example, the support to the shipyard industry amounted to as much as
0.5 per cent of Sweden’s GDP for a ten-year period. It had no lasting
results. Hence the industrial policy offensive eventually failed as industrial
policy per se (Arvidsson et al., 2007, pp. 36 and 101–2). Failing support to
ailing industrial sectors served as a lesson that everyone in Sweden seems
to have accepted. No one now advocates public support for established
industries that are not competitive. However, as we shall see in Section 7.3,
the negative attitude towards public support to specific sectors of produc-
tion changed in 2004.

However, the industrial policy offensive marked an important turning
point for technology policy in another respect. It led to the creation of the
Swedish Board for Technical Development – later transformed into
Nutek – and the initiation of a number of large-scale projects involving
public and private sector cooperation in the development of new technolo-
gies in fields such as nuclear energy, telecommunications and military air-
craft (Benner, 1997, pp. 121–3).
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In 2001 important changes were made in the organizational set-up of
innovation policy in Sweden.33 Nutek was divided into two parts, one still
named Nutek and the other called the Swedish Agency for Innovation
Systems (VINNOVA). VINNOVA’s mission is to promote sustainable
growth by developing effective systems of innovation and funding problem-
oriented research. The name is rather unusual, since national policy organi-
zations are seldom named after an academic theory or approach.
Renamings of relevant public activities and organizations from the 1960s
to the early years of the twenty-first century also reflect a changing policy
emphasis: from industrial policy, to technology policy and then to innov-
ation policy.

One important institutional measure has been to charge the universities
with a third mission, which in 1998 was explicitly stated in the new regula-
tion of universities as the task of engaging with the surrounding society, dis-
seminating research information outside of academia and facilitating
societal access to relevant information about research results (SOU, 1998,
pp. 128 and 153–4). This reform was largely, though not exclusively, directed
towards the commercialization of university-based research, through the
promotion of various forms of university–industry collaboration. However,
this third task is not regarded as at all as important as the ‘original’ tasks
(teaching and research), for example, in academic appointments.34

7.2.4 Support services for innovating firms
The main policy initiatives taken in recent years to provide support services
to innovating firms, particularly NTBFs, have been concerned with aca-
demic–industry relations, in areas such as public R&D expenditures, tech-
nology transfer initiatives (including the third mission), and public support
for the financing of innovation. Higher education reforms (see Section
4.1.2) have figured prominently in this context, as have efforts to develop a
VC industry in Sweden.

In addition to the third mission, a number of other reforms in the area
of academic–industry relations have been implemented in recent years.
From the early 1980s onwards, several Swedish universities have sought to
build up an infrastructure for the exploitation of university patents and
other research results. Between 1983 and 1997, 17 science parks were estab-
lished in Sweden with government assistance, and since 1993 universities
have been allowed to set up wholly owned companies for the commercial-
ization of their research (Henrekson and Rosenberg, 2001, p. 212).

Increased public support for the financing of innovation has comple-
mented the above-mentioned reforms of higher education. Nutek has con-
tinued its activities in this area, and since 1994 the Swedish government
has also established seven Innovation Bridging Foundations in major
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university regions. Their mandate is to support the commercialization of
(largely university-based) R&D by assisting inventors with patenting and
aiding the start-up of SMEs – by, for example, locating appropriate VC
financing (Henrekson and Rosenberg, 2001, p. 212).35

Numerous government schemes – as many as 140 in 1998 – have been
introduced to increase the proportion of Swedish VC investment allocated
to seed and early-stage financing for NTBFs, albeit with rather modest
success (Landell et al., 1998). Public actors were essential for the formation
of the VC industry, establishing the first VC firm, encouraging regional for-
mation, and supplying most of the monetary resources during the 1970s
and a significant share in the 1980s. Also, in the surge of VC formation in
1982–84 many smaller funds were formed by pension funds, insurance com-
panies and real-estate companies. Policy changes were crucial to these
developments. For example, regulatory reforms allowed government
pension funds to make equity investments (Karaömerlioglu and Jacobsson,
2000). In addition, the creation of the OTC list in 1982 opened up the stock
market as an exit route (CEBR, 2001). Recently, the Innovation Bridging
Foundations have become an increasingly important tool. As discussed in
Section 4.4.2, there is still a relative shortage of seed and early-stage
financing. However, efforts to increase the overall size of Sweden’s VC
industry have met with considerable success. During the late 1990s, Sweden
became the third-ranking EU country in terms of the amount of VC rela-
tive to GDP (Isaksson, 1999; Karaömerlioglu and Jacobsson, 2000).

7.3 Future Innovation Policy

We now turn to suggesting policies for the future development of the
Swedish NSI. Above, we have identified weaknesses representing problems
and unexploited opportunities that should be subject to policy interven-
tions or changes.36

We have confirmed the existence of the Swedish paradox, enlarging the
input side to cover not only R&D but also all other innovation expend-
itures. We have also specified it on the output side. Further, we have found
support for all three hypotheses that have been advanced to explain the
paradox. In Section 4, on activities that influence innovation, we found
support for the first hypothesis, concerning obstacles to technology trans-
fer from the R&D sphere to the commercial sphere, in relation to Section
4.1 (Knowledge inputs to innovation), Section 4.3 (Provision of con-
stituents) and Section 4.4 (Support services for innovating firms). We also
found support for the second hypothesis, which points to a problematic sec-
toral allocation of R&D, under Section 4.3 (Provision of constituents). The
third hypothesis, according to which internationalization of production
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means that Swedish R&D is increasingly exploited abroad, was supported
by our assessment of globalization in Section 6.

The dominance of incumbent large manufacturing firms (MNEs) is a
common element in all these explanations. We are therefore persuaded that
the underlying problem concerns the apparent inability of these large firms
to translate innovation inputs into outputs – at least not in a way that
secures that the return on Sweden’s R&D investment is captured domestic-
ally, rather than abroad.

Regarding obstacles to technology transfer from the R&D to the com-
mercial sphere, most recent policies have concentrated on creating incen-
tives and infrastructures for improving university-to-industry technology
transfer. Given that corporate sources account for 72 per cent of R&D
funding, it would be logical to address the overwhelming domination of
business sector R&D by large firms in more detail. This is especially so since
small firms are more efficient innovators than large ones – comparing inputs
and outputs, i.e. productivity – and also perform better in product innov-
ation. Innovation expenditures and resources are much lower for SMEs
than for large firms. At the same time, large firms are becoming less suitable
partners for a national innovation policy because of ongoing globalization.

Hence there are strong reasons to increase R&D and innovation expend-
itures and efforts in SMEs in advanced sectors. The recently started
VINNOVA programme entitled ‘Do Research and Grow’ (Forska och Väx)
may be instrumental here. Regional clusters and collaboration in strategic
R&D and innovation including SMEs should also be strengthened. One
thing that could be done is to facilitate the spin-off of new firms from large
firms, in cases where the latter are not commercializing results from R&D
and innovation efforts to a sufficient extent. These instruments would lead
to the establishment of more new innovation-based firms.

With respect to the problematic sectoral allocation of R&D, policy
makers have generally ignored the institutionally induced lock-in of R&D
resources and results to large firms in traditional sectors. Public agencies
have even supported R&D in traditional sectors to a large extent, such as
research in relation to forest-based industries, and provided direct subsidies
to the textile and shipyard industries mentioned earlier. Further, many of
the reforms introduced in recent decades have actually exacerbated this
problem, reinforcing existing sectoral and technological specialization pat-
terns. Therefore there are reasons to stimulate the development of new
knowledge-intensive industries, by encouraging large firms to diversify into
them, by assisting the birth and growth of new innovation-based firms in
new sectors and by attracting foreign firms in advanced sectors of produc-
tion. One infrastructural mode of doing so would be to make more strate-
gic use of public funding for R&D (Edquist, 2002, pp. 53–4).37
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In 2004 the Swedish Ministry of Industry abandonded the dogmatic resist-
ance to formulating policies at – and providing public support to – a sectoral
level. This was actually a crucial paradigm shift in Swedish innovation policy
which replaced the dogmatic rejection of sector-oriented policies based on
the failures in textiles and shipyards mentioned in Section 7.2.3. The
Ministry formulated six sectoral policy initiatives for the following sectors:
Aerospace, Motor Vehicles, Metals, Information Technology/Telecom,
Forest and Wood and Pharmaceuticals/Biotech/Medical Technology.

It is a major step forward that the policy is formulated at the sectoral
level. However, it is (still) a problem that the list of sectors includes a large
part of industry – and, accordingly, also established and traditional sectors
that can be expected to finance their own future development. Less policy
effort and fewer public resources should be allocated to well-established,
‘traditional’ sectors, and stronger, more focused interventions should be
pursued in radically new areas of technical development (Edquist, 2002,
pp. 53–4; Arvidsson et al., 2007, pp. 9–18). In other words, public R&D
and innovation efforts should be more effectively targeted to sectors of pro-
duction that are new and where uncertainty is large.38 Such a strategy can
be seen as an attempt to balance previous policy measures – or, rather, mis-
takes – in Sweden. These mistakes have contributed to a lock-in effect that
has actually supported the maintenance of the existing production struc-
ture. Examples are substantial support to ailing industries through subsi-
dies, currency devaluations in the 1970s and 1980s, and public R&D
support to traditional industries.

Complementary measures could be developed on the largely neglected
demand side of innovation policy by, for example, following the EU’s recent
‘rediscovery’ of PTP as a policy instrument for stimulating private sector
innovation. Sweden’s current lack of attention to the demand side is
reflected by the country’s poor performance in new-to-the-market product
innovations, with the exception of a few service sectors. These exceptions
should provide models for new thinking on, and initiatives in, demand-side
policies, including new forms of PPPs and new combinations of supply-
and demand-side measures.

Regarding the internationalization of production by MNEs and the
resulting failure to capture returns on R&D investment within the domes-
tic economy, Sweden faces a quandary. On one hand, outward FDI has
meant declining benefits from Sweden’s historical specialization in low- and
medium-tech sectors and industries dominated by very large and increas-
ingly internationalized firms. On the other, it has also meant the develop-
ment of Sweden into a global centre for R&D activities and services – a
potential source of comparative advantage which, however, remains under-
utilized. Public policy cannot intervene very much in the internal affairs of
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large firms in order to exploit this source of opportunity. Instead, it should
try to build upon and complement their valuable contributions to the NSI,
including the creation of a strong labour market for NSEs and other R&D
personnel and expression of sophisticated, ‘leading-edge’ demand in rela-
tion to domestic supplier industries.

Such innovation policies should include elements of ‘attraction poli-
cies’. These are a matter of how MNEs can be influenced to locate high-
productivity activities (such as R&D) within the borders of Sweden
(Arvidsson et al., ch. 8). However, there are certainly dilemmas associated
with pursuing such policies in the present era of globalization. It can be
questioned whether the state in a small country, for example, should subsi-
dize R&D activities of large, foreign-owned MNEs. At the same time, public
support to (R&D in) Swedish innovation-based SMEs can also mean that
the pay-off for Sweden disappears if the firms move early to other countries,
perhaps because they get larger subsidies there (Borrás et al., 2008).

What should be addressed is the industrial ecology surrounding the large
international firms in an effort to replicate the virtuous relationships
between KIBS firms and the large service sector firms whose unbundling
created them (Nählinder, 2005). Much could be done to help achieve such
a balance. For instance, supplier firms that already benefit from collabor-
ation with MNEs should be encouraged to interact with a broader range of
customers. Interfirm networks of innovation in Sweden have a strong ‘ver-
tical’ character, due to domination and control by a few large firms, and
could be greatly enhanced by measures to support collaboration and learn-
ing over organizational borders. Increasing collaboration with customers
through diversification should markedly improve Swedish firms’ poor per-
formance with respect to product innovations – both those that are new to
the market and those that are new to the firm.

In addition to indicating some new policy directions, sketched above, our
analysis also recommends continued support for some initiatives already
under way. Efforts to stimulate translation of research results from univer-
sities into innovations in firms should be strengthened by pushing the third
mission, and improving both financing and additional support services for
innovating firms, particularly those formed to exploit academic research
results. Increasing the presence of this type of firm should help to amelio-
rate low innovation expenditures by SMEs in Sweden. The innovation gap
between Sweden and other countries is greatest in manufacturing, and calls
for more policy efforts targeted towards manufacturing. For instance,
policy should try to make process innovation a preferable alternative to
relocating production abroad.

However, there is still also a general need to stimulate product innov-
ation, since such innovation is the main engine for renewing the production
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structure of any NSI. Here, newer and smaller firms seem to be more cre-
ative than older and larger ones, and should therefore be the main focus.
Efforts to alter the production structure towards stronger representation of
high-technology sectors should also be continued, with emphasis on entry
into new knowledge fields and creation of new sectoral innovation systems.
A shift towards a more knowledge-intensive structure of production would
increase productivity, economic growth and employment. However, this
can only be achieved by combining many of the policy measures discussed
here.

With regard to practically all the issues addressed in this chapter, much
more data could – and should – be created and collected, and the analysis
should be made much more profound in many respects. This chapter has
only scratched the surface and calls for more thorough analysis of many
issues. One such issue concerns the role of MNEs and their networks within
the Swedish NSI. How do these actors operate in relation to others? How
do they obtain knowledge from, and establish ties with, private and public
research organizations? Do they act differently abroad than they do in
Sweden?

In addition, the NSI’s strengths and weaknesses will also change over
time, and policies will have to be adjusted. This task requires continuous
and in-depth analyses, to which considerable resources should be commit-
ted. Therefore our most important policy proposal is that a collective ana-
lytical effort is needed to create a knowledge basis for innovation policy.
Learning for policy and through policy is crucial.

ACKNOWLEDGEMENTS

Preparation of this chapter was jointly financed by VINNOVA, Sweden’s
Agency for Innovation Systems, and ITPS (the Swedish Institute for Growth
Policy Studies). For comments on earlier drafts of this work, we are grateful
to a number of colleagues, including Yu-Ling Luo, Nola Hewitt-Dundas
Stephen Roper, Jan Fagerberg, Astrid Kander, Olof Ejermo, Bo Carlsson
and Mats Benner.

NOTES

1. This publication of 1998, internally published in 1996, was written in 1994, based on a
publication from 1992 – which, in its turn, was a translation of a chapter in an appendix
to the final study of the Swedish Productivity Delegation from 1991 (Edquist and
McKelvey, 1991).

2. See Sections 6 and 7 on the dominance of large firms in the Swedish NSI.
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3. The CIS data referred to here is presented in Section 4 of the Appendix. A series of 15
tables provides detailed comparative data on the countries mentioned here.

4. This also means that we will give priority to indicators that are available for both periods.
5. This indicator includes not only R&D but also acquisition of machinery, equipment and

knowledge, training, market introduction of innovations, design and other preparations
for production or distribution.

6. In Bitard et al. (2005), Section 1, footnote 1, we pointed out, however, that the data seem
to be uncertain for innovation intensity in 1998–2000.

7. Our data measured mainly technological process innovations and did not include organ-
izational process innovations.

8. There it was shown that Swedish manufacturing firms were among the world leaders in
the 1970s and 1980s with regard to the diffusion of computer-controlled process tech-
nologies (numerically controlled machine tools, industrial robots and flexible manufac-
turing systems) in the engineering industry.

9. This could indicate that the new (to the firm) product innovations, on average, account
for large volumes of sales, which is certainly a great strength of the Swedish NSI.

10. In addition, the input component of the Swedish paradox can be extended to all innov-
ation expenditures, not only R&D expenditures. Further, the difference between Sweden
and the other countries with regard to this indicator was even larger for innovation inten-
sity than for R&D intensity. In other words, the paradox can be reformulated along these
lines: on the input side we could use innovation intensity instead of R&D intensity – or
both.

11. The analysis in this section partly supplements the discussion in Section 3. There the dis-
cussion was focused upon R&D performed by firms. Here both private and public R&D
are discussed. The sources used are also different between Section 3 and Section 4.1.1.

12. While we have no reason to doubt the high R&D expenditure in the business sector
(accounting for approximately 75 per cent of total R&D expenditure), a recent study
shows that there are some measurement problems involved in assessing non-business
R&D, making this part of the R&D volume somewhat overestimated (Jacobsson and
Rickne, 2004). This means that although Sweden does have a very high R&D expend-
iture, the figure of 4.3 per cent may be somewhat overestimated.

13. As measured by the number of publications per input unit (e.g. the number of R&D per-
sonnel or researchers).

14. Although this may not appear much higher than the EU average (77.9 per cent), there
are large differences across countries (Finland, 71.8 per cent; Denmark, 60.6 per cent).

15. The common trend of reduction of defence budgets at the beginning of the 1990s has
naturally had a strong influence on public R&D expenditures.

16. This subsection focuses on new firms. Other organizations, especially those that support
innovation, will be discussed in Sections 4.4 and 7.

17. There is a relatively large stock of small firms in Sweden, but not a high formation rate
of new firms.

18. NTBFs, or high-tech firms, are those with a clear scientifically or technologically inno-
vative character (Rickne, 2000).

19. CIS asked whether or not the firm had cooperated on innovation activities, and if so with
what kind of partner.

20. Note that the study by Edquist et al. (2000) relates to product innovations only, while the
CIS survey also refers to process innovations.

21. Science parks and incubators are, of course, two different things. In Sweden, however,
most science parks have deliberately incorporated incubator functions, either formally
or informally, and few incubators are found outside science parks.

22. The venture capital and private equity industry (here termed the VC industry)
involves the support of unlisted companies, both economically and with active owner
involvement.

23. The following discussion focuses on private consultancy services, and therefore on the
KIBS sector. Public consultancy services have been addressed in Section 4.4.1 and will
also be dealt with in Section 7.
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24. This source defines KIBS as including ‘business service firms, R&D firms and firms
engaged in wholesale trade with machinery and equipment’ (Nutek, 1998, p. 133).

25. Phi and Cramer’s V was equal to 0.115 in the first period and 0.148 in the second period.
The values range between 0 (no correlation) and 1 (perfect correlation).

26. At the 5 per cent level of confidence.
27. A ten-sector decomposition was chosen, including the following sectors: Food products,

beverages and tobacco; Textiles, textile products, leather and footwear; Wood and
products of wood and cork; Chemical, rubber, plastics and fuel products; Other 
non-metallic mineral products; Machinery and equipment; Transport equipment;
Manufacturing n.e.c. (not elsewhere classified); Financial intermediation and Computer
and related activities.

28. Cf. Pearson coefficient � �0.673, significant at the 5 per cent confidence level.
29. At the same time, the number of hours worked in this sector remained constant.
30. Based on STAN database for Industrial Analysis (OECD, 2004).
31. As mentioned in Section 3, this could indicate that the new (to the firm) product innov-

ations, on average, account for large volumes of sales, which is certainly a great strength
of the Swedish NSI.

32. The discussion here is structured according to the areas of activity discussed in Section 4.
It will concentrate on outlining broad, general trends in policy, since it is beyond the
scope and possibility of this subsection to mention all the specific policy measures that
have been taken. Instances of specific policy measures will only be referred to as exam-
ples used for illustration and explanation.

33. With regard to the provision of organizations, public efforts to encourage the formation
of new firms was discussed under Section 4.4 (Support services for innovating firms)
above.

34. Institutional reforms, such as deregulation and privatization measures, have been men-
tioned in Section 4.2 (Demand-side factors). The same is true for policies for supporting
networking and collaboration between organizations.

35. In late 2004, the seven Innovation Bridge Foundations were reorganized into one
national organization with regional branches.

36. We have also identified ‘strengths’. These should not be subject to policy or policy
changes (since private actors or prevailing policies already secure a good performance).

37. Anyone reflecting on this realizes that most policies – including publicly funded R&D –
are problem-oriented and selective rather than neutral. Of course, firm strategies are also
a matter of selection between alternatives. For both public and private actors such
choices are extremely difficult, but cannot be avoided. (These arguments are developed
in the concluding chapter in this book.)

38. As shown in the concluding chapter of this book, such policies have been pursued in
many of the ten countries addressed.
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8. Low innovation intensity, high
growth and specialized trajectories:
Norway
Terje Grønning, Svein Erik Moen and
Dorothy Sutherland Olsen

1 INTRODUCTION

The Norwegian economy is one of the major puzzles within studies of eco-
nomic growth and welfare. The country ranks high on indicators for eco-
nomic output and standard of living, but low on innovation output
indicators. In this chapter, we explore the functioning of the Norwegian
national system of innovation (NSI) with this main puzzle in mind. The
account builds on official statistics, published survey results, secondary lit-
erature, and, in connection with Section 4.4, interviews with two firms,
three ministries and nine different support organizations for incubation,
funding and policy.

The chapter follows the same structure as other chapters in this volume: an
examination of the main traits of the NSI and of the propensity to innovate,
analyses of activities within the NSI, of the system’s degree of openness and
of policy traits and concerns. In order to identify and describe the main traits
of the economy, we include an explicit focus on technological trajectories
(Pavitt, 1984; Archibugi, 2001). On the one hand, a large segment of the
economy is related to extraction of natural resources and is populated mainly
by the scale-intensive and supplier-based trajectories. On the other hand, a
limited number of firms within the science-based trajectory constitute an
alternative segment where one part is linked to extraction of natural resources
through supplies and services, but where another part is relatively indepen-
dent of those activities. As a third segment, there is an innovation-intensive
trajectory of specialized suppliers with strong linkages to the scale-intensive
and supplier-dominated trajectories in the form of supplies to these segments.
The framework is further presented and discussed below in Sections 2 and 3.

Our investigation into the relationship between Norway’s low innovation
output and high economic output includes the more obvious factors, such
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as the influence of the oil and gas revenues, but also tries to take more
specific mechanisms into account. Affluence has come as a result of
increasing specialization in low-tech resource extraction in combination
with the existence of innovation-intensive technological trajectories within
sectors such as mechanical engineering, engineering consultancy and sup-
pliers to the aquaculture sectors. This development has partly been due to
technology innovation policies, which have been generous in terms of
affording infrastructure financing on a broad basis. The current and future
competitive global situation, together with reduction of access to natural
resources, may force Norwegian government and business alike into serious
prioritization. Future policies may be forced from their current broad and
general orientation into either a portfolio of instruments catering more
explicitly to fostering diversity and multiple knowledge-intensive activities,
or a more targeted and competitive policy with fewer focus areas.

2 MAIN HISTORICAL TRENDS

The geography of Norway facilitated an industrialization process that
relied heavily on natural endowments. Thus it was timber, fisheries and
shipping that became the first industrial basis of the economy in the late
nineteenth century (Hodne and Grytten, 1992, pp. 30–45; Sejersted, 1993).
In the period between 1905 and 1920, the wider foundations of the modern
economy were laid in the form of private and government initiatives
for co-locating heavy industry and power plants at large waterfalls.
Innovations developed by the first companies of this kind were highly
knowledge-intensive and considered as technological breakthroughs. This
industrial build-up was heavily supported by a large amount of foreign
direct investment (FDI) from Europe.

During its occupation of Norway in the Second World War, Germany
started numerous projects related to railways, energy and heavy industry,
and the Norwegian government completed many of these projects after the
war. The government furthermore planned an overall postwar moderniza-
tion by way of rebuilding and improving infrastructure. Public programmes
for regional planning and industrial development in this era included the
Plan for rebuilding Northern Norway (1951) and establishment of the
Regional Development Fund (1961).

Employment in mining and manufacturing industries rose until 1974.
From 1974 to 1992, employment levels in industries such as iron, steel, ferro-
alloys and paper manufacturing suffered most among those that competed
on the international market. Machine production, however, experienced
rising employment due to offshore industry supplies. The service sector, as in
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most other industrialized countries, experienced considerable growth. Today,
the most important sectors based on natural resources extraction are, in
addition to fisheries and aquaculture, the sectors centred on oil and gas
extraction, which were developed from the early 1970s onwards (see Box 8.1).
By the beginning of the 2000s, oil and gas extraction accounted for close to
a quarter of gross domestic product (GDP) (Baygan, 2003), and in terms of
all export revenues it accounted for 42.5 per cent (Figure 8.1). Oil and gas
extraction has become increasingly supported by adjoining sectors which are
specialized in high-technology supply ships, engineering, administration,

Norway 283

BOX 8.1 NORWEGIAN OIL AND GAS

In 1969 oil and gas potential was discovered below the North Sea.
Much of the capital and technology had to be transferred from
abroad, but at the same time the Norwegian government wanted
to establish and maintain indigenous oil extraction companies.The
government went into alliances with foreign oil companies, giving
concessions for some of the oil drilling. In return, the oil companies
had to locate some of their R&D in Norway, something that
was crucial in order to build up a domestic knowledge base.
Norwegian solutions were provided by the Norwegian sources
within certain fields, such as H-3 platforms and the so-called
Condeep constructions. In addition, Norwegian ship-owners
strategically ordered supply ships and drilling rigs at Norwegian
shipping yards. One estimate is that Norwegian oil companies with
operations in the North Sea placed 46 per cent of all contracts with
domestic suppliers between 1979 and 1993. By the mid-1990s
approximately 11–12 per cent of the total employment in the oil
and gas industry were within approximately 150 companies within
the offshore engineering consulting industry. The oil extraction
activities thus created new opportunities for the supplier industry
and the service sector. A central debate in recent years among
both scholars and policy makers has been related to the
Norwegian ‘oil dependency’. One view is that it is necessary to
redirect development before the natural endowments are
exhausted around 2050, since future wealth depends on whether
or not alternative and competitive sectors are developed.

Sources: Cumbers (2000); Howie and Lipka (1993, as cited in Cumbers, 2000,
p. 245); Olsen and Sejersted (1997) and Skogli (1998).
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finance and information and communication technology (ICT) services.
Regarding the last, the worldwide trend is that ICT services relevant to oil
extraction have become increasingly important within both exploration and
production (Pinder, 2001), and several specialized Norwegian ICT firms are
at the international forefront (UFD, 2005a).

State ownership within business was as of the mid-1990s the third highest
in Europe next to Finland and Italy (Bøhren and Ødegaard, 2003), and has
historically been evident in the form of two distinct waves, where the first
coincided with the postwar industrial build-up and consolidation in the
1945–70s period. Strong state involvement was seen as necessary if Norway
was to become a serious actor within selected heavy industries (Wicken,
2000). In addition to direct ownership, the state also provided a very hands-
on type of coordination by way of nurturing a large research institute
sector servicing industry (Benner, 2003, p. 138), stimulating entrepreneur-
ship, entering licensing agreements and ensuring privileged access to capital
and special considerations in incomes policy. An additional, although
passing, wave of increased state ownership later occurred and focused
mainly on banking and finances due to the 1990s crisis within this sector
(Huber and Stephens, 1998, p. 368).

Large firms in the core sectors are important, but that is not to say that
small and medium-sized enterprises (SMEs) play a minor role. Referring to
sheer numbers, there were as of 2006 merely 610 firms with more than 250
employees, whereas there were 2076 with 100–249 employees and 81 313
firms with 5–99 employees (Statistics Norway, 2007). Smaller proprietor-
managed firms in agriculture, trade and manufacturing gave vital input to
the Norwegian political economy during the 1800s, and many later became
central within sectors such as furniture, engineering and machinery. The
SMEs were (and still are) often family-owned and dependent on local
financing. Their business activities were then gradually supplemented, as
reviewed above, with a few larger enterprises exploiting natural resources.
Thus, similar to Finland and different from Sweden, big business did not
gain overwhelming societal influence (Huber and Stephens, 1998, p. 368;
Sejersted, 1993).

3 INNOVATION INTENSITY

According to the Community Innovation Survey (CIS) there was a slight
negative trend regarding innovation intensity in Norway during 1994–96
and during 1997–2001 (see Appendix Table A4.1). This negative develop-
ment can be seen in most other countries that participated in the CIS study.
Still, the overall assessment is that Norwegian firms on average are not
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particularly innovative. Only about 30 per cent of Norwegian firms can be
classified as innovative, and the share of innovating firms remained unal-
tered in 1997–2001. Denmark and Sweden have a share of innovating firms
that is considerably higher (approximately 40 per cent, which is in line with
the average score in the survey). It is also worth mentioning that the share
of Norwegian firms that have introduced products that are new to the
market is quite low, which indicates that many of the innovations are
diffusion-based, i.e. adoptions of innovations made by others.

One feature of innovation intensity in Norway is the difference between
SMEs and large firms, with the latter being considerably more innovative
(see Appendix Table A4.2). There may be several reasons for this difference.
Large enterprises (LEs) often have more financial and knowledge
resources, and also usually have a broader range of products and more
processes than smaller firms. However, while the share of innovating
Norwegian LEs is on the same level as in the other CIS countries, the
Norwegian SMEs distinguish themselves from other European SMEs by
having a low share of innovators.

Among the Norwegian SMEs, the average innovation expenditures were
2.3 per cent of turnover in 1997 and 1.4 per cent in 2001. But the LEs also
spent less on innovation in 2001 as seen in relation to turnover. Looking at
research and development (R&D) in isolation, R&D intensity declined from
1.7 per cent of turnover in 1997 to 0.9 per cent in 2001 for large firms, and
from 1.4 per cent to 0.9 per cent on average. This decline may be partly
explained by the general state of the market around 2000–2001, and can be
seen in most other European countries as well, with the exception of Sweden.
Among Norwegian SMEs there was an increase from 1997 to 2001 of firms
that had introduced products new to the market. The large firms’ share in this
respect was more than twice that of the SMEs. Compared with Denmark,
Ireland, the Netherlands and Sweden, both Norwegian SMEs and LEs have
a lower share of innovating firms (see Appendix Tables A4.4 and A4.10).

Among the knowledge-intensive business services (KIBS) there was an
increase in R&D intensity, simultaneous with a slight decline in innovation
intensity from an average of 5.9 per cent of turnover in 1997 to 5.4 per cent
in 2001. Innovation intensity among manufacturing firms declined from 2.7
per cent in 1997 to 2.1 per cent in 2001. In the same period, innovation
intensity also decreased among manufacturers of basic metals and fabri-
cated metal products.

One cause for decline in innovation intensity during the time period in
question may simply have been the ‘relationship between technological
change and the low oil-price regime which prevailed towards the end of the
1990s’ (Pinder, 2001, p. 580). In other words, many oil companies restrained
their exploration and production activity due to overall low prices for oil



(ibid.). Another contributing cause may have been the general downturn
within high-tech investments following the 2000 crisis within ICTs and
biotechnology (Grønning et al., 2006). More extensive explanations have
also been offered, such as the time-lag hypothesis suggesting that Norway
is an extreme case of high economic performance today being based on the
high innovation input of yesterday (i.e. during the 1970s), the structural
weakness hypothesis stating the accumulated effects of erroneous choices,
and the hypothesis stating that the innovation indicators presently in use
may actually be unable to capture the particularities of the Norwegian
economy in an adequate way (Aanstad et al., 2005; Moen, 2005).1

Coupled to this last indicator (ir)relevancy hypothesis we may pursue
still another type of explanation in line with the main argument of this
chapter, which is to show that there is considerable heterogeneity both
within the country and within sectors when it comes to innovation inten-
sity. We are in this respect inspired by the technological trajectory perspec-
tive pioneered by Pavitt (1984; see also Archibugi, 2001; Srholec and
Grønning, 2006), and see the oil and gas extraction sector as part of a scale-
intensive trajectory and fisheries/aquaculture as part of a supplier-based
trajectory. The scale-intensive trajectory has been associated with learning
by doing in connection with process technology, internal non-R&D inputs,
and external technology sourcing from specialized suppliers, and the
supplier-based trajectory with dependence on external inputs when it
comes to technology sourcing (Pavitt, 1984). Whereas both of these trajec-
tories in themselves score relatively modestly on the various indicators for
innovation and R&D intensity (see Tables 8.1 and 8.2), the neighbouring
specialized supplier trajectory is innovation- and R&D-intensive, and large
parts of the specialized supplier trajectory’s output consists of supplies to
the trajectories dominated by the primary sector. Indeed, even parts of the
science-based trajectory in Norway are tightly linked to the less innovation-
intensive trajectories by way of R&D output to these trajectories, e.g. vac-
cines and other equipment for aquaculture and high-tech equipment, as
well as R&D services for oil and gas exploration. As for value-added, when
extraction of oil and natural gas as well as fisheries and aquaculture are
included in the analysis, the value-added proportion between different tra-
jectories is as shown in Figure 8.1. There has been an abrupt increase of oil
and gas extraction value-added up until 1984, and then again from 1987
onwards. Fisheries and aquaculture have been of more limited importance
when it comes to value-added (Figure 8.1), but have been extremely import-
ant for employment (Table 8.1).

Table 8.2 shows the main findings for innovation and R&D intensity, as
well as the nature of innovativeness and interaction patterns. Of special
interest are oil and gas extraction as seen in relation to other sectors. One
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could have expected machinery and instruments to rank even higher due to
their highly specialized nature as suppliers to natural resources and trans-
portation sectors. However, the figures for machinery product imitation,
as well as product imitation and innovation for instruments, stand out
(Table 8.2, Innovativeness column).

4 ACTIVITIES THAT INFLUENCE INNOVATION 

In the following we examine four groups of NSI activities: knowledge
inputs to innovation, demand-side factors, provision of constituents and
support services for innovating firms. It would be an exaggeration to state
that all activities within the Norwegian system revolve around the resource-
extracting sectors. Other sectors, including public sector services, occupy an
important place within the Norwegian economy. However, the section
focuses on the business sector with the aim of assessing the relative role of
resource-extracting scale-intensive and supplier-based trajectories versus
other trajectories when it comes to the specific types of activities.

4.1 Knowledge Inputs to Innovation

4.1.1 R&D activities
During 1991–2003 Norway had low R&D expenditure in relation to GDP
compared to the OECD average. The share was 1.75 per cent in 2003,
while OECD average spending was 2.24 per cent (OECD, 2005).
NOK29 517 billion was spent on R&D in Norway: the business sector
financed 49 per cent, the public sector financed 42 per cent, while the rest
was financed by other domestic and foreign sources. Regarding expendi-
tures, the business sector’s share of R&D expenditures in Norway was 57.5
per cent in 2003, compared to the OECD average of 67.3 per cent. The
public sector and the higher education sector accounted for around 42.5 per
cent, which is higher than the OECD average (NFR, 2005; OECD, 2005).

When we separate the public sector (higher education and research insti-
tutes) from the private sector (business), we find that R&D expenditures are
relatively different in character. The private sector spends more within ICT,
offshore technology and materials technology. It also spends a large
amount within ‘other fields’ (medicine, social sciences, human sciences and
natural sciences). The public sector has by far the majority of its expenses
within ‘other fields’, but also within ‘marine R&D’ (NFR, 2003, p. 35).

The research institute sector is large in Norway, and 23 per cent of all
Norwegian R&D expenditures in Norway are spent there. There were, as of
2005, 63 research institutes and approximately 50 more ‘other institutes

292 Slow growth countries



with R&D’. The former accounted for 85 per cent of R&D expenditures in
the institute sector and received some basic funding from the Norwegian
Research Council or from the ministries. The industrial research institutes
accounted for the largest group. The Foundation for Scientific and
Industrial Research at the Norwegian Institute of Technology was by far
the largest unit with approximately 1800 employees, and was heavily
involved within research areas such as petroleum, gas and marine research
(NFR, 2005, pp. 34–5).

The relatively low Norwegian expenditure on R&D in relation to GDP
is closely related to the structure of the Norwegian economy, in which there
is – as reviewed – a large proportion of SMEs without much tradition of
research activity. And most LEs have – also as reviewed above – their basis
in the exploitation of natural endowments. These are as such low- and
medium–low-technology firms with relatively low levels of R&D expend-
iture. Thus Norway looks weak in the OECD R&D comparisons (see
Appendix Table A2.1). Another important factor in considering the low
provision of R&D is the large income from the oil and gas sector con-
tributing to a high GDP, which in turn makes the Norwegian R&D effort
look very low (Nås and Hauknes, 2004). By accounting for R&D intensity
in the business sector adjusted for variations in industry structure based on
averages from 1999 to 2002, Norway’s relative ranking moves up substan-
tially in terms of business R&D intensity, while Korea and Finland drop to
a lower level (OECD, 2006, pp. 57–9). Also, measuring the provision of
R&D in relation to population size from 1991 to 2003 shows that Norway
has spent more than the OECD average (OECD, 2005).

Norway’s share of the world’s total output of scientific articles in the
period 1998–2002 was nearly 0.6 per cent. Based on Appendix Figure A3.1,
the average annual growth was 2.86 per cent, which is a relatively low
growth rate. Publications come from two major areas, with medical sciences
accounting for the largest share (52 per cent) and natural sciences the
second largest (24 per cent). As for the latter, the historical changes in pub-
lication output from 1982 to 2001 show a remarkable growth within geo-
sciences. This development is related to the oil exploration activities.
Ecology and plant and animal sciences are also subjects of high specializa-
tion, reflecting the activities taking place within fisheries and aquaculture.
Subjects such as engineering, physics, chemistry and computer science have
a relatively low specialization level.

Researchers in Norway increasingly collaborate with foreign researchers.
Collaboration between Norwegian researchers on scientific publications
increased from 23 per cent in 1985 to 53 per cent in 2004. However, this ten-
dency is apparent in all countries, reflecting the increasing international-
ization of research in general (NFR, 2005, pp. 112–13).
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Norway ranks low when it comes to patenting activities in international
and comparative terms, with only a 0.2 per cent share of the total US Patent
and Trademark Office grants (as compared to 0.3 for Denmark, 0.6 for
Finland, 0.8 for the Netherlands and 0.9 for Sweden), and 67.54 European
Patent Office patent applications per million inhabitants as compared to,
for example, 160.63 for Denmark and 261.35 for Finland (see Appendix
Table A3.1). These findings are consistent with other aspects of the low-
tech nature of large parts of the Norwegian business sectors. The
Norwegian Patent Office registered 69 795 patent applications in the period
1991–2002. Applications of foreign origin constituted around 80 per cent,
highly represented by the USA, Germany and Sweden. There was a
difference between patent applications of Norwegian and foreign origin
with regard to technological fields. During 1995–2002, most of the foreign
patent applications were within chemicals and pharmaceuticals. Most of
the Norwegian applications were related to shipbuilding, machine tools,
pumps/turbines, oil rigs, drilling techniques and instruments within med-
ical technology (NFR, 2003, pp. 181–6).

In sum, the importance of the oil and gas extraction sector as part of a
scale-intensive trajectory and fisheries/aquaculture as part of a supplier-
based trajectory is reflected in Norway’s revealed technological advantage
(see Appendix Figure A3.2). Oil and gas have experienced a dramatic
increase during the whole period, while transportation services (basically
shipping) have become more competitive since 1993 after experiencing a
downturn during 1980–86. Medical electronics have also very recently
become more competitive. However, other sectors related to natural
resources such as metals, wood and paper have experienced a decrease in
terms of technological advantage since 1980.

4.1.2 Competence building
As of 2004, the share of 20–24-year-olds having enrolled in higher educa-
tion was over 95 per cent, compared to the EU-15 average of 76 per cent.
In 2004 there were 209 000 students in Norway within higher education. In
2002, 31 per cent of the population between 25 and 64 years in Norway had
higher education,2 which was nearly the same as in Sweden, Denmark and
Finland, but much higher than the OECD average (23 per cent). These
numbers indicate that Norway has an advantage compared to the OECD
average in terms of competence in the labour force. However, looking at the
numbers of 20–29-year-olds with science and technology education in
general, and also the number of people with PhDs within these fields,
Norway ranks relatively low compared to the EU-15 average, as well as to
Sweden, Ireland and Denmark (NFR, 2005, pp. 230–31). The quality of
education within mathematics has also been questioned: Norway ranks
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statistically below the OECD average when it comes to mathematics per-
formance (OECD, 2004b). This has been taken seriously by the gov-
ernment, which in 2005 started to consider measures for increasing
recruitment to science and mathematics studies (Aanstad et al., 2005).

The size, importance and the technical complexity of the Norwegian oil
and gas system is reflected in the data on people with higher education. As
of 2003, the largest share of people with higher education in the labour
force was found within oil, gas and mining, where 16 per cent of all employ-
ees had a higher education, as compared to less than 5 per cent in manu-
facturing. It is also within oil, gas and mining that we find the highest
share of people educated within technology and natural sciences (NFR,
2005, pp. 83–4).

4.2 Demand-side Factors

Three types of activities directly or indirectly aimed at increasing demand
and creating new markets are of special interest. First, publicly owned
organizations have used procurement to stimulate innovation. Second,
businesses have been active as front-runners in the implementation of ICTs
in the case of both banking and oil and gas. Third, Norwegian firms are
globally at the forefront when it comes to demand-related quality assurance
regarding shipbuilding and oil platforms, and energy production in general.

In 2003 public procurement accounted for 15 per cent of Norwegian
GDP (OECD, 2004a). A procurement programme established in 1986
aimed at stimulating the development of new products or processes for
which a government department has a requirement. The aim was princi-
pally to speed up the purchase and implementation of new products and
services in government ministries and give industry a ‘pilot’ customer and
reference (Remøe et al., 2004). During the 1990s public procurement policy
had been directed towards achieving the greatest possible efficiency and
lowest prices, unlike in Sweden, where public procurement had been used
more actively to stimulate technology development. During the second half
of the 1990s there was an increasing awareness of public procurement as a
potential means of increasing innovation, providing customer references,
setting high requirements and generally professionalizing firms (NHD,
1997). According to an evaluation report, the existing guidelines on pro-
curement still concentrate on efficiency, whereas neither innovation nor
stimulation of markets is mentioned (NHD, 2004, p. 50).

Formerly state-owned organizations that have been privatized engage
actively in procurement, which is stimulating innovation. Perhaps the best-
known example is Statoil’s role in the development of the oil industry
(Rothwell, 1994). Statoil deliberately created a local market for engineering
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suppliers by engaging with them in innovative collaborations. The legacy of
this policy, combined with the goodwill agreements with foreign firms, is a
robust engineering sector with sufficient technological capabilities to win
global contracts. On a similar theme, the DEMO 2000 programme was
started in order to remove market barriers and improve competition for
suppliers and services to oil producers. It has aimed at trying out new tech-
nology in pilot projects involving producers, suppliers and research insti-
tutes (Hansen et al., 2005). Also in 2001, the OG21 project was initiated by
government and business with the aim of improving research, demonstra-
tion and commercialization of new technology for use in the oil-related
businesses.

When it comes to other businesses, a group of competing banks, software
suppliers and the retail industry collaborated during the 1980s in an
attempt to stimulate use of electronic payments systems. This initiative gave
Norway a standardized electronic platform on which to develop new
payment products and Internet banking, and in 2002 Norway had the
highest worldwide use of electronic debit cards for consumer purchases
(Bank of Norway, 2003). In 2002 the e-Norway programme was initiated
by the Ministry of Trade and Industry with aims including ‘creating value
through enhanced innovation and competitiveness in Norwegian industry’
(NHD, 2003a, p. 6). A programme entitled BIT has been aimed at improv-
ing the profitability and competitive ability of firms by developing common
ICT solutions adapted to specific sectors of industry, and has received
favourable evaluation results (Kallerud et al., 2006, p. 43).

As for quality assurance, the Norwegian organization Det Norske
Veritas is one of the main organizations setting quality standards for, for
example, oil-rig building and shipping industry worldwide.

4.3 Provision of Constituents

4.3.1 Provision of organizations
This section deals with provision of organizations in two different senses.
The first is the establishment of new business organizations and the second
the provision of innovation policy organizations. Norway performs
particularly well when it comes to the creation of entirely new business
organizations. Birth rates are, according to Eurostat (2007), higher than in,
for example, Sweden, Finland, Denmark and the Netherlands. Norway
also holds a strong potential in this area, since the country consistently
ranks very high on the ratio of the active population engaged in start-ups.
In addition, Norway ranks well ahead of Sweden, Denmark and Finland
when it comes to start-ups representing something new in the domestic
market (Kolvereid and Alsos, 2003, p. 13).
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Sweden excels, however, when it comes to survival rate, at least during
the 2000–2001 period. This phenomenon is obviously connected to the
differences in death rates, where Sweden is clearly lower, with 5.55 percent-
age points compared to 8.30 in Norway (Eurostat, 2007).

The figures above concern all kinds of firms. A survey by Matson (2005)
gives an indication of Norway’s performance when it comes to the creation
and bankruptcy rates of new technology-based firms (NTBFs) during
1990–2001. Within his sample of 3055 firms, computer and R&D services
had 10.7 and 13.0 per cent bankruptcy rates respectively, compared to
between circa 20 and 30 per cent for mining, manufacturing, construction
and transportation and 9.4 per cent for oil and gas exploitation (Matson,
2005, p. 70). According to another study (Nås et al., 2003a; 2003b) only
11.2 per cent of all spin-off firms in Norway were spin-offs from high-
technology industries. This figure compares to 17.5 per cent for Sweden and
Denmark, and 17.3 per cent for Finland. Not surprisingly, Norway holds
(together with Denmark) a considerably lower share of spin-offs from high-
technology manufacturing, mainly due to the overall higher presence of
such industry in Sweden and Finland.

Regarding agencies and organizations for innovation policy, the devel-
opment has been towards consolidation in larger units. Until 1993, Norway
had a funding system spread across several research councils according to
broad disciplinary bases. These research councils were then merged into
one, the Research Council of Norway, which was further reorganized in
2004, based on the recommendations of a large-scale evaluation exercise
(Kuhlman and Arnold, 2001). Simultaneously, the trend has been from
smaller research programmes and funding of individual research projects
to formation of larger and more comprehensive research programmes. In
addition, Norwegian business may participate in regional development or
start-up support programmes. In 2004 these programmes were merged into
Innovation Norway, together with the Trade Council of Norway and two
other support organizations.

4.3.2 Networking, interactive learning and knowledge integration 
Collaboration between firms is important for innovation in the Norwegian
NSI. Forty-one per cent of all the surveyed firms collaborated actively with
others in the period 1999–2001 (cf. CIS3). Suppliers were the most frequent
partners (around 70 per cent of the surveyed firms). However, 39 per cent
of the firms reported that customers were the most important actors in
collaboration, while competitors were the least important. Twenty-eight
per cent of the firms reported that they collaborated with universities and
state/scientific colleges, and 33 per cent collaborated with public or private
research institutes. The level of innovation cooperation was thus very high
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in Norway compared to the EU-15 average.3 Innovation cooperation with
national partners in Norway was considerably higher than the EU-15
average. In Norway, suppliers, customers and consultants were the most
important partners. Thirty-three per cent of the firms were engaged in
innovation cooperation as compared to 23 per cent in the EU. Regarding
international collaboration and the nationality of the collaborating partner
firms, 29 and 34 per cent collaborated with firms within Scandinavia and
within EU/EFTA respectively. Most of the Norwegian firms that collabo-
rated with partners in the USA were large firms with activities related to oil
and gas, shipping and production of chemicals. Smaller firms within other
sectors such as aquaculture and furniture did not report any such collabo-
ration (Statistics Norway, 2001). It should however be noted that collabo-
ration between firms on the one hand, and universities, scientific colleges
and research institutes on the other, had relatively low importance for
innovation processes. Correspondingly, interactions within the firm were
the most important source of information during innovation processes
(ibid.).

When it comes to R&D collaboration between firms in Norway, approx-
imately 50 per cent of all firms with R&D activities had a formal relation
of R&D collaboration with another firm in 2003. This was especially appar-
ent in aquaculture, extraction of oil and gas, metal products, communica-
tion equipment and medical instruments (NFR, 2005, pp. 104–5).

Networking programmes set up by national or regional authorities have
included the BUNT (Business Development Using New Technology) pro-
gramme in the early 1990s, targeting firms’ abilities to find and use new
technology developed in other companies or research institutions, a follow-
up FRAM programme (est. 1992) supporting basic learning in SMEs, and
a programme for mobilization of R&D-related innovation in SMEs
(Aslesen, 2004, p. 31). Looking at oil and gas in particular, the Norwegian
Oil and Gas Partners network was established jointly by the business com-
munity and government in 1997, and had 160 partner companies as of 2004
(INTSOK, 2005).

4.3.3 Provision of institutions
This section contains a review of institutional arrangements related to the
activities reviewed elsewhere in this Section 4. The review contains only the
most significant developments in recent years, but some issues will be
pursued in further detail in Section 7 in connection with the overview of
innovation policies.

In connection with knowledge inputs to innovation, such as provision of
R&D (see Section 4.1.1), the institutional framework has undergone a
series of changes. In 1993, the goodwill R&D agreements with foreign oil
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companies were abolished, making it a necessity to sustain this kind of
research on a more competitive basis. In 2002, amendments to the Act on
Universities and Colleges (UFD, 2002) gave universities and colleges
formal responsibility for assisting in the process of making research results
available for society. In more concrete terms, the traditional ‘professorial
exemption rule’ in the act was dissolved. Employees at higher education
organizations traditionally had rights connected with the inventions and
discoveries that were made, and the change in this respect was part of an
intended shift towards higher participation by higher education organiza-
tions in the commercialization process by way of being entitled to the intel-
lectual property rights (Askevold et al., 2003, p. 13). The organizations
have in this respect also been faced with new tasks and responsibilities, and
as a consequence several technology transfer units have been established.

The White Paper ‘Commitment to Research’ (UFD, 2005a) states that
Norway’s future goals include raising the number of researchers per 1000
employees. In concrete terms the declining number of new recruits to
science and technology subjects is to be countered first and foremost by
improving the conditions for science teachers at secondary and tertiary
levels. Furthermore, recruitment to researcher posts is to be improved by
giving special premiums for science and technology doctoral candidates
(UFD, 2005b, p. 30), and making the postgraduate researcher career
opportunities and working conditions in general more attractive through
improved working conditions (UFD, 2005a, p. 7).

Furthermore, and also related to the institutional framework of compe-
tence building (see Section 4.1.2), a new Act on Universities and Colleges
passed in 2002 (UFD, 2002) included changes in the control and manage-
ment structures of universities and colleges. In the ensuing debate many
have seen this as a threat to academic freedom and internal democracy, and
substantial freedom when it comes to deciding governance structures has
been reinstated (Aanstad et al., 2005).

Regarding demand-side factors (cf. Section 4.2), competition legislation
and its agency were coordinated into a new competition authority in 1994
in order to enforce both national and European competition law. Norway
is as of 2007 not an EU member, but adheres to EU directives through
signing the Agreement on the European Economic Area. The OECD has,
however, pointed to prevailing problems with the Norwegian market and
recommends that greater efforts should be made to improve competition
even further (OECD, 2004a).

One of the main traits of the Norwegian economy is, apart from the
Norwegian state having ownership interests in parts of industry, that the
Norwegian firms are governed by institutionalized employee represent-
ation on the board. There are no signs of deinstitutionalization on this
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point. Regarding corporate governance, there have been changes in the
wake of scandals such as Enron abroad as well as within Norway in the
early 2000s. Main actors in the financial market agreed on a code for cor-
porate governance in 2005. In parallel, another institution of domestic
origin and based on long-standing egalitarian norms is the proposed
minimum ratios of females on corporate boards. The demand for qualified
females has incidentally led to the establishment of databases listing
women eligible for board service.

One unresolved issue of perhaps even greater implications for organiza-
tions and their innovativeness is the overall framework for corporate own-
ership. As mentioned in Section 2, ownership patterns of Norwegian
corporations differ from those in the rest of Europe, starting with high state
ownership, much as in Finland and Italy. Figures from a 1993–97 study of
listed companies show that the public owns 14 per cent as compared to
8 per cent in the other European countries in the study. Overseas owners
constitute 32 per cent as compared to 21 per cent, owners such as pension
funds and so on constitute 21 per cent as compared to 25 per cent, indus-
trial owners 25 per cent as compared to 18 per cent, and personal owner-
ship is restricted to a mere 8 per cent as compared to 28 per cent (Bøhren
and Ødegaard, 2003). This low level of direct ownership is rather unusual,
and has been explained by referring to more long-term and normatively
based institutions such as taxation aimed at equalization of income and
assets. Gradual change in this respect started, however, at the end of the
1990s with periodic tax alleviations for savings in bonds (ibid.). There have
also been examples in recent years of firms and business persons first suc-
cessful in, for example, mechanical engineering, aquaculture and retail
sales later investing in other sectors than their own.

Regarding institutions related to support services for innovating firms
(Section 4.4), we find the most dramatic developments within financing.
The surpluses from oil revenues have been first and foremost accumulated
in the form of the Petroleum Fund established in 1990 and starting opera-
tions in 1996. The fund is an integral part of Norwegian fiscal policy and
allows Norway to finance a budget deficit which should, over time, not
surpass the ‘real return’ on the Petroleum Fund, estimated at 4 per cent of
the fund value. The objective is thus also to secure present oil and gas rev-
enues for future generations (OECD, 2004a, pp. 11 and 21). Conditions are
attached to this capital stipulating that it has to be invested abroad in order
to avoid artificial overstimulation of the domestic economy. This policy has
been adjusted in recent years with the establishment of a separate Fund for
Research and Innovation (FRI) in 1999 with a capital of NOK3 billion, as
well as funds for seed capital. The FRI capital base has been increased, with
the 2005 White Paper mentioned above (UFD, 2005a), to NOK50 billion
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starting from 2006 (Aanstad et al., 2005). Needless to say, increased
funding may in turn have implications for the scale of R&D provision
already reviewed above. One may speculate that large-scale research pro-
grammes catering mainly to the science-based trajectory by focusing on
biotechnology (2002–11) and nanotechnology (2002–8 with planned exten-
sion through 2011) might not have been possible without these means.

Also related to financing, albeit on a more detailed level, is the institu-
tionalization of R&D support in the form of tax deductions to private
enterprises with sales less than NOK80 million and fewer than 100 employ-
ees. This was instituted in January 2002 and became a popular opportunity
among SMEs. The programme was based on predecessors in Austria and
Spain, and nearly 60 per cent of the applicants in the 2004–6 period have
been firms with fewer than ten employees (Kallerud et al., 2006, pp. 35–7).
From 2007 onwards the criteria have become somewhat stricter, including
a maximum level of deductions when it comes to hourly expenses as well
as annual hours worked per person (Munch, 2007). Nevertheless the char-
acter of the policy instrument as being reserved for rather small firms and
as working more on an egalitarian rather than competitive basis remains
intact.

4.4 Support Services for Innovating Firms

4.4.1 Incubating activities
Incubation activities are based on experiences gained in Europe and the
USA, although the recommended size of the average unit has been
modified in order to fit with Norwegian conditions. The most important
public actor within incubation is the Industrial Development Corporation
of Norway (SIVA) (est. 1968), which was, as of 2002, the joint owner of 10
research parks, 15 knowledge parks, 34 business parks, 8 R&D companies,
18 singular incubators and 12 seed capital/venture investment companies
(SIVA, 2002). There are in addition 14 other science or research parks in
Norway, a majority of which were established in the late 1990s and have
mixed public and private ownership. These are in general located adjacent
to one of the universities or colleges.

The creation and maintenance of incubators is relatively recent in
Norway. Evaluations cite examples of successes, but point out that the busi-
ness aims are vague and not directed towards any particular market (Havnes,
2003), and that research output in the form of, for example, patenting so far
has been limited (Askevold et al., 2003). From initially being mainly prop-
erty developers, the incubator hosts now see themselves more as providing
various services for innovators. One aspect which may differ from other
countries is that the publicly funded incubators usually have a dual aim of
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creating economic growth through innovation while at the same time pro-
moting regional development (SIVA, 2004). Thus although research park
and incubation activities are in a sense by definition high-tech, and hence
enhance a science-based trajectory, this dual function emphasizes the much
broader aim of the initiative in Norway.

4.4.2 Financing
In this section we briefly describe in sequence the provision of both venture
and seed capital, and the activities of private investors. Note that we focus
on financing of innovation in start-up firms, and not on financing of innov-
ation in larger, existing firms.

It has been pointed out that there is no real lack of capital in the
Norwegian market (NHD, 2001; FD, 2004). But venture capital (VC)
raised in 2001 was an amount equivalent to 0.152 per cent of GDP, which
is lower than in most other European countries (EVCA, 2002). The com-
position of the investor population is mainly public funds and a few large
private investors, and in this respect it differs from European VC.
Norwegian investors are investing well below the European average in the
seed capital phase, and during 2000–2002 almost 60 per cent has been
invested in the buyout stage (NVCA, 2001; EVCA, 2002). During the same
period less than 30 per cent of total VC investments were in seed and start-
up firms and projects (Baygan, 2003, p. 8). An alliance of public and private
partners was created in 1997 aimed at providing seed capital for new busi-
nesses. However, in practice the capital raised was invested in later stages
than is typical for seed capital (Sydnes and Halvorsen, 2003).

Innovation Norway is responsible for a system of grants and loans for
developing ideas, and for the creation and development of new firms.
Innovation Norway and its predecessors had a fairly constant level of
resources available for new start-ups in the period from around 1980 and
up until 1990. In the period 1994–2003 there was a general trend of reduc-
tions in funding (from NOK4 billion to NOK2 billion). This reduction was
particularly dramatic in urban areas, where funding fell by over 60 per cent
(Innovation Norway, 2004). Reasons for the reductions aimed at entrepre-
neurialism are not entirely clear, but may have been related to the general
decentralization of regional funding to regional and municipal councils
(KRD, 2003), to increases in R&D funding (Aanstad et al., 2005, p. 18), or
to the lack of coherence in implementing innovation policies (Remøe et al.,
2004, p. 92). This reduction may contribute to the funding problems experi-
enced by entrepreneurs, particularly urban NTBFs.

According to CIS3 data, 15 per cent of innovative companies experience
problems regarding financing of innovations, an increase from 12 per cent
in 1997. The only factor that more firms (17 per cent) rate as an obstacle to
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innovation is cost. According to CIS data, under 1 per cent of the firms in
the 2001 survey used VC to finance innovation, and the vast majority of
innovation was financed using internal resources. Borch et al. (2002)
also show that over 60 per cent of the entrepreneurs involved in starting up
technology-based companies saw obtaining finance as their greatest chal-
lenge. It is, however, not clear if this problem is due to lack of finance or to
lack of communication between investors and entrepreneurs.

4.4.3 Provision of consultancy services
Consultancy and advisory services for innovating firms are available in
Norway from both public and private organizations. In recent years there
has been an expansion in the number of KIBS, while the publicly funded
services have increased their emphasis on the support of SMEs, particularly
in rural areas.

If we first look at the development of KIBS, we see a marked growth in
both number of firms and number of employees. Stambøl (2005) states that
around 6 per cent of the Norwegian workforce were employed in KIBS in
1994.4 By 1999 this figure had risen to around 12 per cent. This is similar
to the growth experienced in Sweden in the same period. As of the mid-
1990s more than one-tenth of total employment related directly to oil and
gas extraction worked in smaller firms providing knowledge-intensive con-
sultancy services to the resource-extraction firms themselves (Skogli, 1998).

It is difficult to compare exactly with other countries, but in the period
between 1998 and 2001, Norway had a greater increase in the number of
firms in the service sector overall than the other Scandinavian countries.
During the 1990s there was an increase in the education levels of those
employed in KIBS, and they now have on average 1.5 more years of edu-
cation than the average for the Norwegian workforce (Stambøl, 2005,
p. 93). It should be mentioned that there has been an increase in the exter-
nalization, or outsourcing, of certain large firm business functions such as
ICT services, and this may be partly responsible for the growth in KIBS.

CIS3 data indicate that the KIBS sector is the most innovative in
Norway, since 48.9 per cent of the firms are innovating and 7.8 per cent of
turnover is from new-to-the-market products or services. KIBS are also
active in assimilating products developed by others, with 46.3 per cent
introducing products new to the firm accounting for 23.2 per cent of
turnover.

The major public actors are Innovation Norway, providing local consul-
tancy and advisory services aimed at SMEs especially in rural areas, SIVA,
providing similar services for firms in their incubators, and business parks
and the semi-public research institutes (see Sections 4.1.1 and 4.4.1 for
more details). Additionally there are private foundations receiving public
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support, but having more specific aims than public consultancy services.
The Technological Institute offers technological expertise, advisory ser-
vices, training, technology transfer programmes as well as laboratory
testing and certifying services to SMEs, and the advisory institute in
Northern Norway offers advice and contract research for that specific
region. The Public Advisory Service for Inventors is a public agency
offering advice and scholarships for inventors. The office supports patent
applications and the building of prototypes (Aanstad et al., 2005).

Studies of knowledge-intensive services in the software and aquaculture
industries have shown that although innovative firms use KIBS actively, the
internal activities play a more important role in innovation (Broch and
Isaksen, 2004; Aslesen, 2004). This finding matches CIS3 data on sources
of innovation, where 46 per cent of innovative firms cite internal sources as
the most important for innovation.

4.5 Summary of the Main Activities Influencing Innovation

The provision of R&D is without doubt an important activity within the
Norwegian system. SMEs are not particularly active in this regard, which
comes as no surprise. A particular feature of R&D provision is the close
relationships between the large firms within resource extraction and
mechanical engineering firms on the one hand and the semi-public research
institutes on the other hand. This particular type of relationship also
explains the relatively low participation of KIBS.

Regarding knowledge inputs to innovation, the importance of the
natural-resource-extraction-related trajectories is reflected in Norway’s
revealed technological advantage. At the same time, there are more recent
and increasingly significant features related to other ‘challenging’ traject-
ories, such as the science-based trajectory. The latter is highly visible through
large sums of R&D expenditure, as well as high competence levels. The
leading firms still need science and technology graduates, as do the special-
ized supplying research institutes and firms. Seen from the needs of the dom-
inant trajectories, the low number of graduates is alarming. This stagnation
in competence development may also pose a problem for the successful
development of alternative strongholds within the science-based trajectory.

The distribution of activities in the case of demand aspects has always
been heavily tilted towards the segment of the economy not directly related
to natural resources extraction. This is most visible in the form of pro-
grammes for ICT diffusion. However, when it comes to quality requirement
organizations, Norway has been and continues to be prominent by supply-
ing some of the leading organizations for certification of equipment within
natural-resources-related sectors.
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The Norwegian system shows dynamism in terms of organization
turnover as well as support services. While organizational longevity could
ideally be at least at the level of Sweden’s, the recruitment to entrepreneur-
ial activities seems to be adequate. The level of support services in terms
of incubators, financing and consulting seems to be high. On an institu-
tional level the review shows adjustment to supranational trends (such as,
e.g., the change of university-related legislation and implementation of
corporate governance codes) blended with domestic initiatives (such as
continued strong employee representation and gender-based corporate
board quotas).

5 CONSEQUENCES OF INNOVATION

The Norwegian NSI, as repeatedly stated, scores relatively low on innov-
ation and R&D intensity in the CIS data (see Sections 3 and 4.1.1), while
relative GDP and productivity growth are high. Economic growth in
Norway during 1980–2003 has been higher than the average for the OECD
countries (see Appendix Table A2.3). In the 1992–2002 period, average
employment growth was twice as high as within the EU, with a simultane-
ous reduction in unemployment. Norway has had a steady, positive devel-
opment in productivity during 1980–2001 (see Appendix Table A2.2 for the
1995–2003 period). This positive development also goes for labour pro-
ductivity/total employment, labour productivity/hours worked, and total
factor productivity. Moreover, Norway ranks as number one on the Human
Development Index (see Appendix Table A1.2) and relatively high on liter-
acy indicators (see Appendix Table A1.3).

One explanation is that this prosperity is predominantly due to revenues
from the energy sector, in particular oil and gas, but also from hydroelec-
tricity in earlier times. For example, looking at the structural non-oil budget
balance during the 1980–2004 period, there are 20 years of negative figures.
In 1992, the balance was down to nearly minus 10 per cent (OECD, 2004a,
p. 27). It would thus be safe to conclude that the fluctuations of Norwegian
GDP in recent decades are closely related to fluctuations in energy produc-
tion. Benner (2003) claims that Norway’s lack of innovation intensity is due
to a lack of incentives for innovation. It is argued that the country ‘seems
stuck in its traditional growth paradigm, which at the moment is more than
sufficient to support a full employment labour market and a universal social
policy regime’ (ibid., p. 140).

This can, however, only constitute part of the explanation, since com-
pared to most other ‘oil-dependent’ economies the Norwegian economy is
far more heterogeneous, includes a large public sector and sustains a
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significantly higher standard of living for the general population.
Complementary (and also partial) explanations for the puzzle are thus,
first, that while CIS takes into account many types of firms and sectors,
the highly profitable oil and gas firms constitute only a small fraction of
these firms. In addition, oil and gas drilling is not represented statistically
as manufacturing, but rather as a primary industry together with fisheries
and aquaculture. Second, while Norwegian innovation output on average
is low due to, among other things, the low-tech character of many
Norwegian firms, there are indeed competitive and innovative niches such
as supply services to oil drilling, medical technology and environmental
technology.

With these reservations in mind, we sum up some overall observations.
According to the Norwegian part of CIS3, the positive effects of the
firms’ innovative activities in Norway are related to improved products
and services. Sixteen per cent reported that they increased their market
share due to innovations. Twenty-seven per cent of firms reported that in
the 1999–2001 period the most important effect of innovation was better-
quality products. This was particularly common among producers of ICT
equipment and other electronic goods. Twenty-three per cent of the firms
reported a broader range of goods and services as being the most import-
ant effect, and this was particularly noticeable for those producing agri-
cultural and forestry machinery. Sixteen per cent of the firms saw
increased market share as the most important consequence. Within aqua-
culture, oil and gas extraction, and also within construction, the most
important innovation effects were improved flexibility in production,
increased production capacity and reductions in labour costs. Process
improvements were the most important in the service sector as well. There
are no noticeable differences between the effects on small or large firms,
but a larger number of the small firms do stress the importance of
improved production flexibility. However, this was the opposite in the
case of the service sector. Ørstavik (2000) followed up CIS2, and the rela-
tive significance of successful innovations was related to increased com-
petence and technology more than to increased turnover. This was in
particular a dominant trend within ICT. With regard to turnover, around
50 per cent of the firms reported that innovations had a positive effect
(ibid.).

As mentioned in Section 3, various hypotheses have been proposed to
explain the low innovation intensity of the Norwegian firms (Aanstad
et al., 2005; Moen, 2005). One is that there is a long time lag between innov-
ation indicators and economic performance. Strong macroeconomic
performance in the present could therefore partly be explained by choices
and activities of the 1970s and 1980s when Norway invested strongly in the
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oil- and gas-related efforts as well as within the marine sciences (Aanstad
et al., 2005, p. 20).

A second type of explanation is that the Norwegian economy suffers
from structural weaknesses resulting from erroneous choices and strategies
within both business and government. According to this view there is cur-
rently an aversion to, or perhaps even inability to, foster high-tech innov-
ation intensive sectors (Moen, 2005, p. 7). This practice differs significantly
from other countries such as Ireland, Finland and Singapore, and Norway
should emulate these countries and channel more of its surplus resources
into high-tech efforts in order to become a fully fledged member of the
knowledge economy (Moen, 2002).

The third type of explanation criticizes this ‘high-tech bias’ (Aanstad
et al., 2005, p. 21) in modern policies consisting of ‘the mind-set seeing
high-tech sectors as the future focus and loci of the economic activity in the
advanced economies’ (ibid.). This view is to a great extent supported by our
study. It questions the relevance of benchmarking the Norwegian experi-
ence against such a biased perspective, and rather suggests that the
innovation indicators presently in use may be unable to capture the partic-
ularities of the Norwegian economy. Norway is specialized in the low-tech
industrial range, and has little activity in the high-tech sectors except for in
some niches (see Appendix Table A2.1). There is, as reviewed above, a large
number of small companies that invest little in R&D. Manufacturing con-
centrates, also as reviewed above, much of its efforts on process innova-
tions, but ‘process innovation may be equally or even more profitable in oil
and gas, metals etc. compared to new to firm or new to market products’
(Aanstad et al., 2005, p. 20). It could thus be argued that the indicators such
as those used within the European Innovation Scoreboard (European
Commission, 2005) provide a misleading picture of actual innovation per-
formance and dynamism.

6 GLOBALIZATION

Norway’s degree of openness in terms of import and export ratios has been
steadily declining since the 1980s. As for 2000, the country’s position is
number 13 on the list, and this compares to Ireland as number 1, Sweden
as number 6, Finland as number 7, and Denmark as number 8 (see
Appendix Table A2.6). As for share of high-technology products within
exports, Norway does not score particularly high either. The 1999 level of
3.91 per cent is well below Finland, Sweden and Denmark (see Appendix
Table A2.6). Again it could be noted that these figures are special in
Norway’s case, since they refer to the average and not to particular niches

Norway 307



such as oil drilling equipment or aquaculture equipment, where we would
expect considerably higher figures.

There has been a gradual increase in the amount of FDI in the
Norwegian stock market since the 1980s, and as of 2003 it accounts for over
20 per cent. In comparative terms, however, this figure is far below Sweden
(47.5 per cent), Denmark (36.1 per cent) and Finland (28.6 per cent). It
could however be added that Norway ranked as number 2 on UNCTAD’s
Inward FDI Potential Index, 2000–2002 (p. 15) after the USA (number 1),
but before, for example, Singapore (4), Ireland (7), Sweden (10), the
Netherlands (11), Hong Kong (12), Finland (13), Korea (18), Denmark
(19) and Taiwan (21) (UNCTAD, 2004, p. 15). Value-added to Norwegian
manufacturing industry by foreign interests increased from under 10 per
cent in 1991 to over 25 per cent in 2000. In 1999, the value-added by these
foreign affiliates was spread over several sectors, with the main ones being
pharmaceuticals (89 per cent), electrical machinery (47 per cent), chemical
products (38 per cent) and petroleum products (32 per cent).

As for outward FDI stocks as a percentage of GDP, the increase has been
considerably steeper, whereas the comparative situation is that Norway,
with its 18.4 per cent as of 2003, is far behind Sweden (62.7 per cent),
Finland (42.4 per cent) and Denmark (36.6 per cent) (see Appendix Table
A2.6). Here one could add that the Petroleum Fund instituted in 1990 and
starting its overseas investment activities in 1996 (see Section 4.3.3) is
bound to contribute to changes of these figures and rankings provided the
institutional framework for the fund remain.

Regarding knowledge inputs to innovation, Norway ranks very high on
outward student mobility. In 2001, 6.9 per cent of the students studied at
universities outside Norway. Foreign students studying in Norway have
increased from around 3 per cent to over 4 per cent during the 1998–2001
period. Present policies and immigration rules, however, are not designed
to encourage these students to remain in Norway (KUF, 2000). Graversen
et al. (2003) suggest that the main flow when it comes to migration among
the Scandinavian countries is not knowledge workers, but rather trades
people, and that most of the migration between the Scandinavian countries
is short-term.

Regarding support services for innovating firms, more specifically
financing, there has been an increase in the number of transnational
syndicates in the private equity market, mostly resulting in Norwegian
capital being invested abroad. VC raised from foreign sources amounted
to 4 per cent in 2001, 6 per cent in 2002 and 26 per cent in 2003 (EVCA,
2003), whereas the comparable figure for most other European countries
was approximately 50 per cent in the 1997–2001 period (Baygan, 2003,
p. 11).

308 Slow growth countries



7 STRENGTHS AND WEAKNESSES OF THE
SYSTEM AND INNOVATION POLICIES

7.1 Strengths and Weaknesses

Norway’s high competence level and industrial specialization pattern are
predominantly related to resource extraction and to transportation-related
services (mainly shipping). It has recently been argued that the NSI heavily
depends on these trajectories, and is being ‘locked into’ their needs (Narula,
2002). The trend within scientific specialization also reflects such a view.
There is a correlation between specialization in some scientific fields and the
country’s industrial strengths. Furthermore, most of Norwegian patenting
is related to activities taking place in sectors such as shipbuilding, machine
tools, pumps/turbines, oil rigs and drilling techniques. Norway also shows
a competitive publication advantage in geosciences related to oil explo-
ration. These are technologies applied in sectors characterized as low- and
medium–low-technology fields, which have been dominating the structure
of the Norwegian manufacturing industry for a long period of time. Here,
Norway seems to do very well.

Strengths are also found for example in relatively high numbers of start-
up firms and entrepreneurship, high enrolment and graduation rates within
the education system, a developed banking sector, as well as a regional
system of providing advice and grants to entrepreneurs. Both public and
private actors contribute to seed capital funds, and there is a growing
number of increasingly professional venture capitalists. Public and private
actors cooperate in providing incubator facilities with good regional links
and contact with most of the academic environments. Finally, the level of
innovation collaboration is very high in Norway.5

As for weaknesses, we have found a slight negative trend in the propen-
sity to innovate during 1994–97 as well as during 1998–2001. Norway also
shows a relatively low innovation intensity and R&D intensity compared to
the other Nordic countries. However, we know that in relation to popula-
tion size, Norway’s provision of R&D is close to the OECD average. A
further reason for the low propensity to innovate is the existence of many
SMEs without much tradition of R&D. In addition, some large firms are
within low- and low–medium-tech industries.

Related to high-technology fields, we have seen that the country already
performs low in physics and computer science publication output. In higher
education, a low performance in mathematics threatens the country’s
ability to educate sufficient numbers of scientists and engineers.

Other weaknesses include the investment climate and structural rigidity.
Investments in innovation (both VC and seed funding) are concentrated
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around the expansion phase of new firm developments, and there is limited
availability of risk capital, particularly when it comes to larger projects in
urban areas. This pattern of investment has contributed to a situation
where there is only a small number of new high growth firms and few
NTBFs. The Norwegian incubators are very small by European standards,
and many are only now moving their focus from property development to
innovation. At this stage, many of the incubators still have vague aims
and are not directed towards particular sectors. In comparison with other
countries, little has been done in the area of competitive incentives in order
to encourage investment or to facilitate the early-phase development of
new firms.

The prominent position of the semi-public research institutes is of an
ambiguous nature. On the one hand they may serve pragmatic buffer and
systemic ‘lubrication’ functions (Nerdrum and Gulbrandsen, 2006) and
constitute a strength, while they may at the same time serve as a disincen-
tive to firms developing competitive in-house or firm-to-firm collaborative
R&D activities.

7.2 Summary and Evaluation of the Innovation Policy Pursued

Wicken (2000) and Remøe et al. (2004, pp. 10–20) suggest that Norwegian
innovation policies have evolved from a ‘1st generation innovation policy’
(Lengrand et al., 2002) during circa 1946 to the 1970s, where innovation
was conceived of as a linear progression from basic science to applied
technology, through two distinct stages of a ‘2nd generation policy’ during
the 1980s and 1990s focused on the interactive aspects of the innovation
process.

The first stage of the second-generation era (1978–92) had a strong tech-
nology focus where new technology came to be recognized as the most
important factor in creating economic growth. Targeted areas were ICT,
biotechnology, materials technology, aquaculture and offshore technology.
The second stage of the second-generation era must be seen in relation to
the economic context of the very end of the 1980s and the beginning of the
1990s, when Norway had problems with increasing unemployment, lower
oil prices, stagnation within the farmed salmon market and problems with
the development of high-technology industries. Accordingly, priority was
no longer to be given to selected sectors. Although there were some main
areas of focus (marine research, ICT, medicine and health, and energy and
environment), the new policy aimed at improving the general performance
in all firms with innovation potential. The numerous R&D and innovation
promotion organizations were collected into two major organizations, at
the same time as more funds and grants for development of the industries
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became available. In a White Paper on R&D policy (KUF, 1998), the
central objective was to reach the average OECD level (3 per cent) of R&D
expenditures in relation to GDP before 2005. This goal was to be reached
by means of a considerable escalation in public expenditure, partly through
the establishment of a research and innovation fund. At the same time, the
private sector was to be stimulated to invest in R&D.

During the early 2000s, there have been attempts at implementing a
broader ‘3rd generation policy’ (Remøe et al., 2004) in the form of an
outline for a ‘holistic innovation policy’ (NHD, 2003b), followed up by a
new R&D policy (UFD, 2005a) building directly on the initiative of several
years before (KUF, 1998). The priority areas of the ‘holistic innovation
policy’ are the development and maintenance of educational organizations
that produce and disseminate relevant knowledge on a high international
level, better competence in natural sciences and mathematics, strengthen-
ing of lifelong learning and the capacity of firms to apply knowledge in
practice, and increase of knowledge flows between industry and milieus of
knowledge and competence – regionally, nationally and internationally
(Remøe et al., 2004, p. 68). Furthermore, ‘research, development, and com-
mercialization’ included aims such as working to get Norway to the OECD
gross expenditure on R&D average by 2005, improving quality and inter-
nationalization in Norwegian research, stimulating increased research in
the private sector through a tax deduction scheme, encouraging commer-
cialization of results of research and promoting better interaction between
knowledge organizations and private industrial actors. In concrete and
post-White Paper terms, a programme for centres for research-based innov-
ation started in 2006, supplementing the centres for excellence and centres
of expertise programmes that had started in 2003. A programme for ‘indus-
trial PhDs’ based on a Danish predecessor was also suggested and is as of
2006 in the process of being implemented (Kallerud et al., 2006, p. 29).6

However, and as Remøe et al. (2004, p. 20) point out, it is questionable
whether the holistic policy constitutes a departure from previous policies. It
is a third-generation policy mainly in the sense that innovation concerns now
permeate other policy areas, while the policy is very vague when it comes to
more concrete measures regarding any changes of framework conditions and
infrastructure. The relationship between the political system and demand
aspects, which is another key point of a third-generation policy (Arnold,
2004), are absent from the policy proposition.

The 2005 ‘Commitment to Research’ (UFD, 2005a) is in essence centred
on the goal of achieving 3 per cent R&D expenditure as seen in relation to
GDP, with the new target date set to 2010. Basic priorities include inter-
nationalization, increased focus on natural sciences when it comes to basic
research, and research-based innovation within both the public and the
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private sectors. The four thematic areas continued more or less from the late
1990s policy are energy and environment, health, marine activities and
food, and the three technological areas of nano-/materials technology,
biotechnology and ICT are in addition specified as supporting the overall
targeted areas.

In this rather ambitious policy, the relationship between maintaining a
broad orientation simultaneous with specialization is explained as a two-
level relationship. The country must on one level be able to understand and
make use of a broad range of research results from other countries,
although the prerequisites for it being in the lead within these fields are not
present. In addition to this, Norway should exploit national advantages
and take responsibility within research areas where the country has such
prerequisites (UFD, 2005a, pp. 24 and 28–9). In these respects, the 2005
‘Commitment to Research’ (UFD, 2005a) demonstrates a strong belief in
research-driven innovation.7

7.3 Future Innovation Policy

The Norwegian government as well as business community is at a water-
shed when it comes to the formulation and implementation of innovation
policy for the coming years. The main issues of this watershed are twofold.
First, there is the issue of deciding between a broad versus a more targeted
approach in a technical sense. In addition to general upgrading, the gov-
ernment has proposed targeted areas for further development. In the case
of general upgrading as the main and underlying philosophy, there is a need
to further formulate the conditions under which general upgrading is to
take place. In other words, if the rationale is that heterogeneity leads to
increased output and that a subsequent core strategy is to foster hetero-
geneity by way of having broad and multiple targets, this must be stated in
an explicit way. In the case of targeted areas, one might want to ask whether
they are too broad and ambitious for a small country such as Norway. One
also might want to ask whether the technical focus areas are the right ones
in the sense that they are only partly connected to past areas of strength,
and instead mainly preoccupied with the fostering of new and hitherto
largely unknown areas.

Second, there may also be an issue of prioritizing between innovation
and growth issues in a narrow sense, and broader issues such as regional,
environmental and welfare development. Of course, these two areas of
concern need not constitute a contradiction in essence. It may perfectly well
be possible to combine, for example, regional development with growth and
innovation. However, the supposed symbiosis between innovation on the
one hand, and regional, environmental and welfare development on the
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other hand, is, in our interpretation, more assumed than proven. In such a
situation, there is a high risk that the development of a critical mass will
suffer, since there is a risk of compromises in the form of broad distribu-
tion of funds rather than serious pursuit of actual and ‘deserved’ needs.

Indeed, one might be able to argue that the Norwegian economy can
afford to maintain a broad approach in both of the senses referred to above,
at least in the near to medium term. We are, however, convinced that it will
become necessary to face some unpleasant prioritizing tasks. We sum up
the main alternative options as follows:

1. Increased attention to the possibilities of further and advanced
exploitation of the existing trajectories, such as oil and gas extraction
sector as part of a scale-intensive trajectory and fisheries/aquaculture
as part of a supplier-based trajectory.

2. Examining the realism and need for specific percentage ‘push’ goals
when it comes to R&D expenditure, and rather devising sectoral ‘pull’
goals.

3. Abolition of the general and integrated approach consisting of includ-
ing multiple aims within one and the same policy, and instead devising
competitive instruments where such symbiosis may (or may not) be
part of the end result.

First, current policy seems to be ‘high-tech biased’ (see Section 5) in the
sense that it is overly concerned with the need to develop a set of so-called
new technologies as the basis for the knowledge society in Norway, and
thereby trying to fill purported ‘gaps’ between the low-tech status of the
Norwegian system and high-tech areas. This may distract attention from
innovation potential in the predominantly low-tech areas. Policy might
instead have greater promise when focusing more on innovation in low-tech
sectors in line with the argument posed by von Tunzelmann and Acha
(2004). In the case of Norway, the low-tech and the medium–low-tech
sectors are certainly such fields.

Second, current R&D and innovation policy is, as reviewed, mainly
centred on the specific numerical goal of reaching a certain level as com-
pared to the OECD average. Apart from representing a partial reversion to
the linear way of perceiving the innovation process, such a strategy may be
side-stepping the real problems addressed in our chapter. Indeed, financing
is necessary and welcomed by the public and private sectors alike, but to
design the entire R&D policy around this goal reflects a push-type philos-
ophy. Instead, differentiated intermediate goals should be set where each
targeted area or sector may be envisioned as reaching certain levels of
expenditure at certain dates, but where these goals may be adjusted or even
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abandoned along the way according to performance criteria. Whether the
end aggregate level is higher than, lower than, or exactly 3 per cent of GDP
thus becomes less relevant than the content of the expenditure. Such an
alternative strategy may have an additional strength in the sense that it will
be forced to deal with the business financing part of the 3 per cent goal in
a more direct as well as pragmatic way than as within current policy.
Current policy expects business to partake in reaching the 3 per cent goal
by being responsible for circa two-thirds of the expenditures, something
that must be confronted as a rather unrealistic goal in view of past history
and current structure of Norwegian business and its R&D expenditure
patterns.

Third and similarly, a general and integrated approach consisting in
including multiple aims, such as innovation and growth concerns integrated
with regional development concerns, within one and the same policy may
be admirable in itself. It is not entirely clear, however, that integration of
aims is the most efficient means of achieving optimal results. Measures
directed at enhancing innovation output should be designed and directed
primarily towards this objective on competitive terms in order to avoid the
financing of ‘mediocre’ projects and firms. Such an alternative and com-
petitive approach may indeed have one or several weaknesses, including the
administrative costs. We are, however, convinced that drastic measures are
needed within this realm if there is to be significant progress.
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NOTES

1. An extended discussion of the various hypotheses on innovation intensity is given in
Section 5.

2. Higher education is defined as four years or more with education at the university or
college level.

3. Cf. also Kallerud et al. (2006, p. 58) for recent figures confirming this situation with
special reference to SMEs.

4. Stambøl (2005) bases his figures on the accumulation of NACE codes 642, 72, 671–672,
73 and 74. Other comparative measurements (Eurostat, 2005) state the share of employ-
ment as considerably lower due to a much more narrow conception of the KIBS concept,
and here the Norwegian level is stated as higher than in the Netherlands, but lower than
in Sweden, Finland and Denmark.

5. It may be noted that a crucial and long-standing part of networking programmes has
indeed been to create incentives for collaboration. We are indebted to Svein Olav Nås for
this observation.

6. For more detailed descriptions of recent and contemporary policy instruments, see
Remøe et al. (2004), Aanstad et al. (2005) and Kallerud et al. (2006).

7. At the time of completing this manuscript (2007) the government is in the process of
preparing a White Paper on innovation, which may or may not include initiatives of
another character when compared to those described here.
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9. Challenged leadership or renewed
vitality? The Netherlands
Bart Verspagen

1 INTRODUCTION

The Netherlands national system of innovation (NSI) has deep roots in the
history of the country. After having been, once upon a time, the world eco-
nomic leader, the Netherlands has been forced to follow other countries in
terms of technological developments, but it has done so with its own
specific way of adapting to global developments. The result, by the end of
the 1960s, was an NSI that operated at a high level of performance, hosting
a number of global companies that played dominant roles in their indus-
tries at the world level.

However, much has changed in the world economy since this period.
Global competition has intensified, and the Netherlands system has felt
this pressure from abroad. In 2002, foreign direct investment outflows from
the Netherlands equalled 8 per cent of gross domestic product (GDP), and
inflows 6 per cent. These figures are higher than those for any of the other
European countries in this study (Sweden is second, with 4 per cent outflow,
5 per cent inflow). In addition, European integration has affected the
Netherlands system. As will be shown in this chapter, the Netherlands NSI
has been severely challenged by this globalization process, and a few years
into the twenty-first century, one has to conclude that the system is losing
momentum. Innovation performance indicators show a persistent down-
ward trend, especially so in relative (to other countries) terms. The source
of this relative decline also seems evident from the data. Although the
public parts of the NSI remain strong, business innovation efforts have
stagnated.

Innovation policy makers are well aware of the problems that face the
Netherlands NSI. But whether they will be able to turn the tide remains
doubtful. Available government budgets for innovation policy are small.
Moreover, as will be argued in the final section of this chapter, some of the
analysis underlying the problem analysis may be challenged by adopting an
explicit systems of innovation (SI) perspective.
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2 MAIN HISTORICAL TRENDS

The Netherlands NSI inherited two important bequests from its pre-
twentieth-century history. These are the broad institutional history of cor-
poratism, and a specialization pattern that is strongly biased in favour of
services and agriculture and the latter’s related industries. In their roots,
both of these factors go back to the hegemony of the Dutch Republic in
the seventeenth century (Schot, 1995; Van Zanden and Van Riel, 2000).

In terms of its industrial structure, the merchant trade-based system of
the seventeenth and eighteenth centuries obviously entailed a strong spe-
cialization in the service industries. But this was not limited to producer ser-
vices, such as banking; it also included a large government sector and a
range of consumer services such as education and domestic servants (Van
Zanden and Van Riel, 2000, p. 78). In addition, the agricultural sector had
traditionally shown high productivity, especially in specialized segments
such as horticulture and dairy cattle.

The success of the merchant trade-based economic system of the
Republic was to a significant extent based on institutional foundations
whereby society was ruled by a large number of ‘organizations’, working in
parallel at all levels of society, and with a great degree of independence.
Examples of these institutions were the federal nature of the Republic, in
which the provinces had a great deal of power through a system of repre-
sentation, and the influence of the polders, which were responsible for water
management. Even the international trading companies that held monop-
olies on trade with a specific part of the world, such as the Verenigde
Oostindische Compagnie, were part of this system. They had significant
powers and held diplomatic relationships with foreign governments, and
were themselves ruled by a complicated system of representation.

Van Zanden and Van Riel (2000) argue that although this institutional
fabric greatly contributed to the economic success of the Republic (for
example, it laid the basis for an efficient capital market), its rigidities were
also ultimately responsible for its demise. Eventually, a period of economic
stagnation set in, and when the Industrial Revolution emerged in the
UK, this turned into an age of industrial retardation (Griffiths, 1979).
Industrialization was slow and late in the Netherlands, and it took until the
1860s before economic growth took off again (Van Zanden and Van Riel,
2000, ch. 8).

The renewed process of economic growth was fed by a specific pattern of
industrialization, which was based on diffusion of technologies developed
abroad (albeit with a specific Dutch style) and a high degree of dependence
on foreign markets (Schot, 1995). The country’s historical involvement in
international trade and specialization towards agriculture became the basis
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of a new system of commercial capitalism, strongly dependent on exports
and companies that operated globally. During this period, ‘innovation-
based entrepreneurship was primarily the same as good business sense’
(ibid., p. 237).

Van Zanden and Van Riel (2000) argue that along with this new age of
economic growth, there emerged a period of neo-corporatism, which cast
its shadow into the twentieth century, when the Netherlands society
became strongly segregated into a number of religious and non-religious
‘pillars’, each with their own societal organizations (see Box 9.1). Although
differences among these pillars tended to be pronounced, in the end there
was always a spirit of coalition forming, and the governance system tended
to be based on compromise and unanimity (the so-called poldermodel;
see Box 9.1).

BOX 9.1 THE NEO-CORPORATIST
POLDERMODEL IN THE NETHERLANDS

The popular term poldermodel is used in the Netherlands to repre-
sent the typical tendency for consensus-seeking decision making
in which all strata of society are represented and consulted. The
term itself refers to the typical landscape of grassland and ditches
that prevails in the artificially made land areas in North and South
Holland (the two western coastal provinces in the Netherlands).
These polder areas are traditionally administered by organizations
in which representation plays an important role, but the term is now
more symbolic than a direct reference to the polders.

In general terms, the poldermodel refers to the tendency in the
Netherlands to seek consensus and compromises, rather than
polarization and polemic debates. At a central government level,
the poldermodel is characterized by harmonic relations between
the ‘social partners’, i.e. employers and trade unions, leading to low
wage growth and a low number of strikes over the last decades.
Government itself is always a coalition government, in which
often more than two parties participate. At lower levels of govern-
ment, the so-called ‘Public Industry Organizations’ (Publieke
Bedrijfsorganisaties) are a typical expression of the poldermodel.
These are organizations in which employers and trade unions
cooperate, and which are responsible for a range of affairs within
a specific sector of the economy. Their activities range from
promotion of product quality and employee education to the exe-
cution of specific pieces of government regulation.
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The poldermodel has its origin in the Dutch Republic in the six-
teenth century (see Section 2), when it also incorporated tolerance
of immigrants as a main ingredient, but it has evolved significantly
since then. In the first half of the twentieth century, society in the
Netherlands became ’pillarized’ into religious and political streams.
In this process, all kinds of organizations affecting daily life (such
as sports associations, radio stations, trade unions, political
parties, etc.) were split into separate organizations for Roman
Catholics, Protestants (of various persuasions), and social demo-
crats. Although it may sound paradoxical, this high degree of com-
partmentalization in fact strengthened the desire for consensus
seeking. After the Second World War, when religion became less
important, the tendency towards ‘pillarization’ became much less
pronounced, although traces of this system remain (e.g. in the
system for public television, and in the two large federations of
trade unions).

In the twenty-first century, the poldermodel came under pres-
sure when criticism of the ‘purple coalition’ (social democrats, left
liberals and right liberals) that had governed the country for most of
the 1990s became ubiquitous. The populist politician Pim Fortuyn
evidently rose to power on a wave of criticism of this government,
as well as anti-immigration sentiments. His assassination, a week
before elections for parliament in 2002, polarized politics even
more. Since then, the term poldermodel has significant negative
connotations among a large part of the population – e.g. a ten-
dency to strike powerless compromises.

The wave of industrialization continued into the twentieth century,
when the Netherlands partially caught up with the early industrializing
nations of Europe. New branches of industrial specialization emerged,
especially in the chemical industry, but the old comparative advantages in
agriculture and its related industries, as well as services, also remained
(Schot and Van Lente, 2003). A particular feature of this long period of
industrialization was the emergence of a limited number of very large cor-
porations, in an economic system that was otherwise dominated by small
and medium-sized companies. Philips Electronics, Royal Shell and AKZO
are examples of this trend. These firms, which were founded relatively early
(late nineteenth and early twentieth century), became, often through a
process of mergers and acquisitions, dominant world players in their
respective markets.
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3 INNOVATION INTENSITY

Since the early 1980s, the propensity to innovate in Dutch manufacturing
has been declining. For services, data only exist since the early 1990s, and
indicate a relatively flat trend.1 These data are displayed in Figure 9.1. For
manufacturing, the observations for product innovations for 1992 seem
rather low, which might be due to some statistical artefact (although the
worldwide recession in this period may also play a role). Disregarding this
year, the overall trend from 1983 onwards is remarkably smooth, and
clearly points to the declining propensity to innovate in manufacturing.
The difference between 1983 and 2000 in the percentage of all firms in
manufacturing that innovate is almost 10 percentage points. Roughly half
of this decline is observed in the last half of the 1990s.

Despite this relative decline, innovation rates are still high in the
Netherlands as compared to other (European) countries in this study. The
percentage of innovators in manufacturing in 2000 is higher than in any
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other country (Denmark is second, with only a minimal difference compared
to the Netherlands). Also, when viewed for specific subsectors, the rates of
innovators in the Netherlands are always high (see Appendix Table A4.4).

Nevertheless, the decline of the propensity to innovate in manufacturing
is indicative of a trend that has worried policy and opinion makers ever since
the mid-1980s. The ‘public feeling’ is that the Netherlands used to be (in the
1960s and 1970s) a country at the frontier of technological development, but
that this position is eroding. Both the perceived competition from abroad
(e.g. ‘Asian tigers’ such as Korea) and domestic factors have played a role in
this debate. Several of these factors (e.g. education, public–private research
and development (R&D) cooperation) will be discussed in Section 4 below.
Another interesting suggestion has been made by Kleinknecht (1998), who
argued that the policy of limited wage growth was responsible for the declin-
ing innovation performance. In his ‘evolutionary’ reasoning, high real-wage
growth puts strong selective pressures on firms, which are then forced to
implement innovations in order to remain competitive. Because wage policy
is considered as one of the main achievements of the neo-corporatist pold-
ermodel of consensus decision making, Kleinknecht’s argument has met
with much disfavour. However, although there is little direct evidence to
support the negative relationship between low wage growth and innovative-
ness, it seems obvious that competitiveness based on low wage growth is
often an aspect of a defensive innovation strategy.

Figure 9.2 documents a broader range of indicators of the propensity to
innovate in four sectors of the Netherlands economy. Clockwise, starting
from the top, these diagrams represent total innovation costs as a propor-
tion of turnover, R&D (internal and outsourced) as a fraction of turnover,2

the share of new (to the firm) products in total turnover, the share of radical
(new-to-the-market) products in turnover, firms with product innovations
(new to the firm) as a proportion of all firms, firms with radical (new-to-
the-market) product innovations as a proportion of all firms, firms with
process innovations as a proportion of all firms and firms with any type of
innovation as a proportion of all firms. The maximum value on the axes
(i.e. one) indicates the maximum value over the four broad sectors.

There is a clear distinction between the two sectors at the top (manufac-
turing and knowledge-intensive business services (KIBS)3) and the two at
the bottom (finance and trade). Manufacturing and KIBS show a ‘com-
plete’ innovation profile, i.e. they rank relatively high on all eight indicators.
Manufacturing has the highest value on process innovators and on the
share of new (to-the-firm) products in turnover. KIBS has the highest value
on all other indicators. This clearly indicates the importance of innovation
in services. In the Netherlands economy, with its strong emphasis on ser-
vices, knowledge-intensive business services are an important sector for
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innovation in all respects. To focus only on manufacturing would leave out
an important part of innovation activities.

The sectors trade and finance show a much more ‘concentrated’ picture.
For example, innovation in finance and trade is an activity that consumes
relatively little costs (as compared to KIBS and manufacturing). In finance,
radical product innovation is completely absent. In trade, process innov-
ation is relatively weak (trade is also the sector in which performance in
the Netherlands is relatively weak as compared to other countries in the
study). In general, scores on all indicators are lower than for KIBS and
manufacturing.

The numbers presented so far hide any effects of the specific nature of the
Netherlands firm size distribution. It was already indicated in Section 2 that
the Netherlands has a rather peculiar firm size distribution. Figure 9.3 breaks
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down the total number of firms in the economy and the total number of
innovating enterprises into broad size classes. Small firms (10–50 employees)
are by far the largest group, but, expectedly, they show the lowest degree of
innovativeness. This is true for most other countries, and small and medium-
sized enterprises (SMEs) in the Netherlands still rank highest in terms of
innovation rates in the sample of countries in the present study. Medium-
sized and large firms are an order of magnitude less frequent, and show
higher propensities to innovate. However, despite their smaller number, large
firms accounted for 76 per cent of total innovation expenditures in the
Netherlands in 2000 (the percentage for small firms is 11). Within the group
of large firms, the role of five large multinational firms stands out. For
example, towards the end of the 1990s, these firms accounted for 45 per cent
of all business R&D in the Netherlands (Tijssen et al., 2000).

Table 9.1 gives more details with regard to the sectoral concentration of
innovation in the Netherlands. Besides the traditional ‘high-tech’ sectors
(e.g. pharmaceuticals, computer services), one also finds a number of typical
strongholds of the Netherlands economy, especially in services (e.g. finance)
and manufacturing (food products). Together, these sectors account for
three-quarters of total business innovation expenditures in the Netherlands.

Finally, with regard to non-technological innovation, the Netherlands
data for 2000 show that change in the strategic goals of the enterprise is the
most dominant form of this. In all four main sectors documented above
(manufacturing, KIBS, finance and trade), this is the most frequently
observed form of non-technological innovation. When we break down
manufacturing into 13 sub-branches, this form of non-technological

The Netherlands 327

Table 9.1 Top ten of sectors with highest total innovation expenditures,
2000

Sector Innovation expenditures, 2000 (€ million)

1. Electrical machinery 1968
2. Finance 1254
3. Transport & communication 615
4. Machinery 608
5. Pharmaceuticals 571
6. Mining 529
7. Food products 458
8. Wholesale trade 408
9. Basic chemicals 394

10. Computer services 370

Source: Statistics Netherlands (2002).



innovation ranks highest eight times (organizational change follows, with
three occurrences). It might, however, be the case that this is a specific
feature of the economic recession that had already set in in 2000, forcing
firms to redefine their strategic goals.

4 ACTIVITIES THAT INFLUENCE INNOVATION

4.1 Knowledge Inputs to Innovation

4.1.1 R&D activities
R&D intensity (defined as R&D as a fraction of GDP) has been remark-
ably constant at an approximate 2 per cent over the last three decades, as
shown in Figure 9.4. Firms account for slightly more than half of total
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R&D over this entire period. Of the other half, higher education accounts
for the largest part, just leading over the government sector (the latter
includes private non-profit organizations).

In a world where many countries have increased their R&D spending,
the 30-year flat trend in the Netherlands has led to a relative decline in the
country’s R&D score relative to the rest of the world. Whereas the
Netherlands ranked among the most R&D-intensive countries in the world
in the 1960s and 1970s, it has fallen back to the EU average in the 1990s.
In terms of the countries in this study, the Netherlands R&D intensity
only ranks higher than that of Ireland (at 1.2 per cent). Tijssen et al. (2003)
argue that especially the slow growth of business R&D is responsible for
this fallback.

As mentioned above, business R&D activities in the Netherlands are
dominated by a few large multinational companies. As a result, globaliza-
tion is an important force determining the pattern of R&D spending. Ever
since the 1980s, worries have been expressed about the possibility that firms
may locate their R&D abroad. In particular, Asia (and recently, more
specifically, China) has been mentioned as a region to which firms might
like to move their R&D. Philips Electronics, which is the largest R&D
spender in the Netherlands system, currently spends 35 per cent of its
total R&D in the Netherlands.4 In the first half of the 1990s, this was still
45 per cent.5 More evidence on the globalization of R&D will be provided
in Section 6 below.

Higher education R&D in the Netherlands, despite budget cuts in higher
education that have been going on ever since the 1980s, has been roughly
constant as a share of GDP since the 1970s.6 The Netherlands has three
technical universities (in Delft, Eindhoven and Twente), one agricultural
university (in Wageningen), and nine general universities. Besides R&D in
universities, a small amount of R&D takes place in institutes for higher
vocational training. The university funding system is largely based on
‘general university funds’, which are distributed on the basis of the number
of students (graduate and undergraduate) and characteristics of the field
of study (e.g. whether high investments in equipment are necessary). In
2000, these funds were responsible for paying 52 per cent of all university
researchers. Contract research was responsible for 27 per cent of university
researchers.7

The remaining part of higher education R&D, 21 per cent, is financed by
the research councils, of which the Netherlands Organization for Scientific
Research (NWO in the Dutch abbreviation) is the most influential one.
Recent developments in science policy attribute more influence to the
research councils, due to an attempt by policy makers to gain more
influence over the direction of university research. Whereas the spending of
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general university funds is at the discretion of the universities themselves,
research council funds can be focused on specific fields of science. Thus
funds are being shifted from general university funds, as well as from con-
tract research paid by the government, to the research councils.

University research in the Netherlands traditionally stands at a high-
quality level. Tijssen et al. (2003) show that, in a group of 30 countries, the
Netherlands is the country with the third-highest citation impact in the
period 1998–2001 (the first and second were the USA and Switzerland,
respectively). Similar conclusions are reached by the European Commission
(2003) and Wang et al. (2003). But Tijssen et al. (2003) also show that the
growth of publications by university researchers is relatively slow as com-
pared to other countries, and stresses that the high citation impact is largely
based on research undertaken several years before the measurement period
1998–2001; hence the potential impact of recent budget cuts is not yet
visible.

Regarding the specialization pattern of science in the Netherlands, the
exact conclusions depend both on the set of reference countries, and on the
breakdown into disciplines. Thus, for example, the conclusions reached in
Wang et al. (2003) and the European Commission (2003) differ. However,
both studies seem to agree that the medical sciences, environmental sci-
ences, astronomy and physics are strongholds of the Netherlands science
system. The two recent Nobel prizes awarded to scientists from the
Netherlands (‘t Hooft in physics and Crutzen in chemistry, the latter related
to environmental issues) seem to confirm this, although both Nobel laure-
ates have been working abroad for large parts of their careers. Interestingly,
Wang et al. (2003) and the European Commission (2003) reach opposite
conclusions on the engineering sciences. Wang et al. (2003), who use the
countries in this study as a reference point, and hence include Asian coun-
tries but exclude large EU countries, conclude that the Netherlands is
underspecialized in engineering, while the European Commission (2003)
concludes the opposite in a comparison with EU member states.

Finally, R&D in the government sector has been a traditional stronghold
of the Netherlands R&D system. Traditionally, this institutional sector has
undertaken applied research, and hence acted as an intermediate between
the more fundamentally oriented research in the university system and
business R&D. In this sector, which in the statistical definition used above
also includes a minor share of private non-profit institutions, the
Netherlands Organization for Applied Scientific Research (TNO in the
Dutch abbreviation) is the largest player. Besides TNO, one also finds a
number of specialized institutes, dealing, for example, with water-related
civil engineering, energy and aerospace. TNO is a collection of institutes
and technology-oriented companies and in some respects resembles the
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German Fraunhofer Institutes. TNO is concentrated around the city of
Apeldoorn in the east of the country, but also has locations at the technical
universities and Delft.

TNO was traditionally funded almost completely by the Netherlands
government, which provided both general funds aimed at keeping up the
knowledge infrastructure of TNO, and specifically targeted funds aimed at
fields that were considered to be of special interest. Since the 1980s, a trend
has been set in which TNO has been forced to be more dependent on gen-
erating income from the market. In 2003, two-thirds of its €553 million
turnover was generated from market sources.8

4.1.2 Competence building
The Netherlands system of education includes three levels of vocational
training (not including universities), and, within the secondary educational
level, three levels of preparatory education. The structure of the system has
been stable for the last decades, with the exceptions of some changes in the
university system and major changes in the lowest levels of vocational
training and preparatory education. The latter refers to a recent merger of
these two types of education, although separate tracks remain within the
unified level. Formally, the lowest vocational training is now no longer con-
sidered as an end level, but in practice it often remains so.

Budget cuts have been common in the Netherlands educational system
for decades, and this has led to problems in many schools with regard to
housing, educational materials and the attractiveness of teaching as a job
(low salaries). As a result of these budget cuts, the Netherlands now ranks
about half a percentage point below the average of countries reported in
the OECD publication Education at a Glance (2003) with regard to spend-
ing on primary and secondary education as a percentage of GDP, and
about average with regard to spending in tertiary education as a percentage
of GDP.

One of the worries about the Netherlands educational system is that it
produces too few graduates in the technical sciences, and therefore does not
provide enough relevant input into the science and technology system
(Ministry of Economic Affairs, 2003). Figure 9.5 provides some data on
this phenomenon. The indicator of revealed comparative advantage in the
figures is calculated on the number of graduates in tertiary education
broken down by field of study. A negative (positive) value points to a rela-
tively low (high) number of graduates in the Netherlands relative to the
OECD average. The top panel shows that in the university part of higher
education, the Netherlands is specialized in health and welfare. On the
negative specialization side, one finds a larger range of fields, including,
indeed, all the technical and ‘hard science’ fields. Especially computing, life
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sciences, and mathematics and statistics score rather negatively in the uni-
versity system. Concentrating on the higher vocational part of higher edu-
cation, the shortfall in terms of the engineering sciences becomes even more
obvious: this category is the overall strongest negative specialization of the
Netherlands system.9

4.2 Demand-side Factors

Schot (1995) describes how during the post-Second World War rise of the
‘consumption society’, consumer associations played a large role in the for-
mation of new markets. As a prime example, he mentions the automobile
association ANWB, which provided an exemplary pattern of automobile
use for its members. The role of these organizations is totally in line with
the neo-corporatist nature of the Netherlands society. Examples of these
types of organizations can still be found. The Hobby Computer Club is an
organization that attracted a large membership during the 1980s, and,
through its yearly budget market, computer magazine with product
reviews, and sub-associations aimed at specific computer brands or interest
groups (such as genealogy or model trains), had a large influence on early
adopters of information and communication technologies (ICT) equip-
ment. However, no contemporary research on these associations has been
undertaken, and therefore little can be said about the specific influence of
these organizations in the current Netherlands NSI.

Innovation policy in the Netherlands has charted a careful course away
from anything that could be interpreted as industrial policy, at least nom-
inally. The origin of this tendency lies in the 1970s, when government
showed strong commitment to a number of specific sectors, such as ship-
building. The support given to these sectors turned out to be a big failure,
because, despite the large amount of money invested by the government,
firms kept on going bankrupt, not being able to keep up with the (Asian)
competition. The ensuing ‘RSV debacle’ caused politicians to avoid any
type of industrial policy until the present day.10

Nevertheless, the innovation policy efforts of the Ministry of Economic
Affairs have usually included a range of policy instruments aimed at two
specific new markets: ICT and biotechnology (life sciences). Both were tar-
geted as important key technologies for the future, and a purely market-
based development was considered to be inadequate.

In biotechnology, the policy initiatives have mainly taken a supply-side-
oriented perspective (Ministry of Economic Affairs, 2004), but in ICT, pol-
icies have taken a broader approach, also involving users. One of the main
efforts in this area was the action plan for Electronic Highways undertaken
by the Ministry of Economic Affairs in the 1990s (see also the follow-up
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note in Ministry of Economic Affairs, 1999). The main aim was to increase
the use of ICT, and especially electronic communication and the Internet
by small and medium-sized firms. Demonstration projects, subsidies and
specific technological development were all part of the action plan. More
recently, broadband communication has been the target of the new policy
initiative Kenniswijk (‘Urban Knowledge Area’). This project awarded
funds (on a competitive basis) to two cities (Amsterdam and Eindhoven)
for developing broadband services to the home. Project proposals had to
involve a range of parties, including users, suppliers, local governments,
social welfare organizations, educational institutes, etc. The two chosen
projects were started with high expectations, but the burst of the dot-com
bubble has significantly affected the willingness of private parties (firms) to
contribute.

Control of regulations with regard to quality and safety in crucial sectors
such as food and health is carried out in the Netherlands by the relevant min-
istries, which have special departments that operate somewhat independently
of other parts of government. For example, in the field of food safety, the
Food and Consumer Product Safety Authority takes care of control and
implementation of regulations. This institute also has a department dealing
with animal diseases. The Ministry of Health similarly has a number of insti-
tutes that deal with various aspects of regulation and quality control in
healthcare (e.g. medical inspection, registration of medicines, etc.).11

An interesting case where regulation, quality control and R&D are com-
bined in one institute is the RIVM (National Institute for Health and the
Environment). In this institution, R&D is combined with the development
of methodologies and models used for regulatory policy (e.g. environmen-
tal norms with regard to the emission of certain substances). RIVM is for-
mally a part of the Ministry of Health, but operates independently.12

International standards and norms (such as the ISO norm and the
European EN45000 series of norms) are the basis for standardization and
quality control in the Netherlands system of production. Specific national
norms are almost extinct now. Implementation of these norms and accred-
itation of organizations that want to subscribe to the norms is in the hands
of a private foundation (Raad voor Accreditatie). In line with the corpor-
atist structure of the Netherlands system, the government supports this
‘private initiative to support public interests’ (Tweede Kamer, 2003).

In the field of electrical norms and standards, KEMA is a private organ-
ization that takes care of the implementation of norms and standards.
This company was started in 1927 as the test-house of the national electri-
cal company, and was for a long time part of the public utilities sector.
Now it has been privatized and is also active in the field of (international)
consulting.13
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4.3 Provision of Constituents

4.3.1 Provision of organizations
The Netherlands NSI is relatively densely populated with actors of various
types. The neo-corporatist nature of society reveals itself in the vague
boundaries between publicly and privately provided organizations dealing
with innovation. A prime example is the agriculture and related industries
sector. Research in this sector is concentrated in a complex set of interact-
ing institutes, for which the newly established Wageningen University and
Research (WUR) Institute is a centre of gravity. This institute includes both
the research part of Wageningen University and a number of other
research institutes in the agro-field that were previously working under the
heading of a sub-department of the Ministry of Agriculture. WUR now
encompasses a network of specialized institutes, dealing with specific
aspects of the industry. In terms of the number of employees, WUR is
larger than any other university in the Netherlands.14

Not only pure research, but also quality control and veterinary aspects are
addressed by WUR. Often, the institutes work in close cooperation with
farmers’ associations, both at a practical level (e.g. demonstration projects
and new product development) and at the level of strategic planning (e.g. pro-
grammes aimed at developing new specializations for a region). Semi-public
organizations such as the ‘sector council’ National Council for Agricultural
Research (Nationale Raad voor het Landbouwkundig Onderzoek), which is
financed by the Ministry of Agriculture, but acts independently, also play a
role in setting out the strategic directions of innovation.

In this sector, one also finds private organizations that are essentially
legitimized as collective organizations. The Aalsmeer flower auction, as
well as other agricultural auctions, provide examples. One of the largest
banks in the country, the Rabobank, also had its origins in this type of
organization. The flower auction is quite active in terms of using ICT
equipment to help its primary function, i.e. auctioning flowers. One of its
primary innovative efforts has been aimed at allowing sellers and buyers to
participate in the auctions at a distance, i.e. over an electronic connection.
Since reaction speed is crucial in the auctions, the speed of electronic con-
nections is of the utmost importance in such a project. But the auction’s
innovative activities have also been aimed more broadly at the agro-logistic
chain.

In the field of public research organizations, recent government policy
has been aimed at increasing the interaction between public and private
parties. Section 4.1 has already described how this led to an increasing pro-
protion of market funding for TNO and other public research organiza-
tions. A new initiative that came out of this policy orientation was the
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establishment of so-called Technology Top Institutes (TTIs). These are
newly founded institutes that perform research aimed at specific fields of
interest to firms, and in which firms and public research organizations
cooperate. Proposals for these TTIs were submitted by universities in
cooperation with firms. A competitive process awarded funds to the
most promising of these proposals. Currently, four TTIs exist, in polymer
science (connected to Eindhoven University), food science (connected to
Wageningen University), ‘telematics’ (connected to Twente University) and
metallurgy (connected to Delft University).

4.3.2 Networking, interactive learning and knowledge integration
According to the 1998–2000 Community Innovation Survey (CIS3),
24 per cent of all innovating firms in the Netherlands innovated in part-
nership. This percentage is nearly equal between manufacturing and ser-
vices. Individual sectors with particularly high rates of innovation
partnerships were oil refining and the chemical industry, basic metals (in
manufacturing), architects and engineering consultants and environmental
services (in services). Firms within the same group, clients or suppliers, and
competitors are the most important partners of those firms that innovate
in partnership. Large innovating firms have a much higher propensity to
cooperate (46 per cent) than small firms (21 per cent) or medium-sized
firms (27 per cent).

The Ministry of Economic Affairs (2003) considers the low rate of
cooperation between the private sector and the public sector as one of the
weak points of the Netherlands system. This view is primarily based on an
EU comparison of the percentage of higher education R&D financed by
business enterprise sources. The European Commission (2003, Table 2.4.9)
shows that this percentage is 5.1 in the Netherlands versus 6.9 in the
European Union. But Tijssen et al. (2003, Fig. 2.16) show that this might
be the result of the strong attractiveness for firms of the public research
organizations in the Netherlands. The share of business financing in total
R&D in the government and university sector stands at 10 per cent in the
period 1995–2000, which is second in the EU only to Belgium (11 per cent).
Tijssen et al. (2003, Fig. 4.3) also show that the share of co-publications
between privately and publicly employed authors in total publications in
the Netherlands is second highest in the EU (Belgium is again first).

Despite this mixed evidence, the Ministry of Economic Affairs has made
public–private interaction for innovation one of its focal points for policy.
The TTIs, where public and private parties perform joint research, have
already been mentioned. An older form of public–private interaction is
the so-called Innovation Research Programmes, which are research pro-
grammes aimed at a specific technology field (such as genomics or precision
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engineering). Broad outlines of these programmes are selected for funding,
after which specific projects involving cooperation between private and
public parties are awarded funds. In its most recent innovation policy docu-
ment, the Ministry of Economic Affairs (2003) also announced several new
measures aimed at increasing the level of public–private interaction,
including a new policy instrument for fostering cooperation.

4.3.3 Provision of institutions
The institutional context of the Netherlands NSI is to an important extent
determined by the policy environment created by the Ministry of Economic
Affairs, as well as, to a lesser extent, the Ministry of Education, Science
and Culture, the Ministry of Health and the Ministry of Agriculture.
Innovation policy in the Netherlands has a relatively rich and long trad-
ition, and the set of policy instruments is varied and wide.

For the last decade (broadly), the policy of the Ministry of Economic
Affairs has embraced the idea of SI, and tried to develop specific policies
consistent with this theoretical notion (e.g. Ministry of Economic Affairs,
2003). Nevertheless, traditional economic theory also still has an influence
on policy thinking in this field. The debate where this tension is perhaps
most obvious is the one on the generic versus specific nature of innovation
policy. Argued from a traditional economics point of view, the idea of a
(sector) specific policy is often connected to the practice of ‘picking
winners’, and this is considered to be a bad idea (because of a lack of infor-
mation on the side of policy makers) (see AWT, 2003). Using the point of
view of SI, policy makers argue that policies need to be addressed to specific
forms of systemic failures in specific parts of the system, and this often
requires instruments aimed at only a small part of economic activity.

In practice, elements of both views have been incorporated in the policy
programme. The most important generic policy instrument is the R&D tax
credit measure, which is aimed mostly at small firms. Sectorally specific
policies (subsidy schemes) exist in various fields, such as biotech and ICT
(see also Section 4.3). Arrangements for subsidies and tax credits in the field
of innovation are carried out by SenterNovem, an agency working under
the Ministry of Economic Affairs. Cooperation and interaction are also an
important element of policies inspired by the system view on innovation.
Finally, also inspired by the systems idea, the Innovation Centres, recently
renamed Synthens, play a role in diffusing technical and related knowledge
to firms, especially small and medium-sized ones.

The involvement of a large range of public and private institutions in
innovation policy sometimes raises problems of coordination. The biotech-
nology sector exemplifies this trend. A range of subsidy programmes has
been, and still is, available for firms in this sector (Ministry of Economic
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Affairs, 2004). But at the same time, in view of public opinion that many
innovations in biotechnology (such as genetic modification) are dangerous
for the environment, government has kept a relatively tight legal framework
for experimentation in this sector. This has led to tension between far-
reaching ambitions and the firms that may realize them, and the space that
the Netherlands society (including non-governmental organizations such
as Greenpeace as well as political parties) is willing to provide. For example,
one of the first genetically modified mammals, the bull Herman, was bred
in 1991 by the Pharming company (a Leiden University spin-off) with the
aim of producing lactoferrine in cow milk. But this company later moved
its activities in this field to Belgium, allegedly because of an excessively
strict legal environment and negative public opinion in the Netherlands.
Another example is the activities of the AVEBE company, which is a world
leader in agricultural seeds, but which has problems getting permission for
field experiments using genetically modified seeds.

The most important new element in the institutional set-up of the
Netherlands NSI is the introduction of the so-called Innovation Platform
in 2003. The Innovation Platform is modelled after the Finnish example
(see Chapter 10, this volume), and is chaired by the Prime Minister. Its goal
is to ‘troubleshoot’ the Netherlands NSI, and to provide indications of
potential solutions. The platform meets several times per year, and has a
bureau attached to it that organizes sub-committees involving people who
are not actually members of the platform. Members of the platform are the
relevant ministers, captains of industry, scientists and labour union repre-
sentatives. So far, the actions of the platform have not been very visible, but
among the topics that it has addressed have been issues of generic versus
specific policy, and the importance of making it easier for foreign knowl-
edge workers to enter the Netherlands (in response to the perceived labour
shortages that were discussed in Section 4.1.2 above).

Another important discussion on institutions regards the role of intel-
lectual property rights, especially in the public sector. Following the dis-
cussion on the Bayh–Dole Act in the USA, it has been suggested that
university patenting is important for public–private knowledge transfer.
Although theory in this field is far from clear in prescribing stronger uni-
versity patenting as a remedy for a lack of interaction between universities
and firms (e.g. Verspagen, 2004), the Ministry of Economic Affairs
(Buijink, 2004) seems to be convinced that stronger patenting by univer-
sities in the Netherlands is necessary. The research council STW (formally
part of NWO), which is responsible for the engineering sciences, already
has an active policy of claiming property rights (patents) on all research
undertaken using its funds, but such a policy does not seem to be in place
yet for the broader activities of NWO (the general research council).
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4.4 Support Services for Innovating Firms

4.4.1 Incubating activities
Although policies aimed at incubation activities have traditionally been
part of the activities of universities and the government, the number of
technology-based start-up companies is considered too low by the Ministry
of Economic Affairs (2003). GEM (2003) indeed positions the Netherlands
as a country with a low entrepreneurial nature. Both total entrepreneurial
activity (or the number of new businesses per 100 adult population) and firm
entrepreneurial activity (a composite index measuring entrepreneurship in
existing firms) rank the Netherlands in the lowest group. Reliable and com-
parable data on specific technology-based entrepreneurship are not available.

The Ministry of Economic Affairs has launched a new programme called
TechnoPartner to stimulate technology-based start-ups. According to
Buijink (2004), an important reason for the low rate of technology-based
start-ups lies with the public knowledge organizations in the Netherlands,
which do not receive enough incentives to generate spin-offs, and do not
have the necessary know-how and procedures installed. But little or no
research exists to substantiate these claims, and the role of institutions like
TNO, from which a large number of technology-based ventures originate,
are ignored in this discussion. The TechnoPartner programme intends to
provide seed capital (in the form of loans), subsidies for exploitation
of public knowledge, and a platform for exchanging information about
technology-based entrepreneurship.

Under the influence of this policy attention to technology-based start-
ups, several universities have already initiated programmes to stimulate
entrepreneurship. The three universities of technology are in the process of
coordinating their activities with each other.15 An important element of the
so-called 3TU agreement is to give more attention to entrepreneurship in
the course programmes for engineers and to start an institution called
3TULab exclusively aimed at screening for, generating and supporting
technology-based start-ups. These activities are part of a larger range of
activities on the boundaries of public and private initiatives, such as the
Biopartner network (aimed at providing support to starting companies in
the biotech field), and the LiveWire initiative by Synthens (the association
of Innovation Centres in the Netherlands), etc.

An interesting element of the Netherlands system that remains largely
unexplored until today is the notion of ‘extrapreneurship’ (Hulsink, 2003),
i.e. the spin-off of new companies from existing ones. A prime example of
this process is the highly successful firm ASML, which produces equipment
for manufacturing electronic chips. This firm emerged as a spin-off from
Philips Electronics in a rather problematic process involving conflicts
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between the ASML extrapreneurs and Philips management. Whether there
is any unexploited potential for more of these corporate spin-offs remains
an unexplored question. It is interesting in this respect that Philips
Electronics is now implementing an active policy of ‘open innovation’ in its
Eindhoven lab. This entails an open policy of on-campus cooperation with
other firms, and stimulating entrepreneurship by its own employees.

4.4.2 Financing
In the CIS3 survey, referring to the period 1998–2000, 26 per cent of all
innovating firms in the Netherlands system reported that a lack of finance
for innovative projects had a weak negative influence on their innovative
performance, 20 per cent reported that it contributed negatively, and 8 per
cent reported that it was a strong negative factor. As compared to other
possible innovation problems, this is a relatively low score (for example,
inflexible organizational structures and a lack of qualified personnel score
higher). This suggests that a lack of finance for innovative projects is not a
large problem in the Netherlands system, at least not for established firms
(as opposed to start-ups).

However, the problem of lack of finance for innovation is unequally dis-
tributed over sectors. In manufacturing, pharmaceuticals and basic metals
a relatively high percentage of innovators report that a lack of finance is a
problem that has a strong negative effect on innovative performance.
Services, legal and economic consultancies, and architects and engineering
services are sectors where finance is a considered to be a large problem.

An important element of the financial system geared to innovative activ-
ity is the provision of venture capital funds. As compared to the (European)
countries in this study, the availability of venture capital in the Netherlands
seems to be higher than in most other countries (except Sweden). The
European Commission (2003, Table 3.5.2) presents quantitative data on
venture capital investment as a percentage of GDP in 2001. The Netherlands
value is 0.43 per cent, which is right on the EU average. Venture capital
amounts to 49.2 per cent of total invested equity capital in the Netherlands,
which is again right on the European average. Where the Netherlands is
below the European average is on the growth rate of venture capital over the
period 1995–2001 (15 per cent on an annual basis in the Netherlands versus
25 per cent on the European average). Also, venture capital in the
Netherlands is aimed more at the expansion phase (as opposed to the seed
and start-up phases). In summary, this suggests a relatively conservative atti-
tude of venture capitalists in the Netherlands. The Ministry of Economic
Affairs (2003) indeed considers this one of the weak points of the
Netherlands NSI (especially the lack of venture capital available for the early
stages of innovation).
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4.4.3 Provision of consultancy services
The importance of consultancy services as a source of knowledge used in
innovation can again be assessed using the CIS3 data. In the Netherlands
survey, firms were asked to rate 14 different sources of knowledge used in
the innovation process on a three-point scale (somewhat important –
important – very important). Five of the 14 listed sources refer to organ-
izations outside the firm’s own direct environment. One of these five
sources refers to ‘private research bureaux’, which is the closest to consul-
tancies. The other four sources are public research institutes, universities,
innovation centres and industrial organizations.

The outcome of the survey is that, overall, the importance of these five
types of organizations as sources of knowledge is much greater than that
of sources from within the firm itself or the direct environment of the firm
(competitors, clients, suppliers or firms in the same corporate group).
However, within the group of five, private research organizations are a rela-
tively important source of knowledge. The most important sources of
knowledge are industrial organizations (22 per cent of all innovating
firms list this as an important or very important source) and private con-
sultants (18 per cent). Public research organizations (11 per cent), univer-
sities (6 per cent) and innovation centres (6 per cent) rank well behind these
two sources.

There is, however, a difference between manufacturing and services in
this respect. Public research institutes are rated as somewhat more import-
ant (12 per cent) than private consultants (11 per cent) in manufacturing,
Individual sectors for which private research consultants were relatively
important are pharmaceuticals, finance, legal and economic consultants,
and environmental services. It is likely that the importance of various
(external) sources of knowledge differs between size classes, but, unfortun-
ately, no information about this aspect has been made public by Statistics
Netherlands.

4.5 Summary of the Main Activities Influencing Innovation

Concluding, one may say that the Netherlands NSI is relatively well devel-
oped. Although the Netherlands is a small country, the diversity and insti-
tutional range of its NSI compares well with that of larger countries, such
as Germany or France. This is related to the historical phenomenon of the
Netherlands being a relatively advanced country from the technology point
of view.

Among the specific assets of the Netherlands system is first of all its
relatively rich public (and semi-public) sector related to innovation.
University research in the Netherlands is of high quality (as indicated by
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citation counts), although budget cuts have negatively influenced this part
of the system. Public research organizations span a wide range of research
topics in the Netherlands, and are responsible for a significant part of R&D
expenditures. Increasing interaction with private firms (in terms of getting
funds from the market) has been an important policy-initiated trend in this
sector over the past decades.

Still, one gets the impression that the role of innovation and R&D in
firms has been declining over the last 30 years, although perhaps only at a
relative rate (i.e. compared to other countries). The stagnation of R&D
intensity in the Netherlands system is to an important extent related to the
(lack of) activities of firms in this respect, and the propensity to innovate in
firms seems to be on a downward trend.

In summary, this appears to be a system that is relatively advanced from
a structural point of view, but which is losing momentum in terms of per-
formance. The Netherlands system is also one in which the specific pattern
of specialization (in services, agro-food and selected manufacturing
sectors) plays an important role, and in which, thus, a standard prescrip-
tion of increasing R&D inputs would not necessarily be the best option.
Because of the open nature of the economy, the role of globalization is also
likely to play a large role (see Section 6 below).

5 CONSEQUENCES OF INNOVATION

Unemployment has traditionally been the economic issue on which gov-
ernments in the Netherlands are evaluated, and wage politics has been the
main policy instrument in this field. While this seemed to be a successful
policy during the late 1990s, when unemployment was at a record low, the
worldwide recession since 2001 has hit the Netherlands economy particu-
larly hard. In the debate following this crisis, the link between productivity
and innovation has become the central issue.

Productivity in the Netherlands is high. Among the countries in this
study, output per hour worked is higher only in Norway and Ireland. In
terms of GDP per capita, the Netherlands ranks lower only than Norway,
Ireland and Denmark (see especially Table A2.2 in the Appendix). Overall,
the country occupies rank 5 on the Human Development Index of the
World Bank in 2002. Obviously, from a global perspective, this is rather
high, but in the sample of countries in this study, two countries rank even
higher (Norway and Sweden).

Figure 9.6 displays the productivity trends in the Netherlands economy
over the period 1950–2001. Three different indicators have been used: GDP
per capita (i.e. production divided by total population, as a crude indicator
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of economic wealth), GDP per worker (a rough measure of labour pro-
ductivity) and GDP per worked hour (a more precise indicator of labour
productivity). In each of the three cases, GDP has been measured in 1990
US$ in Gheary–Kamis purchasing power parities (a procedure aimed at
making the numbers comparable between countries). The dots in the figure
indicate actual observations. The lines indicate regression trend lines, based
on a quadratic trend (various other functional forms for the trend lines were
tested, but a quadratic trend yields the highest R2 in all cases).16

The most obvious feature of the graph is the fact that productivity (in all
three definitions) is slowing down over the 50-year period (the quadratic
trend lines only fit the upward-sloping part of the hill-shaped parabola).
This is consistent with the general pattern of a productivity slowdown in
the OECD (developed economies) over this period. There are differences,
however, in the extent of this slowdown among the three indicators. The
indicator that shows least slowdown (i.e. flattest curvature) is GDP per
capita. GDP per hour worked shows the strongest slowdown. Towards the
end of the period (2001), this indicator approaches the maximum of the
quadratic trend – i.e. a zero growth rate of GDP per hour worked has been
approached.
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Indeed, in the group of 25 (advanced) countries of the GGDC
(Groningen Growth & Development Centre) database, the Netherlands
shows a relatively low growth rate of GDP per hour worked. Over the
period 1995–2001, only four of the 25 countries show slower growth,17 and
over the period 1990–2001 only a single country.18 The situation is much
the same when GDP per worker is considered, but totally different when
looked at in terms of GDP per capita. In the latter case, the Netherlands
occupies rank nine (1990–2001) or eight (1995–2001) in the growth rating
of the 25 countries. The explanation for this paradoxical result is that
employment in the Netherlands grew rapidly over the 1990s. Indeed, unem-
ployment was the most central economic problem in the 1980s, as in many
of the other EU countries. Over the 1990s, however, employment growth
took off rapidly, including a much larger participation of women and part-
timers in the labour market. Thus the relatively rapid growth of GDP per
capita was achieved by working more and harder, rather than by produc-
tivity growth.

With the data available here, a more elaborate analysis addressing the
relationship between innovation and economic performance is only pos-
sible at a broad cross-sectional level of 20 observations. For these sectors,
we can calculate a number of CIS3 innovation indicators (share of innova-
tors in a sector, share of product innovators, share of process innovators,
share of radical product innovators, share of new products in turnover,
share of products new to the market in turnover), as well as indicators of
productivity growth (growth of value-added per hour worked) and struc-
tural change (change in share in total value-added, and share in total hours
worked).19

Structural change in the Netherlands economy over the period
1990–2001 is rather low. Over this period, only five of the 20 sectors saw a
change of their share in total value-added of one percentage point or more.
These sectors were chemicals (�1 percentage point), electrical machinery
(�1 percentage point), finance (�2 percentage points), computer services
(�1 percentage point) and other services (including business services, �4
percentage points).

A simple correlation analysis of the available variables reveals no
significant correlations at all between the innovation variables on the one
hand, and the economic performance variables on the other hand. The pro-
ductivity variables never generate any significant correlations, while some
of the structural change variables correlate negatively with innovation
(higher innovation goes hand in hand with shrinking shares of the sector
in the total economy).

The absence of correlation between innovation and performance
does not necessarily mean that innovation does not increase economic
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performance. The causal relation between innovation and the economy
may simply be too complex, and too much interwoven with the general
business cycles that greatly influenced economic developments in the 1990s,
for our simple analysis to capture the essentials. At the firm level, Statistics
Netherlands (2003) did observe differences between firms with and without
innovations. Firms with innovations showed 2 percentage points higher
turnover growth than firms without innovations, and 3 percentage points
higher employment growth.

At the micro-level, the CIS3 shows that the most important goals for
firms in their innovation processes were related to demand factors. For the
total economy, 47 per cent of innovating firms claimed that innovation had
strongly contributed to product quality; 39 per cent said that enlarging the
product range had been a strong pay-off of innovation. Innovation goals
related to processes (e.g. increasing production flexibility or lowering costs)
scored much lower as important outcomes of the innovation process. In
manufacturing, demand factors tend to be even more important than in the
total economy.

6 GLOBALIZATION

The Netherlands is a small open economy that has participated from the
beginning in the process of European unification. It is therefore likely to be
strongly affected by globalization. One of the traditional debates to which
this process has led is the extent of relocation of firms’ activities to foreign
countries, both in terms of production (with a direct impact on employ-
ment), and with regard to R&D. The latter has a more direct impact on the
NSI, and has led to worries about a loss of competitiveness in the knowl-
edge field, with indirect effects in terms of a loss of knowledge externalities
and high-quality employment.

The impact of globalization on the general Netherlands economy is well
illustrated using a range of indicators. According to data in Dunn &
Bradstreet’s Linkages database for 1998, the Netherlands attracts foreign
multinational firms from a wide range of countries, and also sees its own
firms active in foreign countries. An entropy index for the internationaliza-
tion of large companies in Denmark, Finland, Hong Kong, Ireland, Korea,
the Netherlands, Norway, Singapore, Sweden and Taiwan ranks the
Netherlands on top of the list of internationalization, both inward (i.e.
‘receiving’ companies from the other countries), and outward (‘sending’
companies abroad).20

Knell (2003), on the basis of the OECD Activities of Foreign Affiliates
database, calculates several more indicators of (inward) internationalization.
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These show that in 1999, 28 per cent of manufacturing value-added is pro-
duced by foreign affiliates in the Netherlands. The top sectors in this respect
are coke and petroleum products (52 per cent) and chemicals (49 per cent).
One-third of manufacturing business R&D in 1999 was performed by
foreign affiliates in the Netherlands. This share is significantly higher in
selected industries, such as chemicals (61 per cent), pharmaceuticals (65 per
cent) and instruments (70 per cent).

Evidence on the impact of globalization on business R&D for a
sample of multinational enterprises (MNEs) that covers a significant part
of total business R&D in the Netherlands is available in Goedegebuure
(2003). Here, a sample of 35 firms is considered for 1996–99 and a
sample of 15 firms for the longer period 1990–2001. The sample of 35 firms
can be divided into four sub-groups of varying degrees of international-
ization of R&D. Although no information on the identity of firms in
the sample is provided, it is evident that Philips Electronics is not part of
the sample (its R&D expenditures are too large compared to the total for
sub-groups in the sample). Data on the four sub-groups are presented in
Table 9.2.

The table shows that different patterns in the globalization of R&D exist:
we find a range of strategies, from keeping R&D totally concentrated in the
Netherlands, to relocating R&D abroad, to foreign MNEs who locate part
of their R&D in the Netherlands. The group of companies that is mostly
responsible for the public concern on relocating R&D is the third group.
Over the period 1996–99, this group was responsible for a quarter of total
Netherlands business R&D expenditures, but this excludes Philips, a
company that shows the same behaviour. Over the 1990s, the share of R&D
done abroad in this group of companies increased rapidly from 10 per cent
to up to 44 per cent in the early twenty-first century.

Obviously, however, the impact of globalization on the NSI is much
broader than just R&D. At the basis of the system lies the impact of glob-
alization on human resources. Historically, the Netherlands has relied
greatly on inward migration of skilled labour, for example during the
period of the Reformation, when many Huguenots moved from France to
the Netherlands. During the liberation war with Spain (sixteenth century),
many fled from the economically leading southern part of the Netherlands,
which remained under Spanish, and hence, Catholic rule, to the North,
where the Spanish king had lost influence and the Reformists were ruling.
On this basis, the Dutch Republic built its hegemony of the seas and world
economy. It is only recently that the Netherlands attitude towards inward
migration has become much more conservative.

Specifically with regard to highly skilled (knowledge) workers, the
European Commission (2003, Table 4.4.5) concludes that the share of
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non-natives in the total working population, in highly skilled workers and
in workers engaged in science and technology activities, lies just below the
EU average (data refer to 2000).21 Of the 4 per cent foreign-born science
and technology workers active in the Netherlands in 2000, the largest part
(2.3 per cent) are from the EU. Within the EU, about as many Netherlands
citizens work abroad in science and technology as foreigners working in the
Netherlands in this field.

7 STRENGTHS AND WEAKNESSES OF THE
SYSTEM AND INNOVATION POLICIES

7.1 Strengths and Weaknesses

The Ministry of Economic Affairs (2003) provides an analysis of the
Netherlands NSI in terms of five strong points and six weak points.
Because this analysis is the starting point of the formulation of innovation
policy for the near future, we take this list of strengths and weaknesses as
the guidance for our discussion. The five strong points are:

1. High quality of scientific research
2. Good performance in patenting
3. High share of private funds in public research organizations
4. The diffusion of, and access to, ICT stands at a high level
5. The number of knowledge workers is high.

The six weak points are:

1. A backlog in business R&D intensity
2. A potential future shortage of knowledge workers, especially in the sci-

ences and engineering subjects
3. Too little innovative entrepreneurship
4. Too little commercial usage of the results of scientific research
5. Weak points in the interaction between the private and public knowl-

edge infrastructure: little private funding in university research, and
little interaction between SMEs and public research

6. The financing of innovation is problematic.

Although these strengths and weaknesses tend to be formulated in terms
of indicator benchmarks rather than true analysis, they do contain a
number of useful ideas. But there is also room for disagreement, especially
with regard to the role of the public knowledge infrastructure.
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The Netherlands NSI does indeed have a high-quality basis in its uni-
versity research (strong point 1). Partly, the renown of this university
system resides in precisely those fields that do not have an immediate eco-
nomic application. At the same time, it is another particular strong point
(number 3) of the system that it has a strongly developed set of public
research institutes, which operate at a high-quality level, and interact exten-
sively with private firms. The way in which firms in the Netherlands system
are fed with ideas and knowledge from publicly financed research must be
seen from the joint perspective of universities and public research organ-
izations. Together, these two types of actors have a specific role to play in
the system.

The main question that remains from an analysis of the strong and weak
points of the Netherlands NSI is why business R&D is so weak. Two
obvious factors in explaining this are the strong impact of large multi-
national firms, and the specialization pattern of the Netherlands. With
regard to the latter, the Netherlands has traditionally been locked into a
sectoral structure in which manufacturing plays a relatively minor role.
Successive waves of industrialization since the 1860s have, of course,
brought industrial production to the Netherlands on a large scale, and
specific strongholds (chemicals and electronics) have emerged. But the
Netherlands has never wholeheartedly become an industrial economy.
Agriculture (and related industries) and services are the historical sectors
in which the Netherlands economy has been, and remains, specialized.
Electronics and chemicals have been able to influence the overall business
R&D intensity for a while, but with the emergence of a post-industrial
society, these sectors have proven not to be the main drivers of industrial
R&D that one might have thought them to be. Large electronics and chem-
icals firms will remain dominant within business R&D in the Netherlands
for a while, but one should not expect strong growth of business R&D,
either from them or from the other established sectors in the Netherlands.
Growth of business R&D in the Netherlands will require a targeted policy,
taking into account where the ‘new economy’ will have its focus in terms of
technological development.

7.2 Summary and Evaluation of the Innovation Policy Pursued

Innovation policy in the Netherlands has a relatively rich tradition. It
encompasses a large range of activities within the NSI, and has recently, at
least partly, adopted a systems perspective for its design and evaluation.
This development has been inspired both by the SI literature, and by
Porter’s idea of clusters (e.g. Porter, 1985). Innovation policy makers of the
Ministry of Economic Affairs have initiated SI analysis of the Netherlands
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economy, they have written on the policy implications of the SI idea
(addressing, among other things, systemic failure), and they have played a
leading role in the OECD work aimed at measuring and benchmarking SI.
Analyses aimed at identifying and examining Porterian clusters in the
Netherlands system have also been undertaken by the Ministry of
Economic Affairs.

At the same time, ideas from traditional economic analysis on market
failure and how to address it continue to play a role in innovation policy. In
this respect, the Ministry of Economic Affairs, as the prime ministry
responsible for innovation policy, still takes its role as a guardian of the
competitiveness level of Netherlands firms very seriously. This implies that,
for example, specific subsidy schemes and export promotion are also
still closely connected to innovation policy. More recently, competition
policy has become an aim of the Ministry of Economic Affairs, and the
relation between competition and innovation is now one of the focal
points. Although the theory of SI does not specifically promote market
power as a means of raising innovation performance, it seems clear that too
much emphasis on competition as a way to stimulate innovation may be
counterproductive.

A large problem with innovation policy has been the cutting of budgets.
Universities, public research organizations, subsidies schemes, etc. have all
been cut severely by successive governments over the past decades. An indi-
cation of this is the virtual lack of growth of publicly financed R&D as a
percentage of GDP over the period since 1970.

7.3 Future Innovation Policy

The Ministry of Economic Affairs (2003) has recently announced an action
programme for stimulating the knowledge economy in the Netherlands.
This programme has three focal points:

1. Stimulating the innovation environment
2. Stimulating more firms to innovate
3. Focusing more on public research efforts in an attempt to raise pay-offs

of public research.

Specific measures have been proposed in order to achieve these three issues.
Examples of these measures are an increase of the available budget for the
R&D tax credit by €100 million, a new policy instrument aimed at intensi-
fying R&D cooperation, various measures to stimulate students to follow
innovation-relevant study programmes, the TechnoPartner initiative (see
Section 4.4), and a focus on ICT, life sciences and nanotechnology.
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Although the proposed set of policy initiatives looks elaborate, the avail-
able budget for these measures is not very large. The Netherlands govern-
ment has implemented severe budget cuts in an effort to maintain its
obligations under the Stabilization Pact. This has also implied that little
extra money is available for innovation policy, although the government has
made this a focal point of its overall policy. Whether it is possible to imple-
ment an effective innovation policy with so little extra money is question-
able at least.

In addition to this, on the basis of the above analysis, one may argue that
the proposed policies overlook an important aspect of the Netherlands NSI,
to the extent that they propose measures to stimulate interaction between
university research and private firms. The evaluation of the ‘bridge function’
of public research organizations between fundamental science and business
innovation efforts was one explicit point in the proposed plans. This evalu-
ation had, in the meantime, been undertaken (by the so-called Committee
Wijffels), and the conclusion, in broad terms, was that more efforts are nec-
essary to increase incentives for public research organizations to interact
with the market. However, this has been the aim of policy for the last decade
at least, and it is unclear how continuation of this trend will really make a
difference. Applying such logic to the university system may indeed lead to
an erosion of the strong points of this system – i.e. its high-quality funda-
mental research may be substituted for more applied work that is already
undertaken in the public research organization sector.

From the NSI perspective adopted here, it might make (more) sense to
look at the interaction between the university system and the public
research organizations. At least three issues stand out here as possible alter-
native directions for policy development. First, although some degree of
cooperation between public research organizations and universities has
been achieved, for example in the TTIs discussed in Section 4.3, this may
still be intensified. A closer coordination between high-quality (fundamen-
tal) university research and applied research of, for example, TNO is an
attractive option to increase the linkages between the market and funda-
mental science in the Netherlands system.

Second, the system of research councils in the Netherlands is still mainly
aimed at universities. The research council STW, aimed at the engineering
sciences, is an exception to this, because it involves ‘users’ in its projects. But
more opportunities for public research organizations to get their research
financed in the broad research council system, in cooperation with univer-
sities, would benefit the interaction between different types of research.
Obviously, this would have to involve a substantial increase of the budgets
of the research councils; otherwise, such an operation would lead to a
(renewed) budget cut for universities.
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Third and finally, one may think about strategic choices on the topics
addressed by public research organizations in the Netherlands. The spe-
cialized institutes in this sector are all aimed at relatively old specializations,
such as civil waterworks and shipbuilding. A thorough evaluation of how
much these topics contribute to the current innovation strengths of the
Netherlands might be in order, and could lead to a shift in focus of efforts
in this field. ‘New’ topics such as ICT and life sciences are exclusively
addressed by new organizations like the TTIs, but it might be beneficial to
have an old-fashioned, publicly financed research organization active in
this field.

NOTES

1. The first innovation survey in the Netherlands was done for the year 1983 (Kleinknecht,
1987); a second one was done for the period 1988, but did not include any questions on
product or process innovations (Kleinknecht et al., 1990); the CIS1 results were reported
in Brouwer and Kleinknecht (1994). The methods of these early surveys were crude as
compared to the recent ones (also the samples were smaller), so that the margins of error
were probably higher in the beginning. The CIS2, CIS‘21⁄2’ (an intermediate survey
between the ones coordinated by Eurostat) and CIS3 were done by Statistics
Netherlands and are available in their online database Statline.

2. R&D is also a part of total innovation costs, i.e. the first indicator.
3. The Netherlands Innovation surveys (CIS2 to CIS3) do not include engineering services,

which is normally included in KIBS.
4. http://www.cpb.nl/nl/data/rd/.
5. According to data collected at the time by the Ministry of Economic Affairs.
6. In some cases, these cuts were relative (i.e. spending grew less than GDP), and in some

cases the cuts were absolute (i.e. the actual budget of specific educational institutes was
cut).

7. All data on source of financing of university researchers are drawn from Tijssen et al.
(2003), Figure 2.31.

8. Information in this paragraph is taken from various TNO annual reports and the TNO
website.

9. Absent bars in the bottom panel of Figure 9.5 indicate missing values in the OECD data-
base, allegedly because these categories are not relevant in the Netherlands system.

10. Rijn Schelde Verolme (RSV) was the name of a shipyard in which government invested
heavily, but which, after a long time, went bankrupt.

11. See www.vwa.nl for details.
12. See www.rivm.nl.
13. See www.kema.nl.
14. Tijssen et al. (2003), Table 2.29; although this table lists WUR and LEI separately, LEI

is now formally part of WUR (LEI website, August 2004).
15. See www.3tue.nl.
16. A linear trend, a logarithmic trend, a power trend and an exponential trend.
17. The four countries are Canada, Italy, New Zealand and Spain.
18. New Zealand.
19. All data on the economic indicators are taken from the GGDC 60-sector industrial data-

base; all innovation data are taken from Statistics Netherlands, Statline.
20. The indicator can be calculated in two ways: including or excluding domestic compa-

nies in the country for which the indicator is calculated. With inward and outward
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internationalization, this yields four possible indicators. On three of these, the
Netherlands ranks first; on the fourth (outward, including domestic companies), the
Netherlands ranks second (Sweden is first).

21. It is unclear, however, how the data in various countries are influenced by relationships
with former colonies of various countries (in the Netherlands, Surinam).
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10. Not just Nokia: Finland
Ville Kaitila and Markku Kotilainen

1 INTRODUCTION

Industrial development in Finland can be divided into three phases: (1) a
factor-driven economy from the mid-1800s to the early 1900s; (2) an
investment-driven economy from the end of the Second World War to the
1980s; and (3) an innovation-driven economy since the late 1980s. The inno-
vation-driven economy developed as a result of increasing science and tech-
nology (S&T) content in production. Gradually, enhancing this development
also became a political target. The birth of the Finnish S&T policy goes back
to the 1960s and 1970s. This policy framework served as an important basis
for the development of an explicit Finnish national system of innovation
(NSI), which reached more or less its present form in the 1990s.

Early in the development of the NSI the key actors were public. An
important driving force behind the development of the NSI was the idea of
strengthening economic competitiveness and diversifying the production
structure. Since the early 1990s, private firms have become more important,
especially in the information and communication technology (ICT) sector.
Finland experienced a severe depression in the early 1990s, and the recov-
ery from it was to a large extent due to fast growth in the ICT sector (see
e.g. Paija, 2001, for an analysis of the evolution of the Finnish ICT cluster).

Lately, innovative activity in Finland has been dominated by the elec-
tronics industry as reflected in the success of this sector, and particularly
of Nokia. Application of ICT in other sectors is less widespread in
Finland than, for example, in the USA. Knowledge-intensive business
services (KIBS) are, however, also innovative to some degree in Finland.
The two other pillars of the manufacturing industry (besides the electron-
ics industry) are the manufacturing of paper and the manufacturing of
machinery and equipment. The former is good in process innovations; the
latter, in product innovations. There are, thus, also innovative manufactur-
ing sectors and firms in the country other than just the electronics industry
and Nokia.

Research and development (R&D) and competence building have always
been crucial elements in the system. Provision of organizations has to a
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large extent been based on the realization of these activities. Furthermore,
networking between different firms and other organizations has been a key
factor in the success of the Finnish NSI.

The future challenges of the Finnish NSI include the widening of
innovative activities from the ICT sector to other manufacturing industries
and to service sectors. In addition to technical innovations, the role of orga-
nizational innovations should be strengthened, and technical and organ-
izational innovations should be integrated more than they currently are.

2 MAIN HISTORICAL TRENDS

Through the centuries, promotion of education and learning has been the
most important way of enhancing innovativeness. In Finland, as in many
other countries, basic education was initially provided by the Church for
those who were able and interested in learning. The first university in
Finland was founded in Turku in 1640. Before that, Finns received their
higher education mainly in Germany and after that in Sweden. The uni-
versity was moved from Turku to Helsinki in 1827. The current Helsinki
University of Technology was founded in 1849 and the Helsinki School of
Economics in 1911.

Legal property rights and freedom of economic activity were important
factors for the development of economic incentives. In the promotion of
agriculture, the land reform of the late eighteenth and early nineteenth cen-
turies was crucial. The land reform turned the farms into private property,
which could be inherited. Before that, land was owned by the state (the
crown) and rented by farmers either directly or against taxes. Private own-
ership existed in trade and industry but it was quite strictly regulated until
the end of the nineteenth century.

The industrialization of the country took place fairly recently by West
European standards. It was heavily dominated by the development of wood
processing. Sawmills were developed and pulp and paper factories started
to expand. Foreign entrepreneurs were important in the early development
of some manufacturing industries. Imports of machinery and consumer
goods as well as journeys by specialists abroad were important in intro-
ducing foreign innovations (see Myllyntaus, 1992). This has been a general
pattern in all Nordic countries.

Finland’s Economic Society, founded in 1797, was one concrete example
of non-governmental initiatives to promote innovativeness and economic
activity. The leaders of the Society consisted of the most important
members of the Finnish intellectual elite. In the beginning, the main task
of the Society was to fight human and animal diseases.

356 Slow growth countries



Finland became independent in 1917, in the aftermath of the Russian
Revolution. The country had been a part of Sweden for over 600 years until
1809, and after that an autonomous grand duchy of Russia.

The twentieth century saw the state actively participating in the deepen-
ing and widening of the industrial base. State-owned companies were
founded and some previously privately owned and bankrupted ones were
bought by the state. In the 1920s, the state continued to support agriculture
and to develop the transport and communication infrastructure as well as
the education system. Obligatory basic education was established in 1922,
which is early by international standards. In the 1920s and 1930s, about
10 per cent of the eligible age cohort studied in secondary schools.

After the Second World War, at least two important interrelated tenden-
cies marked Finnish society: (1) rapid economic development and (2) the
build-up of a welfare state and free education. They both also supported
innovativeness in the Finnish economy.

The birth of an explicit science and technology policy goes back to the
1960s and 1970s. According to Lemola (2002), this was later than in many
other OECD countries. Several factors contributed to this development.
These included: (1) the need to strengthen the competitiveness of the
economy and to diversify the production structure; (2) the widening system
of higher education (combined with the better-educated post-Second
World War baby-boom generation); and (3) closer integration with the
OECD and its science and technology policy.

The Finnish approach to S&T policy, both the policy doctrines and the
institutional and organizational models, was largely adopted and imitated
from several OECD countries, especially from Sweden, the UK and the
USA. In the 1980s, Japan provided an inspirational benchmark case. As
Japan’s economic performance dwindled at the turn of the 1990s, so did its
appeal as a model case. The most important single aim of Finnish science
policy since the late 1960s, and of S&T policy since the 1970s, has been the
growth of R&D expenditure as a proportion of gross domestic product
(GDP) (Lemola, 2002).

A ministerial committee on science, the Science Policy Council (later
Science and Technology Policy Council (STPC)) was established in 1963. It
is a high-level political body for the formulation of S&T policy guidelines.
It is also a coordinator of the ministries that deal with different aspects of
these matters.

A reform of research councils, and the formation of the Academy of
Finland in 1969–71 marked an important step in science policy and in
research funding. The Academy founded new research posts and started
funding project research. It became a central organization in research
funding but also an important actor in research policy.
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An important instrument in the promotion of industrial R&D, the
Finnish National Fund for Research and Development (Sitra) was founded
in 1967. The Ministry of Trade and Industry (MTI) started to finance
firms’ R&D in 1968. However, the oil crisis of the early 1970s slowed down
the development of S&T policy. Economic resources were not allocated to
R&D as generously as before. Planning optimism also declined in the face
of these exogenous shocks, which could not be avoided by policy measures.

In the late 1970s and early 1980s, there was a resurgence of development
optimism and, at the same time, a need to invest more in R&D. Most OECD
countries, including Finland, started to fund large national, cooperative pro-
grammes for the development of new technologies, primarily information
technology (IT), materials technology and biotechnology (Lemola, 2002).

In Finland, the role of new technology in economic growth and employ-
ment creation was highly appreciated, and emphasis on new technology
became a new core for the S&T policy. A new organization, Tekes (the
National Technology Agency), was founded in 1983 to promote techno-
logical R&D and diffusion of technology in Finland. National technology
programmes were developed to give Tekes a framework for controlling and
promoting R&D. The first programmes concentrated on IT.

As in many other countries, several organizations were founded in
Finland at the national as well as regional levels to support technology
transfer, diffusion and commercialization. Nationwide networks of tech-
nology parks and centres of expertise were set up. Technology parks
initiated spin-off projects and business incubators. Technology transfer
companies were established to commercialize the results generated in uni-
versities and research institutes.

In its Review 1990, the STPC took the NSI concept as a starting point
for its policy and gave it the following definition:

An NSI means a whole set of factors influencing the development and utilisa-
tion of new knowledge and know-how. The concept allows these factors and
their development needs to be examined in aggregate. In addition, it offers a
framework for analysing interrelationships between different factors. These rela-
tionships are relevant to general development capability and they have proved to
be essential for the creation of new innovations. (Science and Technology Policy
Council of Finland, 1990)

3 INNOVATION INTENSITY

According to the summary innovation index of the European Innovation
Scoreboard 2004, Finland was second in innovativeness among EU countries
(after Sweden). Japan was ahead of these countries but the USA was ranked
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after Finland. The index is a composite indicator, consisting of 12–20 indi-
vidual indicators depending on the country (European Commission, 2004).

In terms of innovation intensity in the Community Innovation Survey
(CIS), Finland ranked second after Sweden within a group of six countries
that included Denmark, Ireland, the Netherlands and Norway (see
Appendix Tables A4.1–A4.15). The Finnish manufacturing sector also
ranked second, again after Sweden, in intensity of innovativeness and
R&D. The share of innovative firms was the third highest after the
Netherlands and Denmark. In this respect, there was a clear improvement
between 1996 and 2000 (based on comparing CIS2 and CIS3).

Within the above-mentioned group of six countries, Finland ranked first
in the share of new-to-the-market product innovations. The position was
the same irrespective of the size or the sector. There was a slight improve-
ment between 1996 and 2000.

Finland ranked third, again after Denmark and the Netherlands, in the
share of new-to-the-firm product innovations and process innovations. In
this respect, also, there has been a clear improvement in Finland between
1996 and 2000. There was no substantial difference between small and large
enterprises. The trade sector had the second-highest ranking in terms of
product and process innovations. KIBS and the manufacturing sectors also
had quite good rankings.

In what follows, the propensity to innovate is measured in different
sectors using nine indicators from CIS3. There are no data available for
financial services. The results for Finland are presented in Table 10.1. We
highlight in bold the three highest-ranking sectors in each indicator.

Radio, TV and communication equipment is among the three best per-
formers in all except one case (introduction of new processes, where it is
fourth). This industry has the highest ranking in five out of eight quantita-
tive indicators. Thus the propensity to innovate is the highest in the manu-
facturing of communication equipment. Its strengths lie especially in the
share of new products, the share of firms introducing new-to-the-firm
products, the share of firms introducing new-to-the-market products and
the share of innovative firms. In the case of non-technological innovations,
this sector concentrates on organizational innovations. The communica-
tion equipment industry produces mainly mobile phones and mobile phone
networks. The largest firm in the sector is Nokia. For a discussion of the
Finnish ICT cluster and its history, see Paija (2001).

The second-best sector is KIBS, which is among the three highest-
ranking sectors in four out of eight indicators. It is second in R&D inten-
sity, share of new products and share of new-to-the-market products, and
third in innovation intensity. On the other indicators, KIBS also performs
reasonably well, except in the introduction of new processes, where it is

Finland 359



360

T
ab

le
 1

0.
1

P
ro

pe
ns

it
y 

to
 in

no
va

te
 in

 F
in

ni
sh

 fi
rm

s 
by

 s
ec

to
rs

Se
ct

or
IN

IN
T

2K
R

D
IN

T
2K

T
U

R
N

IN
T

U
R

N
M

A
R

N
P

D
T

N
T

T
M

IN
P

C
S

IN
N

O
M

O
D

N
T

IA
%

 o
f

G
D

P
in

20
03

A
ll 

en
te

rp
ri

se
s

3.
75

2.
73

9.
02

5.
98

35
.0

6
28

.0
8

23
.5

0
40

.4
5

3
63

.6
SM

E
s

3.
21

2.
87

8.
49

5.
89

32
.2

2
26

.1
7

20
.8

9
37

.3
9

3
–

L
ar

ge
 e

nt
er

pr
is

es
3.

83
2.

72
12

.2
9

6.
52

52
.5

0
39

.8
7

39
.5

1
59

.2
8

3
–

F
oo

d,
be

ve
ra

ge
s

1.
37

0.
92

5.
03

1.
98

25
.8

5
16

.3
5

25
.0

8
32

.3
4

5
1.

8
&

 t
ob

ac
co

T
ex

ti
le

s,
cl

ot
hi

ng
2.

35
2.

30
11

.1
4

7.
81

50
.8

0
38

.3
9

19
.5

6
51

.5
0

5
0.

4
&

 fo
ot

w
ea

r
W

oo
d 

&
 c

or
k

0.
51

0.
26

4.
24

1.
39

17
.3

4
11

.6
7

28
.8

2
33

.1
5

2
1.

0
pr

od
uc

ts

P
ul

p,
pa

pe
r,

4.
48

0.
81

4.
57

2.
47

33
.9

9
22

.5
3

39
.7

4
47

.6
2

3
3.

0
pa

pe
r 

bo
ar

d
P

ri
nt

in
g,

2.
21

1.
17

4.
73

3.
37

24
.6

6
21

.2
5

28
.0

8
36

.3
4

3
1.

3
pu

bl
is

hi
ng

O
il 

&
 c

he
m

ic
al

5.
16

4.
66

8.
04

3.
52

52
.5

3
37

.6
0

37
.0

1
62

.4
0

3
1.

6
pr

od
uc

ts

R
ub

be
r 

&
 p

la
st

ic
0.

88
0.

79
7.

84
5.

57
37

.8
9

34
.7

3
34

.1
6

50
.2

8
1

0.
8

pr
od

uc
ts

N
on

-m
et

al
lic

4.
03

1.
05

6.
08

4.
95

28
.1

6
23

.3
4

31
.0

6
35

.5
3

2
0.

8
m

in
er

al
 p

ro
du

ct
s

M
et

al
0.

70
0.

63
3.

51
2.

05
46

.0
2

24
.4

1
48

.7
5

52
.9

2
3

1.
0

pr
oc

es
si

ng



361

M
et

al
 p

ro
du

ct
s

3.
54

1.
79

9.
15

3.
44

32
.7

0
24

.1
9

24
.5

7
39

.4
8

3
1.

6
M

ac
hi

ne
ry

 &
4.

12
3.

74
13

.6
4

10
.1

7
48

.5
2

41
.1

7
26

.8
6

50
.3

3
3

2.
5

eq
ui

pm
en

t
O

ffi
ce

2.
31

1.
97

14
.1

5
9.

15
58

.3
2

40
.7

7
31

.2
0

62
.1

9
3

0.
6

m
ac

hi
ne

s 
&

co
m

pu
te

rs

R
ad

io
,T

V
 &

9.
87

7.
39

35
.9

1
25

.8
8

70
.0

7
54

.5
3

36
.2

0
76

.0
8

3
4.

6
co

m
m

un
ic

at
io

n
eq

ui
pm

en
t

M
ed

ic
al

 &
12

.9
3

10
.4

9
13

.1
2

6.
85

55
.0

0
38

.0
7

27
.9

0
55

.0
0

2
0.

6
op

ti
ca

l e
qu

ip
m

en
t

P
ro

du
ct

io
n 

of
3.

60
2.

37
7.

99
7.

99
18

.9
1

18
.9

1
15

.5
9

22
.1

4
5

0.
3

ca
rs

 &
 lo

rr
ie

s

O
th

er
 t

ra
ns

po
rt

0.
90

0.
71

8.
00

5.
32

25
.9

1
22

.8
9

27
.5

4
32

.7
8

3
0.

6
eq

ui
pm

en
t

F
ur

ni
tu

re
,

2.
58

0.
97

10
.2

4
7.

11
46

.7
8

43
.5

7
34

.2
0

51
.8

3
5

0.
5

re
cy

cl
in

g
K

IB
S

8.
43

7.
67

15
.6

6
10

.3
3

49
.0

0
38

.1
4

22
.8

1
51

.1
3

3
�

2.
5

F
in

an
ce

–
–

–
–

–
–

–
–

–
3.

2
T

ra
de

1.
37

2.
02

11
.1

2
8.

70
39

.1
9

33
.3

4
16

.6
8

40
.7

7
3

10
.6

O
th

er
1.

14
0.

86
3.

48
2.

53
18

.6
2

15
.5

6
16

.7
4

24
.6

9
3

�
24

.3

N
ot

es
:

IN
IN

T
2K

:I
nn

ov
at

io
n 

in
te

ns
it

y 
in

 2
00

0;
R

D
IN

T
2K

:R
&

D
 in

te
ns

it
y 

in
 2

00
0;

T
U

R
N

IN
:S

ha
re

 o
f

ne
w

 p
ro

du
ct

s 
in

 t
ur

no
ve

r;
T

U
R

N
M

A
R

:
Sh

ar
e 

of
ne

w
-t

o-
th

e-
m

ar
ke

t 
pr

od
uc

ts
 in

 t
ur

no
ve

r;
N

P
D

T
:S

ha
re

 o
f

in
no

va
ti

ve
 fi

rm
s 

w
ho

 in
tr

od
uc

ed
 n

ew
 p

ro
du

ct
s;

N
T

T
M

:S
ha

re
 o

f
in

no
va

ti
ve

fi
rm

s 
w

ho
 in

tr
od

uc
ed

 n
ew

-t
o-

th
e-

m
ar

ke
t 

pr
od

uc
ts

;I
N

P
C

S:
Sh

ar
e 

of
in

no
va

ti
ve

 fi
rm

s 
w

ho
 in

tr
od

uc
ed

 n
ew

 p
ro

ce
ss

es
;I

N
N

O
:I

nn
ov

at
iv

e 
fi

rm
s;

M
O

D
N

T
IA

:M
ai

n 
no

n-
te

ch
no

lo
gi

ca
l i

nn
ov

at
io

n 
of

in
no

va
ti

ve
 fi

rm
s 

(1
:S

tr
at

eg
y;

2:
M

an
ag

em
en

t;
3:

O
rg

an
iz

at
io

n;
4:

M
ar

ke
ti

ng
;5

:A
es

th
et

ic
).

SM
E

s 
�

Sm
al

l a
nd

 m
ed

iu
m

-s
iz

ed
 e

nt
er

pr
is

es
.G

D
P

 s
ha

re
s 

ar
e 

es
ti

m
at

es
 fo

r 
20

03
.

S
ou

rc
es

:
C

om
m

un
it

y 
In

no
va

ti
on

 S
ur

ve
y 

(C
IS

),
N

um
be

r 
3;

St
at

is
ti

cs
 F

in
la

nd
;E

ur
os

ta
t.



below average. The main way of innovating non-technologically is by intro-
ducing new organizations.

Medical and optical equipment is a small sector in Finland. It ranks
among the three best-performing industries on three measures: innovation
intensity, R&D intensity and the share of innovative firms introducing
new-to-the-firm products. In the first two, this sector has the leading
position. The main non-technical innovation is the implementation of
advanced management techniques.

Office machines and computers has a small output share too. It is among
the three best-performing sectors in the share of new products in turnover,
the share of innovative firms introducing new products and the share of
innovative firms. The main focus in this sector is clearly in the diffusion of
innovations. The performance of this sector is below average in innovation
intensity and R&D intensity. The main non-technological innovation is
implementation of new organizational structures.

Machinery and equipment, and oil and chemical products are among
the three best performers on two measures. The machinery and equip-
ment sector occupies this position in the share of new-to-the-market
products and in the share of innovative firms that introduced such products.
The sector invests heavily in new innovations. These include paper processing
machines, different kinds of engines, forest harvesters and lifting automa-
tion. The sector is also above average on all other indicators. Organizational
innovations are the main way to innovate non-technologically. The oil and
chemicals sector is among the three best performers in introducing process
innovations and in the share of innovative firms. Organizational innovations
are also the main non-technological innovation in this sector.

Pulp and paper is among the three best performers in the introduction of
new process innovations. This sector performs below average on six indica-
tors. In the case of the share of innovative firms it is somewhat above
average. In this industry products remains relatively unchanged for quite
long periods of time. Innovations thus occur mainly in processes. Non-
technological innovations occur mainly in organizations. The paper indus-
try has important links to the rest of the economy. The paper cluster
includes, for example, forestry, wood industry, production of paper chemi-
cals as well as parts of the transportation and energy sectors. Innovations
in these sectors are often linked to each other.

Metal processing performs the best in the introduction of new processes.
The products are often fairly standardized. Non-technological innovations
are mainly organizational. Furniture and recycling performs relatively well
in the share of firms who introduced new-to-the-market products. It is
below average in innovation and R&D intensities. Non-technological
innovations occur mainly as aesthetic changes.

362 Slow growth countries



The rest of the sectors are not among the three best performers on any
of the indicators. For example, the foodstuffs industry is below average in
all criteria except in introducing new processes, where it is slightly above
average. This is again understandable, as the majority of foodstuffs stay the
same for quite long periods of time. Innovations occur more often in
processes, but even in this case the sector is not among the best performers.
About 24 per cent of value-added is produced in firms included in ‘other
sectors’. According to the survey, these are not particularly innovative.

According to the European Innovation Scoreboard 2004 (European
Commission, 2004), the Finnish electrical and optical equipment sector
ranks at the top in innovativeness among the EU countries. In Finland, this
sector consists mainly of the production of telecommunication equipment.
The index number was 0.62 in Finland, 0.46 in Belgium, 0.45 in the
Netherlands, 0.42 in Sweden and 0.37 in the EU-15 (EU countries’ resi-
dents on 1 January 1998) on average. Even if the manufacturing of textiles
and clothing is not an important sector in Finland, its innovativeness was
ranked first among the EU-15 countries with 0.20 points, with an EU-15
average of 0.11. This good performance was partly due to a high number
of innovative firms and a high share of new-to-the-market and new-to-the-
firm products.

When looking at innovativeness in terms of firm size, large firms per-
formed better than small and medium-sized ones on all except one indicator,
namely R&D intensity (see Table 10.1 and Appendix Tables A4.1–A4.15).

Organizational changes were the main way of innovating non-
technologically in 12 out of 20 industries; this was the case in small as well as in
large enterprises. In four industries it was aesthetic change, in three industries
management and in one industry implementation of a new corporate strategy.

Innovations are mostly implemented by firms registered in Finland.
However, the largest of them are international (like Nokia, all paper com-
panies and the most important machinery firms). Some of these firms also
have innovation activity abroad. Currently, it is still modest when compared
to that conducted in Finland.

4 ACTIVITIES THAT INFLUENCE INNOVATION

4.1 Knowledge Inputs to Innovation

4.1.1 R&D activities

Extent of R&D and main actors In 2005 total R&D expenditure in Finland
was 3.5 per cent of GDP. In the early 1980s it had been just slightly above
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1 per cent, among the lowest in the OECD. The minimum target for the EU
in 2010, set at the Barcelona Summit in March 2002, is 3 per cent of GDP.
Finland and Sweden are currently the only EU countries to reach this target.

In the early 1980s, the share of public funding in total R&D expenditure
was about 45 per cent and even in the 1990s it was about 40 per cent. In
2004 it had declined to 28 per cent, reflecting fast growth in private R&D.
However, public R&D also grew rapidly by international standards during
this time.

The Ministry of Education was responsible for 34.5 per cent of the
public R&D, Tekes for 18.9 per cent, the Academy of Finland for 11.4 per
cent, the Ministry of Social Affairs for 8.5 per cent, the Ministry of
Agriculture and Forestry for 6.3 per cent and the MTI for 4.9 per cent. EU
funding has increased gradually since Finland’s EU membership in 1995
but it is still small. The shares of the business sector and of foreign coun-
tries were 67.8 and 3.2 per cent, respectively.

The decline in the share of public R&D funding has raised concern about
the long-term viability of innovation activities. R&D in especially new
areas has traditionally depended on public funding. There is a danger that
there will not be enough new opportunities for innovation based on new
developments in publicly funded research. In addition to the electronics
industry, biotechnology currently receives substantial amounts of public
R&D funding.

The share of the business sector in performing R&D has increased from
55 per cent in the early 1980s to 70 per cent in 2004. The share of the uni-
versity sector was 20 per cent and that of the rest of the public sector 10 per
cent in 2004.1 The business sector financed 93 per cent of its own R&D.
About 5–6 per cent was financed by the public sector, mainly by Tekes.

In 2004, 57 per cent of business sector R&D was performed in the elec-
tronics and telecommunications equipment industry. The metal products
and machinery industries ranked second with an 8 per cent share, followed
by data processing services with a 7 per cent share. This is the main sector
where the role of KIBS is reflected. The chemical industry was fourth with
a 6 per cent share. R&D had a 5 per cent share.

Large firms dominate Finnish R&D. This is partly due to their central
role in production and exports (85 per cent of total merchandise exports).
In this respect Finland resembles Sweden (see Chapter 7 in this volume).
Nokia alone performs about one-third of total R&D in Finland (see
Box 10.1). In biotechnology, firms are small but the R&D performed in
them is substantial. Biotechnology firms are currently at the very beginning
of their product development work (see Hermans, 2004). In R&D, as in
other areas, the role of large companies has been strengthened in the
Finnish economy during the past 20 years.
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BOX 10.1 NOKIA – A BIG COMPANY IN A SMALL
COUNTRY

Nokia is an international firm producing wireless telecommunica-
tion equipment and solutions. It produces mobile phones, telecom-
munication networks, multimedia and enterprise solutions. Until
the early 1980s, it was a multi-sector company producing several
kinds of goods, such as paper, cables, tyres, rubber boots, TV sets
and portable phones (Nokia Mobira). During the 1980s and 1990s,
it made a strategic decision to concentrate on mobile telecommu-
nication. This decision appeared to be successful, and the
company became a market leader in mobile phones and a top
player in networks. Currently, it emphasizes multimedia and wire-
less enterprise solutions.The headquarters are located in Finland,
and the key positions are occupied by Finns. However, the number
of foreigners is increasing in top management. The company is
currently about 90 per cent foreign-owned. The foreign ownership
is widely dispersed between individual and institutional investors.

Nokia is important for the Finnish economy. Its direct share in
GDP was about 3.5 per cent in 2003, in exports it was 18 per cent,
and in total employment more than 1 per cent. Nokia grew rapidly
in the late 1990s. At its peak in 2000, it contributed 1.5 percentage
points to the GDP growth rate. However, in the first years of the
twenty-first century the company’s contribution to growth declined
to about zero, following the international slowdown in the ICT
sector. In 2003, its contribution recovered to 0.3 percentage points.

However, the direct effects of Nokia do not tell the whole story,
because Nokia has important linkages to the rest of the economy
and the whole society. In production, there are normal leveraging
links, subcontractor links, business links with other firms and insti-
tutions, the impact on general and local government tax receipts,
etc. As for R&D, Nokia affects and is affected by the research and
education institutions (see Figure 10.4).

Public R&D was important for Nokia in the early stages of its
strategic reorientation. As the company has grown, the relative
importance of public R&D has diminished. In the 1970s the
average financing share of the technology office of the MTI
(predecessor of Tekes) in Nokia’s total R&D expenditure was
7 per cent. In the 1980s the corresponding share of Tekes was
8 per cent and in the 1990s it was 3 per cent. In 2000, this share
was just 0.3 per cent.
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Nokia is very important for the Finnish economy and for the NSI,
and also reflects the general importance of ICT for the NSI. Other
high-tech sectors, such as biotechnology, are much smaller. Nokia
as a company is not, however, the only contributor to the Finnish
NSI. For example, ICT development conducted by other firms and
development work done in paper processing technology and in
many areas of the machinery industry are also important.

Sources: Statistics Finland and Nokia’s Annual Reports; see also Ali-Yrkkö
and Hermans (2002).

The role of foreign firms is very small in business R&D. Big internation-
ally operating Finnish companies are, however, owned to a large extent by
foreign portfolio investors. The majority of their R&D is still performed in
Finland. R&D conducted abroad is increasing due to wider foreign activ-
ities (partly because of mergers and acquisitions), a need to adapt innov-
ations to local conditions, and to some extent also to lower R&D costs
abroad. However, the main reason is a need to tap into the best knowledge
available, wherever it is located (see Pajarinen and Ylä-Anttila, 1999). In
2003, 23 per cent of the R&D personnel of Finnish-owned manufacturing
firms worked abroad (Ali-Yrkkö et al., 2004). Private sector R&D systems
are very complex networks. They change flexibly according to the theme.
Often, however, established connections are also used in several subsequent
projects.

Figure 10.1 depicts the Finnish public NSI and its main actors. At the
top there is the Parliament, which decides the total resources to be used. At
the Cabinet level, the STPC plays an important role. Among the funding
institutions, the Academy of Finland is responsible for funding basic
research, while Sitra and Tekes fund applied R&D projects. Sitra also acts
as a think-tank in the field.

There are some public and private non-profit research institutes, which
perform research with their own financing or are financed by organizations
such as the Academy of Finland, Sitra, Tekes and several ministries. This
financing is based on competitions. The largest research institutes are
the Technical Research Centre (VTT) and the National Research and
Development Centre for Welfare and Health (Stakes), which are both
public organizations. The research institutes conduct mainly applied
research while the universities take care of basic research and education.
Some universities have founded separate research units for applied research
where they conduct research with outside financing (public or private).
Of the total public sector R&D, 40 per cent was technical in 2004 and 18
per cent went into agricultural and forestry research. Natural and medical

366 Slow growth countries



Finland 367

Steering (and funding) Funding

Parliament

Cabinet

Ministry of Trade and Industry Other ministries
(13)

Ministry of Education

Finnish
National
Fund for 
R&D
(Sitra)

Municipalities

Corporate
R&D

Universities (10 multi-
faculty universities, 3
business schools, 3
technical universities, 4
art schools, 1 military
academy)
Polytechnics (31)
Vocational education
institutions

Technology and
science parks

Business parks and
incubators

Private manufacturing
and service companies

Public service sector –
state businesses

Commercial banks,
venture capitalists etc.

G
oo

ds
 a

nd
 s

er
vi

ce
pr

od
uc

er
s

K
no

w
le

dg
e 

an
d

te
ch

no
lo

gy
 t

ra
ns

fe
r

R
&

D
 p

er
fo

rm
er

s
R

&
D

I 
fa

ci
lit

at
in

g 
an

d
m

od
ul

at
in

g 
in

st
it

ut
io

ns
S&

T
I 

po
lic

y
fo

rm
ul

at
io

n,
 f

in
an

ci
ng

an
d 

co
or

di
na

ti
on

G
en

er
al

 p
ol

ic
y

fr
am

ew
or

k

Research institutes (21)
e.g. Technical Research
Centre of Finland (VTT),
National Research and
Development Centre for
Welfare and Health
(Stakes), Agricultural
Research Centre of Finland

Regional
Employment  and
Economic Develop.
Centres

Academy of
Finland:
four
research
councils

National
Technology
Agency
(Tekes)

Other
organizations,
e.g. Finnvera
Oyj

STPC

Interaction and participation

Regional centre of
expertise programmes

Source: Nieminen and Kaukonen (2001).

Figure 10.1 A policy-centred organizational map of the Finnish system of
innovation



sciences both had a 15 per cent share, and 13 per cent was channelled into
social and cultural sciences. In technical research, one-third of the R&D
was conducted in electrical engineering (Statistics Finland, 2005).

At the regional level, the Employment and Economic Development
Centres (T&E Centres) have an important role in the coordination of
regional actions. There are 21 universities, 31 polytechnics and 21 research
institutes in different parts of the country. Among the technical research
institutes, VTT is the largest and most important. Additionally, the official
NSI includes science and technology parks, regional centres of expertise
programmes and business parks and incubators.

Performance of R&D In what follows, some aspects of the performance
of R&D are described by publication, citation and patent data in relation
to the size of the population. Here, Finland performs well with respect to
the other EU-15 countries on all measures (Table 10.2; see also Appendix,
Table A3.1). With respect to the USA, Finland performs better when meas-
ured on scientific publications and European patents. When measured on
US patents the USA performs, naturally, much better. In the case of highly
cited publications the USA performs slightly better.

In Finland, patenting is most active in the wood and paper industries as
well as in electronics (see Appendix Figure A3.2). This is explained by the
high shares of these sectors in exports. Patenting is quite strong in indus-
trial process equipment too. Especially in the electronics industry, patent-
ing activity has increased during the 1990s. Due to the high speed of
technical change in electronics, the average time the patents are in effect has
declined (Balaguer and Tsai, 2004).
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Table 10.2 Scientific publications, citation and patent indicators in
Finland, EU-15 and the USA in 1996 and 2000, per million
population

Publications and 1996 2000
patents

Finland EU-15 USA Finland EU-15 USA

Scientific publications 1094 682 785 1270 803 909
Highly cited 31 19 38
publications

European patents 163 88 101 283 139 144
US patents 92 49 233 130 74 315

Note: Highly cited publications in 1998–2001.

Source: European Commission, CORDIS: Science and Technology Indicators.



The share of applied research in total R&D has increased slightly since
the early 1990s. The share of applied private R&D has clearly increased and
that of applied public R&D has declined, but by a couple of percentage
points less than the private share has increased. The share of universities in
total R&D has consequently declined from 22 to 20 per cent.

Public policies and institutions Organizational changes have been crucial
in the implementation of public R&D policy. These changes include the
foundation of the STPC and Sitra, the reorganization of the Academy of
Finland, the foundation of new universities in the 1960s and 1970s, and the
foundation of Tekes in 1983 (see Section 2).

All these were aimed at, among other things, strengthening aggregate
R&D input. The founding of the STPC reflected a realization that some-
thing must be done in this field and that activities should be coordinated
within public administration. Changes in the Academy of Finland and the
establishment of new universities were aimed at increasing basic research.
The foundation of Sitra and Tekes reflected the need to put more empha-
sis on applied, mainly technical, R&D. These changes can be regarded as
successful. The organizations named here have been functioning well and
have contributed to the high share of R&D in GDP.

The large number of small universities in minor cities can, however, be
criticized for contributing to inefficiencies in research. This deficiency has
to some extent been overcome by nationwide research networks and joint
doctoral programmes.

Changes in institutions are closely related to organizational changes.
These include university laws, the laws pertaining to the Academy of
Finland, Tekes, Sitra etc. All these organizations also have their internal
constitutions. One important institutional requirement of Tekes in the pro-
vision of R&D financing is that large companies must have small firms as
members of their research networks. This measure aims at broadening the
R&D base. Another crucial institutional factor behind the fast develop-
ment of the telecommunication industry was the early liberalization of the
Nordic telecom market (see Section 4.2).

4.1.2 Competence building

Organizations – main actors and the division of labour The general educa-
tion system is free and mainly public in Finland. Only a few high schools
and vocational schools are private, and even they are financed publicly.
Studying is limited by the application of quotas. The qualifying criteria are
based on former academic results, on exams, or on a combination of these
indicators.
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The university sector is fully public. It expanded in the 1960s and 1970s
to different parts of the country. Currently there are 21 universities, of
which 10 are multi-faculty universities, 3 business schools, 3 technical uni-
versities, 4 art schools and 1 military academy (Figure 10.1; the Ministry of
Education). The system of polytechnic education (tertiary B) was founded
in the 1990s by upgrading former upper/post-secondary schools to poly-
technics and by founding new ones. Currently, there are 31 polytechnics.
Some are private in form but financed from public sources.

Doctoral education is provided by the universities. In several disciplines,
national doctoral programmes combine the educational and supervisory
resources of different universities. The degrees are, however, awarded by
individual universities.

Studying abroad is relatively uncommon. Only a few students take their
master’s or doctoral degrees abroad, mainly in the USA or in the EU. There
are no foreign universities in the country, either. The number of foreign
students is also relatively small in Finland at only 2 per cent of all tertiary
students.

The financing of studies is mainly based on a general public support
system. In addition to direct support there is also a loan-based support
system with subsidized interest rates. Doctoral studies are usually financed
by grants. Some doctoral students are able to prepare their theses in their
jobs (at universities, research institutes or in firms). Additionally, studies
are partly financed by parents and by students’ own earnings.

The private sector enters the education scene usually around or after
graduation as people may receive applied training in their jobs. At the sec-
ondary level there is an on-the-job learning system. In 2000, there were
25 900 students in on-the-job learning, of whom half were in basic voca-
tional education and half in advanced vocational education. The aim of the
government is that 10 per cent of those who begin their secondary-stage
vocational education should start in the job learning system. For the unem-
ployed, the public sector organizes training courses, or people participate
in existing vocational training (see e.g. Koski et al., 2006, on Finnish edu-
cation strategies from the point of view of innovation).

Performance – quantity and quality of output In 2001, total public expen-
diture on education was 5.8 per cent of GDP in Finland, down by one per-
centage point since 1995. The OECD average was 5.6 per cent, up by 0.2
percentage points since 1995. In Finland, almost one-third of public edu-
cation expenditure was used in higher education, while the figure in the
OECD on average was one-quarter. The high share of public expenditure
on higher education in Finland reflects the public ownership of the univer-
sities and the absence of tuition fees.
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In 2002, 75 per cent of people aged 25–64 had at least an upper sec-
ondary education, while the corresponding figure for people aged 25–34
was 88 per cent. In the OECD these figures were 67 and 78 per cent, respect-
ively (Table 10.3).

In 2002, 19 per cent of people aged 25–34 had a tertiary type B educa-
tion and 21 per cent a tertiary type A or more advanced education in
Finland. More new entrants to the labour market have a tertiary education
in Finland than in the OECD on average. This is because of the higher
share of tertiary type B education.

Currently there is a mismatch between education and the needs of firms
in Finland, especially in some practical professions, which require voca-
tional training. These include different kinds of construction and metal
workers. The main reasons for this mismatch are the low prestige of these
professions among young people, and limited knowledge about these kinds
of jobs while students are still attending school. In the ICT sector, the
number of people with education or practical knowledge is quite large. The
slowdown of this sector during the first years of the twenty-first century has
diminished the degree of mismatch. In general, though, there is a constant
need for those who have a high education in technical, computing or phys-
ical sciences.

Participation in continuing education is high in Finland. About 55 per
cent of the labour force had this kind of education in 2001. Among 19
OECD countries, this figure was the second highest after Denmark. People
with tertiary education have the highest participation rates in continuing
education, and those who have lower secondary education have the lowest
(Edqvist and Göktepe, 2003; original data from the OECD). Working life
is however changing rapidly, with increasing needs for enlarging the quan-
tity and improving the quality of continuing education.

4.2 Demand-side Factors

Free trade and deeper economic integration between Finland and other
European countries since the early 1960s has provided Finnish firms with
an enlarging export market and forced them into increasing competition
both at home and abroad. European integration has also unified industrial
standards in many sectors, and further unification is taking place in the
internal market. The liberalization of trade has thus led not only to a
lowering and/or removal of tariffs and quotas in foreign trade but also to a
lowering of technical trade barriers. In the EU, many environmental
and product standards are now set at the European level. This develop-
ment has increased export markets and competition (see also Section 6 on
globalization).
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As a small country, Finland has typically not been able to export its own
standards. A notable exception was the NMT (Nordic Mobile Telephony)
standard implemented by the Nordic countries. The planning of the NMT
network started in 1973 and the official decision to build an NMT 450
network in Finland was taken in 1977. In 1981–82, the network was
brought into operation in Finland and the other Nordic countries, thus
forming a lead market. This initiative supported the growth of Nordic
firms, especially Nokia and Ericsson, as the small size of the national
market could otherwise have constrained product development (see e.g.
Paija, 2001, and Palmberg and Martikainen, 2005, on the development in
Finland). While ICT-related services are not as developed as in some other
countries, these too started to grow considerably, especially after 1995.
Nokia has also increased markets for Finnish software and other firms as
a part of Nokia’s R&D (see also Section 4.4.3 on KIBS).

There are cooperation and feedback links between high-tech firms,
notably Nokia and its subcontractors, and universities and research labora-
tories (for example VTT) in addition to links with customer firms (see also
Section 4.3.2). Feedback from and quality requirements set by customers
lead to innovations and enhanced competitiveness, or – if not met – a
gradual decline of the company. In non-high-tech sectors, the Finnish
forest cluster, for example, has also increased the quality of its products
through such feedback (see Hernesniemi et al., 1996).

Trade associations bring together firms operating in certain foreign
markets, helping them make business contacts and disseminating informa-
tion. The central interest organizations of Finnish industries also promote
internationalization and thereby help in ‘creating’ new markets. There are
also public sector actors operating in this field. At the governmental level,
the liberalization of trade and investment flows in Europe within the
European Free Trade Area and the EU and also globally within the context
of GATT/WTO has enlarged the markets for Finnish products. For firms,
this has formed ‘new markets’ or enlarged existing ones. Further, Finnvera
grants export guarantees,2 Tekes promotes networking and technology
transfer at both the national and international levels, and Finpro (founded
in 1919 as the Finnish Export Association) provides various business
support services for internationalization.

The public sector may also have a role as a lead user because of its large
size. It can, for example, introduce new electronic systems in administration
or public services. According to Palmberg (2000, 2002), public technology
procurement (by the main public telecom operator) has had a positive effect
on Nokia’s growth and internationalization. In the EU, public procurement
has to be Union-wide, however, so there should be no possibility of favour-
ing domestic producers.
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Although the business-to-business market is important for Nokia, the
company’s rise has also meant that the global consumer market has become
relatively speaking more important for Finland than it was before.
Traditionally, Finland has mainly exported paper and wood products,
investment goods (machinery) and basic metal products, for which cus-
tomers are typically other firms. While these products remain important,
their share in exports has declined since the beginning of the 1990s.
Figure 10.2 shows how the structure of Finnish exports has changed and
become more diversified.

4.3 Provision of Constituents

4.3.1 Provision of organizations
To simplify, there was a change in policy thinking in Finland in the 1980s
from ‘backing-old-industries’ towards ‘trying-to-pick-the-winners’ pol-
icies. At the end of that decade, another transition occurred (see Section 1)
when the STPC took the NSI concept as a starting point for its policy.

Figure 10.3 shows a stylized picture of how the innovation support
system has changed since the 1980s. The figure shows different phases of
research, product development and commercialization on the horizontal
axis and different actions or measures on the vertical axis. The dotted
arrows show how product development advances. For example, universities
are involved in basic research and deal with grants to their research per-
sonnel. Research institutes do more applied research. The Academy of
Finland acts with both universities and research institutes. Looking at the
first stylized picture that depicts the situation in the 1980s, we move up and
right. Tekes was involved at the product development phase and granted
loans to firms. Sitra and Finpro, among others, were involved later in the
product life cycle when the product was being commercialized. They were
involved in equity investment (Sitra) or services for the firms (Finpro). The
1980s model was a linear innovation model.

In the 1990s, there was a change in policy because the identification
and prediction of future growth sectors proved difficult. The policies of
the 1990s have been characterized more as ‘conditions-providing’ horizon-
tal policies that seek to avoid direct interventions in product markets
but instead concentrate on rectifying market failures and promoting
competition. To simplify, there has occurred a shift from macro-oriented
structural policies towards long-term micro-based growth policies (see
Georghiou et al., 2003; Ylä-Anttila and Palmberg, 2005). These choices are
also present in the European discussion of whether ‘national champions’
should be supported. Typically, supporting them has not been the best
course of action.
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As we see from the lower stylized picture in Figure 10.3, there has been
a horizontal extension in the innovation support organizations’ activities.
Kera and the Guarantee Board have merged and are now called Finnvera.
FII (Finnish Industry Investment) has joined Sitra as an actor in venture
capital and T&E Centres have been created as a new set of organizations.
For example, the Academy of Finland and Tekes have increased their
cooperation. However, there have not been any real changes in the vertical
dimension.

There has been a move from a linear innovation model in the 1980s
towards a systemic model where innovation is seen as a process with several
interactions and different phases becoming increasingly simultaneous.
Indeed, there is increasing need for coordination of the activities of the
principal public organizations in the Finnish NSI. A ‘Group of Six’ has
been established, in which all five organizations administrated by the MTI
and Sitra take part.3 There is also a great deal of informal cooperation
between the policy agencies (Georghiou et al., 2003).4

Still, as Ylä-Anttila and Palmberg (2005) argue, there has been no
‘master plan’, with the government playing a strong leading role. Rather,
there has been an effort to improve the general operating conditions of
firms, especially in terms of knowledge development and diffusion, innov-
ation and clustering of industrial activities. Public–private partnerships
have been important in this respect.

In the OECD, Finland ranks rather low in the share of entrepreneurs
(self-employment as a percentage of all non-agricultural employment) in
total employment. However, the share is even lower in Norway, the USA,
Denmark and Sweden, among others. Among the more advanced OECD
countries, Finland ranks as an average country. The average for 1997 and
2000 showed that entry and exit rates in manufacturing and business ser-
vices in Finland were both relatively low compared with other OECD coun-
tries. Finland was at about the same level as Denmark and the Netherlands,
but above Sweden. In business sector services, the entry and exit rates were
higher than in manufacturing (OECD Labour Force Statistics; OECD STI
Scoreboard, 2003). Entry and exit rates are also affected by the business
cycle, however, which may be idiosyncratic.

4.3.2 Networking, interactive learning and knowledge integration
Networking is an important element in the Finnish NSI. From a policy
standpoint, the purpose is to increase firm–firm and firm–research institute
connections. Consequently, small firms with limited resources can gain
from the strengths of other firms. In the 1970s, cooperation between firms
and universities was relatively limited, but especially since the 1990s there
has been a strong expansion in this respect. A full 70 per cent of Finnish
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innovating firms were cooperating with other firms, universities or public
research institutes in 1996 as opposed to just 25 per cent in the EU on
average. Finland was followed by Sweden and Denmark with 57 and 53 per
cent shares respectively (European Commission, 2001b).

Nokia is the single most important firm in the Finnish NSI. Nokia has
extensive R&D and cooperation with firms, universities and research insti-
tutes, not just in Finland but also globally (see Figure 10.4). Research
cooperation with universities in the field of mobile phones dates back to the
1980s. According to Ali-Yrkkö and Hermans (2002), cooperation has led
to a flow of knowledge between the partners. In addition to cooperation in
R&D, recruitment from universities to firms and vice versa has served as
another important channel of knowledge transfer.

According to Nieminen and Kaukonen (2001), subcontractors, com-
petitors and non-university research institutes are more important partners
than technical or multi-faculty universities in innovation-related cooper-
ation. They argue that Finnish firms cooperating with universities are
usually high- or medium–high-tech or KIBS firms that have regular
in-house R&D activities. Collaboration among Finnish firms is usually
connected to product development. Finnish firms that did not cooper-
ate with universities gave their reasons as lack of time and lack of
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information about cooperation possibilities. The study found that cooper-
ating companies considered commercial utilization of knowledge, acquir-
ing new scientific knowledge and monitoring technological development as
the most important goals for university cooperation. Leiponen (2001)
shows that networking and feedback from clients are important for KIBS
firms.

Tekes has technology programmes where cooperation and networking
are encouraged at both the national and international levels as the main
instruments for the implementation of innovation policies. Finland relies
on foreign connections and cooperation in research, both basic and
applied, as well as in development of products into finalized goods. Also,
the Finnish home market is too small to support independent commercial-
ization, so international connections are valuable for marketing purposes,
especially for small and medium-sized enterprises (SMEs).

Pan-European cooperation is becoming more important in innovation
and R&D activities. At the European level, Tekes is involved in EU R&D
programmes, EUREKA (a pan-European network for market-oriented
and industry-related R&D), COST (European Cooperation in Scientific
and Technical Research), ESA (European Space Agency), NI (Nordic
Industrial Fund), IRC (Innovation Relay Centre), OPET (Organizations
for the Promotion of Energy Technologies) and TAFTIE (Association
for Technology Implementation in Europe). Tekes hosts the Finnish
Secretariat for EU R&D and it also has cooperation networks at the global
level in the USA, Japan and China.

4.3.3 Provision of institutions
Ginarte and Park (1997) constructed an index of patent rights ranging
from 0 to 5. Finland scored 2.95 in 1980–90, while the figure in 1990 was
4.52 in the USA, 3.90 in Sweden and 3.71 in Germany, for example. A high
figure represents a strong level of protection for patent rights.

As Finland joined the EU in 1995, rules governing competition, foreign
trade and intellectual property rights (IPR) have since been harmonized or
are being harmonized to comply with Union regulations. The creation
of a Community patent will harmonize intellectual property legislation.
According to the Innobarometer published by the European Commission
in February 2004, Finnish firms are rather pessimistic about any positive
effects from the creation of a Community patent for innovation, both in
general and in terms of their own interests (Flash Eurobarometer 144).

Some changes in the Finnish IPR legislation have taken effect in the
second half of 2005. These changes concern the rights of universities over
inventions made under their auspices and the rights of firms over inven-
tions made by their employees. Universities will be given a part of the rights
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to the inventions made in their facilities. Furthermore, universities have
been given the right to set up and own companies.

4.4 Support Services for Innovating Firms

4.4.1 Incubating activities
Since 1980, public sector support for starting up a new firm has increased.
This support does not necessarily take the form of direct financial assistance
but may consist of different types of services available to entrepreneurs.

Several organizations provide incubation services in Finland. The Finnish
Science Park Association, founded in 1988, is a nationwide cooperation
network and connects 22 science and technology parks operating in the uni-
versity cities.5 These science parks promote enterprises implementing innova-
tive research in businesses, their growth and internationalization. They
include 1600 enterprises and other organizations, and 32 000 experts working
in information, telecommunications, environmental, energy, health and
medical technology, life sciences and material research. The science parks
provide training and consulting in founding new firms, business management,
financing, IPR and other legal services, marketing and communications.

The Foundation for Finnish Inventions (FFI), founded in 1971, supports
and helps private individuals and small entrepreneurs residing in Finland
to develop and exploit inventions. It also helps entrepreneurs with new
business and product ideas for licensing. The T&E Centres support and
advise small and medium-sized enterprises at the various stages of their life
cycle and also when a firm is first founded.

4.4.2 Financing
In the past, Finland was on balance a capital-importing country. Financing
possibilities for firms were both limited and largely supplied by the banking
sector. The situation changed during the 1990s. Subsequently, Finland has
become a capital-exporting country with a relatively large current account
surplus; a venture capital market has developed and financing in general is
now less centred on the banking sector.6 Public sector decisions have been
important in the development of the venture capital market. For large
firms, too, the possibilities of obtaining financing from the global financial
markets have become more extensive than they were even in the 1980s.

The Finnish financial markets were liberalized during the 1980s and early
1990s. In 1980–2000, the rights of shareholders were strengthened and those
of creditors weakened. Overall, a bank-centred financial system shifted
from relationship-based debt finance towards increasing dominance by the
stock market. The liberalization of financial markets has also led to a con-
siderable increase in the availability of financing. Still, the growth-oriented
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and innovative SMEs remain financially constrained (see Georghiou et al.,
2003; Hyytinen et al., 2001 and 2003). According to Hyytinen and Pajarinen
(2003b), innovative firms – especially firms engaged in R&D and firms that
own patents and/or intangible assets – run a lower debt ratio than other
firms. These firms rely more on inside equity.

According to Hyytinen and Toivanen (2003), capital market imperfec-
tions have held back innovation and growth but public policy can comple-
ment the capital markets. According to their results, firms in industries that
are more dependent on external financing invest relatively more in R&D
and are relatively more growth-oriented when they have more government
funding (potentially) available. According to Ali-Yrkkö and Pajarinen
(2003), public R&D funding has not reduced private R&D expenditure in
the Finnish metal and electronics industry.

The share of high-tech industries in total venture capital investment is
relatively high in Finland, 57.5 per cent against 45.4 per cent in the EU-15
countries on average.7 In 1998–2001, Finland was close to the OECD
average in this respect. According to CIS3, the share of early-stage venture
capital in GDP was 0.087 per cent in Finland, which is second only to
Sweden in the EU and 0.037 per cent in the EU-15 on average. However,
this ratio was 0.218 in the USA.8

There are a number of public and semi-public organizations as well
as private funds providing financing for innovation processes (see
Figure 10.5). Tekes helps companies by providing R&D funding and expert
services. Sitra provides funding for technology start-ups, regional growth
companies and commercialization activities. Sitra also provides support for
the technological and business-related innovations of new and existing
companies with focus on technological enterprise, technology transfer and
business development.

The Foundation for Finnish Inventions (FII), owned by the state and
administered by the MTI, encourages a more efficient functioning of the
venture capital market by investing actively in new venture capital and
private equity funds in Finland. It also invests in seed and growth-stage
enterprises together with private investors, promotes regional venture
capital investments and uses direct investments to enable major investments
in corporate development, corporate restructuring and the launch of new
industrial projects. The FFI supports the inventions of private persons and
small-scale entrepreneurs. Additional sources of financing are the Finnish
Work Environment Fund and the Academy of Finland.

According to the Finnish Venture Capital Association, Finnish private
equity companies invested a total of €328 million, equivalent to 0.23
per cent of GDP, in 435 investment projects in 2003. Firms at their seed
phase received €11 million. The total capital under management of the
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Finnish private equity companies totalled €3.1 billion (equivalent to about
2.2 per cent of GDP) at the end of the year.

4.4.3 Provision of consultancy services
The supply of business services in Finland has been growing (see
Figure 10.6). Out of a total employment of 2.4 million in 2005, computer
and related activities (NACE 72) employed 42 900 people, R&D (NACE 73)
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Note: Inv./devel.: Investments/development; FFI: Foundation for Finnish Inventions; FII:
Finnish Industry Investment; MTI: Ministry of Trade and Industry.

Source: Georghiou et al. (2003).

Figure 10.5 Service expenditures and the amount of financing granted in
Finland
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employed 19 300 and other business activities (NACE 74.1–5) employed
117 200 people. There has been a total increase of 63 per cent since 1995.
The share of these sectors in total employment has risen from 5.2 per cent
in 1995 to 7.5 per cent in 2005. Nokia has somewhat increased overall
demand for software and R&D services. Schienstock and Hämäläinen
(2001) identify the development of KIBS as a major challenge for Finnish
innovation policy.

Among others, Finpro, the T&E Centres, Tekes and FFI provide different
kinds of consultancy services to firms. According to Georghiou et al. (2003),
Tekes’s services are used at the early phase of firms’ growth cycle or inno-
vation process, while Finpro’s services are used at a later stage. Also the age
of the firm positively affects the probability of using the services of the T&E
Centres. Fintra,9 Finnish industry and universities provide training in inter-
national business management, leadership, sales and marketing, communi-
cation skills, and international business operations.

Private consultancy services complement those provided by the public
sector, but the latter, often with larger resources, may also reduce private
sector business opportunities in this regard. This limits growth in KIBS in
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Source: Statistics Finland.

Figure 10.6 KIBS employment in Finland, 100 people
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the private sector and may help to explain their relative underdevelopment
compared with the other small European countries.

4.5 Summary of the Main Activities Influencing Innovation

The different activities presented above can be classified into three groups
according to their past relevance for innovations in Finland. The most rele-
vant activities include: provision of R&D, competence building, provision of
organizations and networking, interactive learning and knowledge integra-
tion. Activities of medium relevance have been: formation of new markets,
provision of institutions (through international organizations and agree-
ments), demand articulation of quality requirements and financing. The least
relevant activities have been incubation activities and provision of consul-
tancy services. The relevance of these activities has, however, varied over time.

Provision of R&D and competence building are the most traditional and
most important activities in the Finnish NSI. Provision of organizations
was a crucial element in the birth of an explicit NSI and organizations
which still forms the basic channels for different kinds of activities. As a
small country Finland has benefited greatly from open-minded and inten-
sive networking in R&D and learning.

Formation of new markets has been especially important for the elec-
tronics industry, as evidenced by the historical importance of the NMT
standard for the development of mobile phone technology. Provision of
institutions has been closely related to the formation of organizations and
of new markets (especially memberships in the OECD, EFTA and EU).
IPR and competition legislation etc. are currently gaining some import-
ance. Demand articulation of quality requirements is central in the devel-
opment of, for example, paper processing machines and production
automation, where customers’ opinions are crucial guidelines in the tailor-
ing of the technology. Financing is a key activity for many organizations,
especially financing of R&D. Venture capitalism is mainly private, and it is
still relatively underdeveloped in Finland. There are also important public
venture capitalists such as FII, Finnvera and Sitra.

Incubation activities and provision of consultancy services are relatively
underdeveloped in Finland. There is a network of incubators but until
lately they have mainly had only local importance. Development work in
biotechnology has been based within these kinds of organizations but the
results are yet to come. There are important consulting firms in the country,
some of which are foreign-owned. Many of them are concentrated on
administrative development and market research. In the forest industries
and in the development of wood processing technology there is an inter-
national Finnish consulting firm, Jaakko Pöyry Ltd.

384 Slow growth countries



There are some important relations between different activities in:
(1) R&D and competence building at universities; (2) research in different
organizations (R&D and its financing); and (3) networks of research insti-
tutes and universities, firms (including subcontractors), consultants and
customers in applied R&D. Concerning relations between the main func-
tions, activities, organizations and institutions, two are especially import-
ant: (1) the relation between activities and organizations, and (2) the
relations between institutions and organizations. Institutions determine
and regulate the organizations as well as the activities they are responsi-
ble for (the independent role of institutions is not very prominent,
however).

Innovation policy has had a strong influence on three activities: R&D,
competence building and networking. The first two are basic activities
while the third is used in the mobilization of the scarce resources of a small
country.

Globalization has had a strong effect on Finnish firms since the early
1990s. Firms have become international and they have grown in size.
Globalization has affected even rather small firms through export and
import. Subcontracting firms, in particular, have also invested abroad.
Foreign portfolio investments in Finnish companies are currently import-
ant. Foreign firms have bought Finnish companies, especially in the con-
struction and service sectors, and in the production of machinery. This has
had some, but not large, effects on the activities of the Finnish NSI. Finnish
firms have some R&D abroad, such as Nokia in, for example, the USA,
Hungary or China. In big companies, the system of innovation is global-
ized within the firm. Attracted by Finnish R&D know-how some foreign
firms also have small R&D units in Finland. Globalization can also be seen
in the increasing number of international research networks. Consultancy
and financing are becoming more internationalized too (see Section 6 for
further discussion on globalization).

5 CONSEQUENCES OF INNOVATION

Successful product or process innovations will raise productivity and
output and thereby incomes. Consequently, the simplest way of evaluating
the success of innovations is to analyse the development of productivity.

Finland has been catching up with the USA fairly steadily since 1960 in
terms of GDP per hour worked (labour productivity) although it has not
quite kept up with US growth during the past few years (see Figure 10.7).
Finland has also caught up with, for example, Sweden (see also the
Appendix).
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In the 1975–2003 period, total employment in Finland grew by just over
1 per cent and in manufacturing it declined by 24 per cent. Meanwhile, total
hours worked declined by 8 per cent and by 30 per cent respectively.
Consequently, GDP growth is due to continuing rapid growth in labour
productivity. Fixed investment has been considerably lower since the begin-
ning of the 1990s than before, and Finland now has one of the lowest
investment-to-GDP ratios in the EU.

As can be seen in Table 10.4, productivity growth in the trad-
itional sectors was relatively rapid up until about the mid-1990s, by which
time the labour shedding in the depression had more or less come to an
end. The increase in R&D expenditure has only occurred since the early
1990s, and its effects can be seen especially in productivity growth in the
manufacturing of telecommunications equipment, thus contributing
significantly to the catch-up in labour productivity seen in Figure 10.7.

As we have seen, R&D expenditure has been dominated by telecommu-
nication equipment and therein to a large extent by one company, which
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Note: Measured in nominal purchasing-power-adjusted terms.

Sources: Eurostat; Groningen Growth and Development Centre and The Conference
Board, Total Economy Database, http://www.ggdc.net.

Figure 10.7 GDP per hour worked in Finland, Sweden, Denmark and
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may be a structural weakness in the Finnish economy. In any case, the
growth of productivity in the production of telecommunications equip-
ment has been spectacular, as can be seen in Figure 10.8. Rapid productiv-
ity growth in telecommunications equipment started in 1992. Obviously,
higher R&D investment is linked with this development.

As already noted, productivity growth in basic metals industries and
machinery and equipment has been dismal in 1995–2003. Productivity
growth has also slowed in the paper and chemicals industries. This can
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Table 10.4 Average annual real growth rate of value added per hour
worked in selected industries in Finland, and share in total
value added in 2003 in current prices, %

Sector 1975–85 1985–95 1995–2003 Share in 2003

Total economy 3.2 3.2 2.4 100.0

Total manufacturing 4.9 6.0 4.3 22.6
Food products, beverages 3.1 5.7 3.1 1.7
Textiles, leather & footwear 4.4 4.1 1.8 0.4
Wood & products of wood 6.4 5.4 4.8 1.0
Pulp, paper & paper 7.7 6.8 3.3 2.9
products

Chemical, rubber, plastics 5.7 5.1 1.7 2.4
& fuel products

Other non-metallic 3.8 4.6 1.4 0.7
mineral products

Basic metals & fabricated 5.9 6.9 0.7 2.5
metal products

Machinery & equipment 5.3 4.2 0.8 2.4
Electrical & optical 3.7 9.2 13.5 5.7
equipment

Transport equipment 0.6 4.0 1.1 0.9

Wholesale & retail 2.5 2.8 2.5 10.4
trade; repairs

Transport & storage 1.8 3.8 1.5 7.3
Post & telecommunications 3.3 6.2 11.2 3.5
Financial intermediation 3.9 1.8 7.4 3.1
Real estate, renting & 0.6 0.3 �0.9 18.3

business activities
Business sector services 2.7 3.0 2.0 44.0

Note: The base year is 2000.

Source: STAN database and own calculations.
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partly be explained by the finalization of a catching-up phase in many
sectors of Finnish manufacturing. On the other hand, the difference in
productivity growth between ICT-producing and ICT-using sectors is very
large. According to calculations by Estevão (2004), growth in labour
productivity in ICT-using sectors in Finland was the lowest in the EU
after Luxembourg in the 1995–2001 period. The difference from the EU
average was 1.5 percentage points and from the USA 4.4 percentage points
per annum.

In addition to productivity developments we should also look at price
developments in order to have a better understanding of the whole situ-
ation.10 The manufacturing of electronic and optical equipment that is
dominated by mobile phones is a special case among Finnish export
sectors, in the sense that export prices there have been declining quite
rapidly since 1997 (see Figure 10.9). Consequently, the rapid growth in pro-
ductivity is partly ‘deflated’ by the declining prices for these products.
Declining prices are due to rapid development of technology, productivity
and competition. This is typical for much of consumer electronics. Price
developments in machinery, transport equipment, chemical products and
paper have been much more favourable.

6 GLOBALIZATION

Large export firms became much more internationalized during the course
of the 1990s than they were even in the 1980s. This was partly due to the
full liberalization of foreign ownership in firms via direct portfolio invest-
ments in the stock market after 1992 when foreign ownership started to
grow rapidly. At the end of 2004, almost 50 per cent of total market capi-
talization of the firms listed on the Helsinki stock exchange was under
foreign ownership. Nokia accounted for 34 per cent of the total market
capitalization. About 85 per cent of Nokia’s shares were under foreign
ownership.

The stock of Finnish direct investment abroad is about 50 per cent larger
than the foreign direct investment (FDI) stock in Finland. The ratio of the
inward FDI stock to GDP was 27 per cent in 2004, which is about the same
as in the EU-15 countries on average. In Finland, foreign-owned firms
accounted for about 30 per cent of total exports in 1999. In Sweden the cor-
responding figure was about 35 per cent (Ali-Yrkkö et al., 2004).

Sweden is the largest source of FDI in Finland when measured by the
number of firms and personnel and the investment stock. At the end of
2004, Swedish companies accounted for 56 per cent of the total FDI stock
in Finland. The Netherlands, the UK, Germany, Denmark, Luxembourg
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and the USA are also important investors. Together with Sweden, these
countries account for 87 per cent of the FDI stock in Finland.

In 2002, foreign-owned firms accounted for 13 per cent of employment
in Finland. Measured this way, foreign ownership was largest in the chem-
icals industry (37 per cent of employment). The corresponding figure was
29 per cent in the electronics industry and 19 per cent in the food industry.
In manufacturing as a whole it was 17 per cent.

The growth of the ICT sector and innovative activities therein have
increased FDI inflows. For example Sweden’s L.M. Ericsson has been
present in Finland since 1918 but the firm has also had R&D in mobile net-
works in Finland since the early 1980s. Success in ICT-related technology
has therefore increased FDI into Finland in this sector. Indeed, a high tech-
nological level has been an important reason for FDI in Finland (see
Pajarinen and Ylä-Anttila, 1999; Lehto, 2004). R&D activity has thus
usually been acquired through a merger or an acquisition.

It is not clear how foreign ownership has affected Finnish companies.
Informal evidence seems to indicate that foreign ownership has had a posi-
tive effect on R&D and firms’ long-run growth prospects. Pajarinen and
Ylä-Anttila (2001) show that there is some evidence that most of the firms
acquired by foreign companies have benefited from the technological
know-how or managerial capabilities of the new owners. Furthermore,
being part of a larger multinational corporation has also opened new mar-
keting channels and thus formed new markets from the point of view of the
purchased Finnish firms (Georghiou et al., 2003, Section 3.2).

Some non-commercial foreign organizations also exert control over
Finnish innovations. This is the case in foreign-led R&D projects where
Finnish participants are minor contributors. It is also the case with inter-
national financing organizations (such as the EU), which exercise control
over R&D when they are funding it. The role of international R&D projects
has increased recently along with growing EU funding (see Section 4.1.1).

Finnish firms have internationalized their activities intensively since the
early 1990s. Different sectors have become internationalized at different
speeds, with electronics and forest industries as leaders. Different measures
of internationalization are presented in Figure 10.10.

When measured by the share of foreign employment, the forest industry
is the most internationalized manufacturing sector. More than 50 per cent
of the employees are abroad. The most important firms in this sector are
Stora Enso, UPM-Kymmene and the Metsäliitto Group. Recently, this
sector has become rapidly internationalized due to mergers, which have
also caused the large share of foreign R&D.

In the chemicals industry internationalization has mainly affected pro-
duction. The share of foreign R&D is still low. In the metals, engineering
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and electronics industry one-third of employees work abroad. Its inter-
nationalization is mainly due to electronics, especially Nokia and its sub-
contractors. The high share of foreign R&D is also due to Nokia, which
has established several greenfield R&D units abroad. These are mainly
responsible for applied development work such as adjusting mobile phones
to use the Chinese language. Electronics accounts for about 95 per cent of
foreign R&D expenditure and 90 per cent of foreign R&D personnel (Ali-
Yrkkö et al., 2004).

According to recent studies, Finland is a very competitive location for
R&D in terms of quality as well as costs (see Pajarinen and Ylä-Anttila,
2001; Lovio, 2002, 2004). Furthermore, according to Van Beers et al.
(2004), foreign-owned companies cooperate as much with Finnish science
and technology institutions as do domestic firms. This has not been the case
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Note: The calculations are based on statistics by Statistics Finland, Bank of Finland and
the Confederation of Finnish Industries.

Source: Ali-Yrkkö et al. (2004).

Figure 10.10 Foreign shares of personnel, R&D expenditure, R&D
personnel and investment (including mergers and
acquisitions) in Finland in 2003
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in, for example, the Netherlands, where foreign-owned firms have been
much less likely to cooperate with the local institutions.

Increase in foreign R&D is thus not a sign of decreasing competitiveness
of Finnish R&D and of relocation abroad, but instead a sign of expansion
abroad, mainly through mergers and applied development work. In the
future, the continuing internationalization of firms will also mean that the
share of foreign R&D will grow.

Movement of researchers to and from Finland has been modest. The
northern location of the country, a strange language and high taxation
are disincentives for foreigners to work there. However, highly paid
foreign personnel can have tax exemptions thanks to specific legislation,
the purpose of which is to ease the transfer of employees of international
firms to Finland. The possibility of studying in English at Finnish uni-
versities has to some extent attracted foreign students to the country.
Many Finnish researchers in turn are so rooted in Finland through
family ties and lifestyle factors that they are not very eager to emigrate.
However, researcher flows in both directions exist and may increase in the
future.

The Finnish NSI is in principle internationally oriented. As a small
country, Finland tries to exploit international networks. This is seen in
academic as well as in applied research, in the context of universities,
research institutes and international organizations such as the EU,
OECD, etc.

In 2001, affiliates under foreign control accounted for about 17 per cent
of firms’ turnover and 13 per cent of R&D expenditure in Finland; i.e.
their importance was relatively small. These figures were even higher in
the USA, not to mention the Netherlands, Sweden or Ireland. Also in
1997–99, the foreign ownership of domestic inventions, or the share of
patent applications to the European Patent Office (EPO) owned by
foreign residents in total patents invented domestically, was lower in
Finland than in the USA or even the EU after intra-EU cooperation
had been netted out. On the other hand, the domestic ownership of inven-
tions made abroad, or the share of patent applications to the EPO
invented abroad in total patents owned by domestic residents, was rela-
tively high in Finland and also higher than in the USA (OECD STI
Scoreboard, 2003).

Globalization has not brought about a large-scale relocation of innov-
ations and innovative activities outside the NSI. They are still controlled by
domestic actors. Some diffusion of technology through foreign units is
unavoidable, however. Foreign production units also increase productivity
in foreign countries. This is not necessarily a substitute for, but instead a
complement to, domestic productivity increase.
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7 STRENGTHS AND WEAKNESSES OF THE
SYSTEM AND INNOVATION POLICIES

7.1 Strengths and Weaknesses

The strengths of the Finnish NSI include a high level of basic education
(see the so-called PISA studies), a high share of the population with ter-
tiary education, high public and business investment in R&D, high innova-
tiveness of firms (especially a high share of firms with new-to-the-market
products), extensive high-tech patenting, high Internet penetration and
rather strong networking among the different sectors. Recently Finland has
made progress in increasing the share of tertiary education, in raising busi-
ness R&D, in increasing US patenting and in rising high-tech value-added.

The propensity to innovate is the highest in the manufacturing of com-
munications technology in Finland. No other EU-15 country has higher
innovativeness in that sector (European Commission, 2004). After the elec-
tronics industry, the second-best performing sector in innovativeness,
according to CIS3, is KIBS. This sector is important for the diffusion of
innovations to the rest of the economy. Even though KIBS performs rea-
sonably well, its future development is a major challenge for the application
of new technology in Finland. It is also relatively underdeveloped com-
pared with other Nordic countries or the Netherlands.

The paper industry has maintained its important position although its
share in production and exports has declined, reflecting the faster increase
in output of the electronics industry. This industry is good at introducing
new process innovations, but does not perform well otherwise in innov-
ation. The machinery and equipment sector invests heavily in new product
innovations in paper processing machines, different kinds of engines, forest
harvesters and lifting automation.

One of the weaknesses of the Finnish NSI is the small population. It is
a problem in diversification of resources and in use of scale economies. This
is reflected for example in the small size of many universities, in strong
dependence on one sector (electronics) and in fact on one firm (Nokia).
Other weaknesses include unsatisfactory application of ICT outside the
electronics industry, low employment in medium–high-tech manufacturing
and a small number of innovative small and medium-sized firms. SMEs
perform worse than large firms with respect to all other measures of
innovativeness of CIS3, except with respect to R&D intensity. When com-
pared to the SMEs in other countries covered in this volume, the Finnish
SMEs have, however, on average an intermediate ranking.

Even though the share of firms that have introduced new-to-the-market
products has been high in Finland, globalization creates extra challenges
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for product innovations (see Table 10.1 and Appendix Tables A4.9–A4.15).
Several products have reached their peak production in Finland and new
products should be invented and commercialized to maintain production
and employment of the domestic open sector.

7.2 Summary and Evaluation of the Innovation Policy Pursued

The key organizations of the Finnish NSI were established gradually in the
1960s, 1970s and 1980s. The system as a whole assumed its present form in
the 1990s. Finland was the first country to adopt the NSI concept as a basic
foundation for its S&T policy (Miettinen, 2002, p. 12).

The depression of the early 1990s urgently required an increase in
exports. The overheating of the economy and the consequent large current
account deficit, as well as a drastic decline of the Soviet/Russian market in
1991, meant that new types of products had to be invented in order to win
market shares in Western markets. It was not possible to increase exports
of forest industry products to a great extent, and the potential of the
machine and metal product industry was not large enough either. Many
Western economies were also in a recession during the early 1990s, which
meant weak demand for Finnish exports.

High unit labour costs due to overly rapid wage increases in the 1980s
and misfortune in the export markets led to a marked depreciation of the
Finnish currency. The depreciation restored the competitiveness of the
traditional export sectors. Luckily, the innovation and product develop-
ment work done in the electronics industry also started to bear fruit at the
right time. A sufficient amount of research was conducted and there were
enough educated engineers to put the ideas into practice. This was to a large
extent done in one firm, Nokia, which together with its subcontractors con-
tributed markedly to the recovery of the Finnish economy. At its peak, in
2000, the electronics industry contributed about 1.5 percentage points to
the Finnish GDP growth rate. High-tech exports increased accordingly in
relation to their imports. Finland has thus performed well in terms of
manufacturing and exporting high-tech products. However, it has not per-
formed equally well in using these products. While the contribution of ICT
use to productivity growth has been two-thirds in the USA, it has been just
one-third in Finland (Koski et al., 2002).

Total R&D expenditure is currently about 3.5 per cent of GDP, which is
clearly above the EU target of 3 per cent set for 2010. In addition to
Finland, Sweden is currently the only other EU country to exceed this
target. In the early 1990s, the share of public funding (including the uni-
versity sector) in total R&D expenditure was 40 per cent. Currently it is less
than 30 per cent. This reflects fast growth in private R&D. A substantial
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part of the development work is done in one sector, namely the electronics
and telecommunications equipment industry. This tendency has also raised
concern about the long-term viability of innovation activities. R&D invest-
ments especially in new areas have traditionally been dependent on public
funding. There is a danger that there will not be enough new openings in
innovation activities. This fear has already been reflected in the demands of
different political parties. In addition to the electronics industry, biotech-
nology has also received substantial amounts of public R&D funding, for
example from Sitra.

7.3 Future Innovation Policy

Long lists of challenges for the Finnish NSI can be identified (see, e.g.,
Schienstock and Hämäläinen, 2002; Sitra, 2002; Georghiou et al., 2003).
On the basis of the material presented above, we stress the following devel-
opment needs:

1. techno-organizational restructuring and competence building at the
firm level (especially in SMEs);

2. modernization of low-tech industries (for example application of ICT
more widely in manufacturing and services);

3. development of KIBS;
4. supporting inter-organizational network formation (especially be-

tween high-tech and low-tech firms and between the KIBS and other
firms);

5. strengthening basic research;
6. adapting the education system more to the needs of the firms;
7. fostering inter-regional cooperation (small size of the regions);
8. more financing to young, small, growth-oriented R&D-intensive firms

and more tolerance towards failure and risk;
9. more emphasis on user perspectives in innovation projects.

Techno-organizational restructuring and competence building at the
firm level refers to a wider use of social and organizational innovations.
SMEs, in particular, have neglected these. The SMEs have not invested
much in other kinds of innovations, either. Finnish innovation activity is
rather concentrated in large firms and is very technically oriented.
However, the importance of social and organizational innovations is
growing. The ageing of the population is one trend that requires more
social innovations. Within firms, more emphasis should be placed on
organizational innovations and staff training. One advantage of these
kinds of innovations is that they cannot be easily imitated.
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There is a great deal of ICT production in Finland, but in ICT use the
country’s success is modest. This is reflected in low productivity growth of
many industries and services. Because the requirements of industries differ
substantially from each other, there should be more tailor-made innov-
ations, technical as well as organizational. The problems lie to a large extent
in transforming research into marketable products. This problem is also
emphasized by Georghiou et al. (2003). One way to go further in this
respect is to strengthen the cooperation between high-tech and low-tech
firms. Also public support is needed because low-tech firms seldom have
enough own innovative resources. One crucial factor is also increasing the
quality of upper-secondary-level vocational education. Low-tech firms are
often very dependent on workers with practical engineering skills. Tertiary
B education should also be directed towards a better match with the needs
of the firms.

The Finnish service sector is poorly linked to the NSI. ICT is not inten-
sively applied in the sector. The KIBS sector is underdeveloped. Its share
in the Finnish GDP was only 2.5 per cent in 2000, which was about the
EU-15 average. In the UK the corresponding share was 4.5 per cent. More
attention should be given to the development of KIBS and on their links
to industry, universities, public services and foreign firms.

Schienstock and Hämäläinen (2001) identify the development of KIBS
as one of the major challenges for Finnish innovation policy. They empha-
size the need to support the development of KIBS in areas where the exist-
ing demand is not satisfied (marketing, management, design, organization).
They recommend strengthening the role of KIBS in the Finnish economy
and internationally by supporting their growth strategies, including the
application of new ICT-based organizational forms, improved human
resources management and interfirm networking. They also advocate sup-
porting the development of research and training capacities in universities
and polytechnics specialized in the service sector, promoting cooperation
between private and public KIBS providers, strengthening the role of
private KIBS firms in cooperative networks and creating a more service-
oriented culture in Finland.

Finnish companies have quite extensive and intensive innovation net-
works. There is, however, a need to improve some things in this area. Local
and sectoral organizations should be used more in finding and reaching
potential network partners. More emphasis should be given to creating net-
works between high- and low-tech companies and KIBS firms should be
integrated into the networks more frequently. The network approach
should be used more extensively to create service innovations.

Resources for basic research have continued to increase, but to a lesser
extent than in applied research. More emphasis and resources should be
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allocated to basic research because many processes have become more com-
plicated and less controllable and they need input from basic research.
Cooperation with other European researchers in basic research is quite
intensive in Finland. However, contacts with the USA and Japan should be
intensified. Interdisciplinary research and teaching should be promoted.

The education system should be adapted so that it stresses more the
ability to learn new things. Because working life is changing rapidly, less
permanent knowledge can be taught and students should be prepared for
continuing education. Teaching should thus be more problem-oriented.
Also closer links to firms should be established while children are at school.
The education system should be more flexible and diversified to take into
account the differing needs and differing capabilities of students. The idea
of continuous learning should be implemented more fully. The system of
polytechnics should be developed so that the roles of polytechnics and uni-
versities are more clearly defined, enabling the polytechnics to becomer
more specialized.

Improving the education system is also important from the point of view
of preventing social segmentation and social exclusion. This problem has
become severe in the context of rapid structural change, which is acceler-
ated by the application of high technology in production. It has both saved
labour and shifted labour demand towards high-skilled labour. A part of
the labour force is thus in danger of being excluded from the labour market.
This risk requires several kinds of policies, including re-education of
people to new professions and to be able to use ICT in their work as well as
in their leisure time.

In spite of the internationalization of firms, the Finnish NSI is still under
national control. It has a strong sectoral emphasis. There is also a regional
dimension in the policy, but the problem in Finland is that the regions are
small. Competition between regions is thus often not the most efficient
route to take. Strengthening regional innovation policy means, among
other things, more interregional cooperation, as well as between regions
and the national level so that a critical mass for innovations is created.
This applies, for example, to cooperation between universities of different
regions.

Georghiou et al. (2003) emphasize the development of financing for
especially young, small, growth-oriented, R&D-intensive and high-tech
firms. These firms have problems with financing although R&D financing
is functioning quite well in general. This should also mean more tolerance
towards risk. The private venture capital sector is still relatively under-
developed.

Putting more emphasis on user perspectives in R&D is a challenge in
several fields. They include the application of ICT in the whole society and
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development of mobile phones and other wireless solutions to take the user
needs more into account. A user perspective is also important in traditional
industries, for example in metal and engineering, where the products are
becoming more tailor-made.

The continuing globalization of the economy in production as well as
research activity is a challenge for the Finnish NSI, as well as for other
small open economies. An increasing share of innovation activity in large
companies will be carried out abroad. The internationalization of research
will also shift a part of control outside the country. The challenge for the
Finnish NSI is to utilize national innovation activity to enhance domestic
welfare, in accordance with market economy rules, thereby taking advan-
tage of the international division of labour and international networking.
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NOTES

1. Universities are public in Finland, but they also receive some private research funding.
2. Finnvera finances export promotion and supports the internationalization of businesses.

It was formed in 1999 by merging Kera (the Regional Development Fund established in
1971) and Takuukeskus (the Finnish Guarantee Board). Finnvera is Finland’s official
Export Credit Agency.

3. Tekes, Finnvera, Finpro, the T&E Centres and FII.
4. They have, among other things, an Internet portal (www.enterprisefinland.fi) on the

setting up and running a business in Finland.
5. Koskenlinna (2004) finds that in the summer of 2004 there were slightly over 100 incu-

bators in Finland.
6. The Finnish venture capital market remains less developed than, for example, the

Swedish (see Hyytinen and Pajarinen, 2003a). In 1999, seed and start-up venture capital
investment were 0.56 per cent of GDP in Finland relative to 0.38 per cent in the EU-15
area on average. Sweden, the Netherlands and Belgium exceeded the Finnish figure
(European Commission, 2001b).

7. Computer-related fields, electronics, biotechnology, medical/health, industrial automa-
tion and financial services. Total venture capital is defined as the sum of early-stage
capital (seed and start-up) plus expansion capital.

8. Sources: European Innovation Scoreboard: Technical Paper No. 1, ‘Indicators and
Definitions’, 11 November 2003, European Commission, using CIS3; OECD STI
Scoreboard.

9. Fintra was established under the name of Vientikoulutussäätiö in 1962 by the Finnish
government.

10. The price indices used in different countries affect the results. Edquist (2005) discusses this
issue in the context of Sweden and argues that in Sweden, where the ICT production has
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been important for total productivity growth, growth has been overestimated because of
the value-added price deflators used there. This may also concern Finland, Ireland and
South Korea.
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11. An NSI in transition? Denmark
Jesper Lindgaard Christensen,
Birgitte Gregersen, Björn Johnson,
Bengt-Åke Lundvall and Mark Tomlinson

1 INTRODUCTION

How has a small high-income country with high wages, high taxes, a large
public sector, an export specialization in low-tech products (with a few
exceptions) and a relatively low proportion of people with a higher educa-
tion in science and technology been able to adjust to changing international
market pressures and stay competitive and wealthy for decades? In particu-
lar, two interdependent explanatory factors have been put forward in recent
studies of the Danish national system of innovation (NSI) (Lundvall, 2002).

The first explanatory factor is the Danish welfare state model. Since the
1960s, Denmark has emphasized social cohesion and a relatively equal
income distribution based on comprehensive redistribution mechanisms.
Since the 1930s the country has had strong trade unions and a strong polit-
ical presence of the Social Democratic Party even in periods when that
Party did not form the government. A central institution in the formulation
and implementation of economic policies has been the corporatist system
of interactions between the state, the trade unions and the employers. This
has created a labour market with a high degree of ‘flexicurity’, combining
high flexibility for employers to hire and fire with relatively high degree of
income security for the employees (Madsen, 2006). A crucial related aspect
of the social cohesion model is the high labour market participation rate
for women in combination with an extended public service scheme for child
and elder care.

The second and related explanatory factor has to do with the ‘mode of
innovation’ dominated by small and medium-sized enterprises (SMEs) con-
tinuously making incremental innovations based on learning by doing,
learning by using and learning by interacting, especially with customers
and suppliers. One exception to this general picture is the traditional scale-
intensive agro-industrial sector with a high degree of standardization. This
sector has stayed relatively competitive due to high efficiency in the
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processing industries, heavy EU subsidies to primary production, forceful
marketing and efficient distribution channels. Another exception is phar-
maceuticals – a science-based industry with a high level of patent activities.

In a study of Danish competitiveness, Maskell (2004) shows that many
small countries pursue a specialization strategy based on low-tech goods,
but that the Danish case also has specific features. In particular, informal
institutions such as the negotiated economy, egalitarian social values and
the role played by established trust relations in easing the exchange of infor-
mation are pointed out as significant elements (Lundvall, 2002; Maskell,
2004). This type of ‘village economy’, stable macroeconomic conditions,
and an advanced public service sector are important keys to understanding
how Danish industry has remained relatively competitive without substan-
tial inputs of formal research and development (R&D).

However, in recent years the two fundamental pillars of the Danish NSI
have come under increasing pressure. First, the social cohesion model is
under political pressure from neoliberal tendencies common to most of the
Western world and also from an increasingly introverted approach to tack-
ling immigration issues. Second, ongoing globalization implies changes in
the international division of labour and, consequently, the prevailing mode
of innovation.

The current Danish government has established two different commit-
tees to come up with solutions to these challenges. One committee has
investigated how to change the income redistribution mechanisms of the
Danish welfare state and the other – with the prime minister in the fore-
front – has discussed challenges of globalization, with a special focus on
how to stimulate innovation and adaptive capabilities of the labour market.
However, a closer look at the evolution of the existing strongholds of the
Danish NSI shows that they have relied, to a large extent, on the unique
combination of a welfare state emphasizing social cohesion and a mode of
innovation based on interactive learning and international trade. The fol-
lowing sections provide further documentation for this statement.

2 MAIN HISTORICAL TRENDS

2.1 From Agriculture to Agro-industry

In the nineteenth century, the Danish economy was predominantly agrar-
ian and linked to the world economy mainly through its exports of grain to
the UK. In response to the entry of new competitive grain producers from
Russia and the USA, Danish agriculture was reoriented from grain to
animal products and also gradually toward more processed products.
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The rapid diffusion of technical innovations through the Danish
economy since the late nineteenth century occurred in connection with an
important institutional innovation – the introduction of cooperatively
organized dairies and slaughterhouses. The cooperative ownership model
proved very efficient in stimulating a rapid technology diffusion based on
education, training and a widespread consultancy system targeting both
the primary producers and the agro-industry.

The history of the transformation of the agro-industrial complex is
reflected both in the pattern of specialization of Danish technical com-
petence and in the organization of innovation. Over the years, the agro-
industrial sector has been especially profitable in developing, producing
and marketing selective food products of a uniform and relatively high
standard. On the one hand, this standardization process initiated a strong
focus on process innovations emphasizing automation and reductions of
direct labour costs in dairies and slaughterhouses. This tendency still pre-
vails, with the effect that increasing numbers of jobs have recently moved
from Denmark to other EU countries with lower wages. On the other hand,
the process innovations created a demand for innovations in machinery and
equipment for milk and meat processing that has fostered Danish strong-
holds within these technological fields. Gradually, a cluster of firms within
the different parts of the value chain for pork production has emerged. One
of the main players in this cluster, Danish Crown, is the second largest
slaughterhouse in the world, processing around 20 million pigs per year.
Various waves of concentration have influenced the Danish slaughterhouse
sector, and today Danish Crown totally dominates the Danish scene with
an export value close to DKK30 billion (approx. €3.7 billion) per year –
equivalent to 56 per cent of the Danish total export in agriculture
(www.danishcrown.dk). In 2004, around 15 per cent of all Danish exports
were agricultural products. The Danish export of agro-industrial equip-
ment is currently about DKK11 billion per year.

The long-term changes in the overall employment structure in Denmark
have followed the general pattern of most OECD countries during the
twentieth century – from agriculture to manufacturing to service sectors. In
the Danish case, the strong expansion of public service sector employment
took place from the mid-1960s to the early 1980s. After that period,
employment growth in the public service sector has stagnated while
employment in the private service sector has continued to increase.

2.2 Contemporary Clusters of Competence

In 2001, The Danish National Agency for Enterprise and Housing identified
20 existing and nine potential (emerging) Danish clusters of competence
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listed in Table 11.1.1 The 29 identified clusters of competence include not
only traditional Danish strongholds within agriculture (especially pork and
dairy products) and the maritime sector (shipping companies, shipyards),
but also the development of other Danish clusters of competence that have
historical roots in the agriculture and the maritime areas. There is, for
instance, a direct link between communication technology and sea trans-
port, a link between refrigeration technology and food production and food
transport, a link between insulin and pork production and probably also a
link between stainless steel and dairy products.

It is, however, interesting to note that quite a few of the Danish clusters
of competence – wind energy, water supply and wastewater treatment,
hearing aids, handicap equipment, and the medical and pharmaceutical
industry – are linked to public utilities and public services, such as health-
care. Public technology procurement, regulation and advanced public
demand have been important driving forces in both the creation and the
further development of these clusters. Additionally, there are direct and
indirect links and spin-offs based on public sector demand and regulation
within the communication technology and offshore industry clusters.
Within the group of potential or emerging clusters of competence, more-
over, there are also clear links to public sector demand and regulation in
relation to bio-informatics and waste handling. We will return to such
‘demand-side factors’ in Section 4.2.

2.3 Low-tech Export Specialization, but Changes Under Way

At first sight, a relatively high share of the Danish manufacturing value-
added, employment and export appears to be within low-tech industries
(especially food products and beverages), although the share is decreasing
(see Appendix Table A2.1). As mentioned in the introduction, there are
exceptions to the traditional dominance of low- and medium-tech sectors
– the most important being the pharmaceuticals and the medical industries.
Both sectors have gained important terrain in terms of share of manufac-
turing value-added and export.

Low or medium R&D intensity does not, however, mean that produc-
tion is not knowledge-intensive. In fact, production in many of the
industries characterizing Denmark’s so-called low- and medium-tech
production is based upon extensive knowledge inputs related to a high
degree of change and flexibility in firms’ use of resources, including rapid
diffusion of new technologies and frequent incremental product innov-
ation combining a high level of competence in industrial design with
advanced organizational techniques and marketing methods. Such know-
ledge components are not necessarily registered as research activities in the
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Table 11.1 Danish clusters of competence, 2001

Existing clusters of Potential (emerging) 
competence clusters

Agriculture Fur (DK produces 40% of Øresund Food Network
world’s mink) Organic food

Seeds (DK supply app. 50%
of world market)

Commercial gardening
Pork (hog breeding, bacon factories) 
Dairy products

Transport and ‘The blue Denmark’ (shipping PR/communication
communication companies, shipyards,

equipment, sea transport)
Telecommunication (especially 
mobile and satellite 
communication)

Transport (inland, goods)

Public utilities Wind energy (windmills, Bio-informatics
and public turbines, various components) Waste handling
services Water (water supply, wastewater 
(especially treatment)
healthcare) Hearing aids

Disability equipment
Medical and pharmaceutical 
industry

Mixed Power electronics Sensor technology
Cooling and heating technology, Ubiquitous computing
ventilation equipment Movie and video 

Stainless steel production
Offshore industry Toys and games
Textiles and clothing
Furniture
Business tourism

Notes: The identification of clusters is based on the following four criteria:
1. High OECD market share (above average for Danish export to OECD, 1990–99). This

criterion indicates an established cluster.
2. High export growth rate (above 13% p.a. (average)). This criterion indicates a potential

cluster.
3. Highly priced products (prices exceed the average world market price by more than

15%). This criterion indicates high quality.
4. High market growth on import markets (OECD import growth exceeds 3.7% p.a.). This

criterion indicates a growing market.

Source: Based on Danish Enterprise and Construction Authority (2003), Appendix C.



statistics but nevertheless add high value to the products. Clearly, indus-
trial design is an input of that type. Examples of Danish design, such as
Bang & Olufsen hi-fi equipment, Novo’s insulin pen, the Wegner chairs,
PH lamps, Royal Copenhagen (porcelain), and Georg Jensen silver illus-
trate how applied industrial design may be a (if not the) fundamental
ingredient in international market success for these products. A study of
the economic importance of design has estimated that Danish companies
annually invest around DKK7 billion in design activities, and that com-
panies investing in design show significantly better bottom-line results
than companies not engaged in design activities (Danish Enterprise and
Construction Authority, 2003).2

A supplementary explanation of the overall performance of the Danish
NSI could be that innovations flourish in industries not usually regarded as
traditional engines of growth, the so-called ‘creative industries’. These
include, for example, the music industry, the film industry, leisure, sports
and arts. In Denmark, these industries make up a substantial and increas-
ing proportion of the economy. It is estimated that these industries con-
tribute 5 per cent of gross domestic product (GDP), represent 12 per cent
of total employment, and account for 16 per cent of total Danish exports
(Ministry of Science, Technology and Innovation, 2005a).

3 INNOVATION INTENSITY

Community Innovation Survey 2 and 3 (CIS2 and CIS3) data indicate that
Danish firms are relatively innovative, but also that there are differences
among sectors. According to the CIS3 data, the sectors with the highest
shares of innovative firms are manufacturing and knowledge-intensive
business services (KIBS), where respectively 50 per cent and 51 per cent of
the firms have introduced product or process innovations. Within finance
and trade, the share of innovative firms is lower (respectively 38 per cent
and 35 per cent). Compared to other small open economies like Sweden,
Finland and the Netherlands, the data (CIS3) indicate that the Danish
finance and trade sectors are lagging behind in innovativeness (see
Appendix Table A4.4). Since finance and trade have especially strong link-
ages with the rest of the economy, their relatively low innovation intensity
may be a future Achilles’ heel for the Danish economy as a whole, if no
action is taken to stimulate more innovative behaviour within these two
sectors. However, a new survey of product innovation activities in the
Danish private knowledge-intensive service sector indicates important
ongoing changes. This new survey (2005) covers services within finance,
communication and KIBS.3 The overall conclusion is that these three
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service sectors fully match the most product-innovative manufacturing
industries (electronics and chemicals) in terms of the rate of innovation.
Seventy-nine per cent of the financial firms, 86 per cent of the firms within
communication and 73 per cent within KIBS had developed new prod-
ucts/services in the period 2003–5 (ECON Analyse, 2005).

Despite the increasing awareness of innovation, it is interesting to note
that different independent surveys all indicate that the share of product-
innovative firms in Danish manufacturing has been decreasing over the last
ten years.4 Although the CIS asks non-innovative firms why they do not
innovate, there are no conclusive answers to this question. The reasons given
by the firms are rather broad, encompassing in the Danish case ‘market con-
ditions’ (half of the firms), ‘not necessary due to earlier innovations’ (one
out of seven), and ‘other reasons’ (one-third). Among reasons listed under
‘other reasons’, the most frequent was either ‘lack of economic resources’,
‘innovation is done elsewhere’ or ‘restructuring’. Other surveys (Christensen
et al., 2004; Drejer, 2006) find that ‘lack of time’ and ‘no need’ are by far the
most frequently mentioned reasons. Interestingly, the statement that there is
no need for innovation is equally distributed between high-tech and low-
tech industries.

Tables A4.12 to A4.15 in the Appendix show the share of the firms’
turnover in 2000 due to product innovations made during the period
1998–2000. Although some differences exist between the sectors, it is clear
that the lion’s share of the turnover is based on unchanged products. On
average, 13 per cent of the turnover is based on products that are new or
significantly changed from the perspective of the firm.5 Genuine new prod-
ucts – i.e. products that are not only new to the firm but also new to the
market – account for around 7 per cent of the turnover. Data prepared for
the latest version of the European Innovation Scoreboard (2005) indicate
a small decrease in the sales of new-to-the-market products but a substan-
tial increase in the sales of new-to-the-firm not new-to-the market products
from 18 per cent in 2000 to 26 per cent in 2002.6 To the extent that these
data sets provide a fair picture, Danish firms seem to be especially success-
ful in introducing new-to-the-firm products.

In general, larger firms are more often innovative than smaller firms.
However, there is no evidence that larger firms should generally be more
innovative than smaller firms. On the contrary, evidence from innovation
surveys in Denmark shows clearly that small firms tend to be relatively
more innovative than large firms if the intensity is calculated as the number
of product innovations per employee (Christensen et al., 2004). Moreover,
when the share of turnover based on genuine new products is taken as indi-
cator, there seems to be no significant difference between large and small
firms.7
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3.1 Non-technological Innovations

The CISs have hitherto mainly focused on technological innovation in rela-
tion to product and process innovations. However, the capability to intro-
duce non-technological innovations in the form of organizational
innovations, management techniques and industrial or pure aesthetic
design are often crucial for firms’ competitive advantages.

CIS3 opens up a tiny possibility to shed some light on the importance of
non-technological innovations. Although the variance in the data suggests
that there may be some problems with a common understanding of the
underlying concepts, it is currently the only indicator available within CIS3.
Half the Danish firms in the survey claim to have made one or more of
these types of changes. Strategy, organizational and marketing changes are
the ones listed by most firms, whereas aesthetic design and management
changes are less frequent, according to the survey.

Compared to similar results from other countries, the results for
Denmark are quite clear. In general, Denmark occupies the bottom rank in
relation to Norway, Sweden, Finland and the Netherlands (Ireland not
included). According to the data, these other countries have considerably
higher shares of firms implementing non-technical innovations. According
to a composite indicator summarizing the different non-technical innov-
ations, Denmark is ranked as number 21 out of the 23 countries for which
data are available (European Commission, 2004, p. 15).

It is interesting that the relatively low score also holds for the aesthetic
design indicator. One explanation could be that Danish firms are still
benefiting from design activities carried out (long) before the survey; see
also Section 2. This would of course be true for products such as classical
furniture and porcelain, but not, for instance, for consumer electronics.
However, if the data are representative of the Danish firms, they surely indi-
cate future challenges for Danish high-value-added firms to stay competi-
tive, although recent data on for instance the number of new registered
community designs per million inhabitants may give rise to less pessimism
(see Section 4.1.1).

Recent work by Lorenz and Valeyre (2006) shows further interesting
results concerning organizational forms and innovative performance.
Based on European survey data on working conditions (conducted in
2000), these authors found wide differences in the importance of different
forms of work organization across 15 European countries. They identified
four basic forms (clusters) of work organizations: learning organization,
lean production, Taylorism and simple organization. The learning form of
work organization features the overrepresentation of problem-solving
activities, learning new things in work, autonomy in setting work rate and
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work methods, and complexity of tasks. This form of organization seems
to be most widely diffused in the Nordic countries, the Netherlands and to
a lesser extent Germany and Austria. In the Danish case, learning organi-
zation accounts for 60 per cent of employment (EU-15 40 per cent), lean
production 22 per cent (EU-15 28 per cent), Taylorism 7 per cent (EU-15
14 per cent) and simple organization 11 per cent (EU-15 19 per cent).

4 ACTIVITIES THAT INFLUENCE INNOVATION

The previous sections have briefly described the production structure and
innovativeness of the Danish NSI. With this overall picture in mind,
Section 4 analyses selected key elements and activities that constitute the
Danish NSI.

4.1 Knowledge Inputs to Innovation

4.1.1 R&D activities
The R&D figures in Table 11.2 indicate a significant increase in the total
R&D input for the Danish NSI. As can be seen, public R&D spending has
not increased to the same extent as private, and for the moment, despite the
decrease in 2004, it may seem more realistic that the private sector will reach
the Barcelona goal of spending 2 per cent of GDP on R&D before 2010
than that the public sector reaches the minimum 1 per cent goal. In 2005
public R&D spending in Denmark even decreased to 0.75 per cent of GDP
while most other countries increased such spending.

Going a bit below the surface of the aggregate numbers, a more
differentiated picture emerges. Although the averages are level with, or even
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Table 11.2 Denmark’s R&D spending as a proportion of GDP,
1995–2005, %

Sector 1995 1997 1998 1999 2000 2001 2002 2003 2004 2005

Private 1.05 1.19 1.33 1.42 1.51 1.65 1.75 1.77 1.69 n.a.
Public 0.78 0.75 0.76 0.76 0.75 0.75 0.78 0.79 0.79 0.751

Total 1.83 1.94 2.09 2.18 2.26 2.40 2.53 2.56 2.48 n.a

Notes: From 1998 there has been a change in the methods of data collection in order to
include more R&D done by SMEs.
1 Budget.

Source: Danish Institute for Studies in Research and Research Policy (2003, 2005).



above, EU and OECD averages, the distribution of R&D expenditures is
skewed. Only 2 per cent of all firms conducted nearly 40 per cent of the
total R&D in 2001 (Danish Institute for Studies in Research and Research
Policy, 2004, p. 46), and in particular two major companies, Novo Nordisk
and Sauer Danfoss, conducted a substantial part of the Danish R&D. Since
the mid-1990s, though, the SMEs have increased their R&D effort, also as
compared to the SME segment in the other Nordic countries.

The main part (in 2001, 80 per cent) of private R&D expenditure con-
sists of in-house activities.8 It is interesting, however, that nearly 60 per cent
of external R&D is acquired from foreign firms and research organizations.
Only 6 per cent of external R&D is purchased from Danish public research
organizations.

The industries with the greatest research activities are the pharmaceutical
industry and the information and telecommunication (ICT) industries. The
research departments in these industries cooperate closely with Danish and
foreign universities, but there is an increasing tendency for Danish firms to
establish laboratories outside Denmark (Danish Institute for Studies in
Research and Research Policy, 2003). Novo Nordisk, for instance, spends
around half a billion euros per year on R&D and employs globally around
3000 people in research. Forty-four per cent of Novo Nordisk’s 22 460
employees are based outside Denmark (www.novonordisk.com). This trend
is also prevalent in other countries hosting large research-intensive inter-
national companies, but especially for a country with only a relatively few
R&D-intensive firms this may be a cause of concern.

Science and technology profile Patent statistics confirm the general picture
of a Danish innovation mode characterized by incremental innovations
and only a few radical breakthroughs (in technical terms), although spo-
radic changes in the general picture are visible. According to the 2005
European Innovation Scoreboard, Denmark has been moving ahead in
terms of new European Patent Office (EPO) patents per million popula-
tion, but is losing momentum with regard to new US Patent and Trademark
Office (USPTO) patents and new triad (USA, Europe and Japan) patents,
although both the EPO and the triad indicators are well above the EU-25
average. Regarding registered new community industrial designs per
million inhabitants, Denmark held the leading position among the EU-25
in 2003 and 2004, supporting the hypothesis about prevailing Danish
strongholds within industrial design.

Using the revealed technological advantage in patenting as an indicator
of specific technological strongholds, Denmark has a relatively high share
of patenting within biotechnology, pharmaceuticals, food and tobacco,
agriculture, industrial process equipment, and glass, clay and cement
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(see Appendix Figure A3.2). Moreover, despite Denmark’s relatively low
total patenting performance compared to the leading European countries
Sweden and Finland, it scores high on other output indicators. For
example, Denmark has in general a high publication rate measured as
number of publications in international journals per capita. Looking at the
specific scientific areas with relatively high publication rates – here meas-
ured by the revealed comparative advantage in scientific publication
output – the Danish strongholds are within ecology/environment,
immunology, agricultural science, astrophysics, biology and biochemistry,
molecular biology and genetics, and clinical medicine (see Appendix
Figure A3.1). In that sense, there is a clear correspondence between several
of the identified clusters of competence (see Section 2) and the technolog-
ical and scientific strengths indicated by the specific areas of relative high
patent activity and publication rates.

4.1.2 Competence building
Denmark spends a relatively high proportion of GDP on education as a
whole – 8.5 per cent compared to the OECD average of 5 per cent.
However, only 20 per cent of the expenditure on education is on higher edu-
cation. Among other countries with high total education expenditure, the
corresponding share is between 25 and 30 per cent (Ministry of Science,
Technology and Innovation, 2003).

In the last two decades the number of higher education (HE) students
has increased considerably. In 2005, 33.5 per cent of the Danish popula-
tion between 25 and 64 years had a tertiary education. The equivalent
figures for Norway, Sweden and Finland were 32.6 per cent, 29.2 per cent
and 34.6 per cent, respectively, compared to the EU-25 average of
22.8 per cent (European Innovation Scoreboard, 2006). Even if the
number of new graduates (per 1000 population aged 20–29) with training
in science and engineering (S&E) has been growing, from 8.1 per cent in
1998 to 13.8 per cent in 2004, it is now just above the EU-25 average of
12.7 per cent and there is still a large gap compared to the leading EU
countries Ireland and France with S&E graduates per 1000 inhabitants
above 20 per cent.

Denmark has a long tradition of adult education and training.
According to the European Innovation Scoreboard 2006, Denmark
belongs together with Sweden, Switzerland, Ireland and Finland to the
group of countries with the highest proportion of the population partici-
pating in lifelong learning activities. In 2005, 27.6 per cent of the Danish
population aged 25–64 participated in such activities. In comparison, the
equivalent share in Sweden was 34.7 per cent, and the EU-25 average was
only 11.0 per cent.
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Competence and competence building is linked to the labour market and
labour mobility in various ways (Tomlinson and Miles, 1999; Tomlinson,
2004). First of all, mobility rates seem to increase during booms and
decrease during recessions in overall economic activity. Second, as
Graversen et al. (2003) found in their analysis of labour mobility trends in
the Nordic countries, employees operating in different sectors and with
different demographic characteristics have different propensities to shift
jobs. Employees in high-tech sectors such as ICT seem to shift jobs more
frequently. Moreover, employees with the highest human capital appear to
be the most mobile, and older workers seem much less willing (or able) to
move around than younger ones.

Even if mobility between firms is an important mechanism for know-
ledge dissemination, there are also drawbacks. If interfirm mobility
becomes too high, it may reduce firms’ incentive to invest in education and
training activities or, conversely, increase the costs for these activities
without the possibility of obtaining the long-term benefits. Furthermore,
employees’ capability and incentive to participate in innovation activ-
ities (including product, process and organizational changes) may be
weakened.

4.2 Demand-side Factors

The CIS3 data provide a general picture of how firms perceive the import-
ance of market pressure for their propensity to innovate. Nearly 90 per
cent of the Danish innovative firms mention clients and customers as key
sources of information for innovation, and only around 10 per cent of
both the innovative and the non-innovating firms mention lack of con-
sumer interest in new products and services as an important innovation
barrier. Taking a longer-term perspective, it is obvious that ‘demand
factors’ and market conditions are decisive for stimulating innovation
activities, and in general factors such as high per capita income and a high
degree of buyer sophistication influence the propensity to innovate posi-
tively. On both these indicators Denmark performs relatively well
(European Commission, 2005). In the Danish case ‘demand factors’ in the
form of public technology procurement and regulation have played (and
still play) a key role in creating and maintaining important international
strongholds.

4.2.1 Public technology procurement and regulation
As already mentioned in Section 2, public technology procurement, regu-
lation and advanced public demand have been important driving forces in
both the creation and the further development of several of the existing
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Danish clusters of competence such as wind energy, water supply and
wastewater treatment, hearing aids, disability equipment and the medical
and pharmaceutical industry.

The development of both the Danish wind energy sector and the
Danish hearing aid industry are in many ways illustrative examples of
the systemic nature of innovation processes and its dependence on co-
evolution and interaction between technological, economic, political and
institutional elements. In both cases, public quantitative and qualitative
demand and regulation have played a crucial role in innovation and
performance of business activities. See Boxes 11.1 (wind energy) and 11.2
(hearing aids).

BOX 11.1 THE DANISH WIND ENERGY CASE

Since the late 1970s, wind power has played an increasingly
important role in Danish energy production and consumption and
over the same period the Danish wind turbine industry has
obtained a leading world market position. In 2004, Danish firms
accounted for around 40 per cent of the world production of wind
turbines measured both in power (MW) and in market share.

The strong anti-nuclear power movement and the energy supply
crises in the late 1970s spurred a growing interest in alternative
sustainable energy technologies in Denmark. Most wind energy
projects in the 1970s began as private projects, where technically
interested people made experiments with scaled-down versions
(10–15 kW) of the Gedser machine (Krohn, 1999).When the more
‘professional’ turbine manufacturers entered the scene in the late
1970s and the early 1980s, most of them came from a background
in agricultural machinery (e.g. Vestas, Nordtank, Bonus, Nordex
and later Micon), although one company, Wind World, was founded
on gearbox and marine technology (Krohn, 2000). The wind
turbine companies illustrate how learning is cumulative and often
based in the national production structure and at the same time
‘accidental’ or unplanned.

A mixed palette of policy instruments has been introduced to
stimulate Danish wind power production.The obligation for utilities
to buy wind power at 85 per cent of the market price level was
crucial. Another key element was a 30 per cent subsidy of invest-
ments in new wind turbines. The investment subsidy was intro-
duced in 1979, but was gradually reduced and was abandoned
ten years later. Since 1985, the Danish government has ordered
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the utilities to install various amounts of wind power. Relatively
high green taxes on all electricity – but with a partial refund for
renewable energy including wind power – has been another
measure to make wind power more attractive to the power
companies.

The establishment of the public wind power test station at Risoe
Research Centre in 1978 turned out to be crucial for the develop-
ment of Danish wind power activities in relation to the knowledge
requirements for production, distribution and regulation of wind
power.To receive the public investment grants, a wind turbine type
approval from the national laboratory was required. This approval
process was an important mechanism for knowledge development
and diffusion among both the wind turbine manufactures and the
investors, and it stimulated an interactive learning process. The
strict safety and performance requirements put a persistent pres-
sure on manufacturers to upgrade their design and manufacturing
skills, and today Risoe is among the leading international institutes
when it comes to basic research in wind turbine technology and
wind resource assessment.

Most wind turbine owners are organized in the Danish Wind
Turbine Owners’ Association, which publishes a monthly maga-
zine with production figures and notes on technical failures for
more than 1500 turbines. The statistical database, user groups
and technical consulting services for members have been import-
ant instruments to secure a transparent market based on shared
knowledge (Krohn, 2000). The wind industry manufacturers
have their own organization too – the Danish Wind Industry
Association. The organization carries out extensive information
work, makes policy analyses, takes part in standardization activ-
ities, and is involved in national and international R&D activities.
It seems fair to conclude that knowledge sharing and interactive
learning among key players have been (and still are) important
characteristics of the evolving Danish wind power innovation
system. Hitherto, an ‘open source strategy’ seems to have pre-
vailed for the benefit of the whole system, but new tendencies
towards patenting and other forms of knowledge commodification
may appear in the future.

Source: Gregersen and Segura (2003), www.windpower.org, www.dkvind.dk.
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BOX 11.2 THE DANISH HEARING AID CASE

At the beginning of the 1950s, the Danish association of hearing-
impaired people persuaded the Danish government to provide full
public support for any Dane needing a hearing aid. This public-
financed demand helped pave the way for the modern Danish
hearing aid industry. It is worth noting that a similar decision on
public support was taken in the UK, but without the same positive
effects on the British hearing aid industry. According to Lotz
(1997), this may have to do with the differences in the specifica-
tion of the tenders. In the UK case, the tender was based on a spe-
cific design made by a medical research council, whereas the
Danish tender only included a range of minimum specifications to
be met.

An important part of the success story has also to do with a
strong Danish knowledge base within audiology and acoustics – a
knowledge base that beside hearing aids is applied in a vast range
of other high-tech products with a Danish niche production like
loudspeakers, room acoustics, advanced measurement tech-
niques, and various forms of noise control. Furthermore, the
Danish hearing aid industry has a long tradition of cooperation with
Danish universities. Among the latest initiatives is the Centre for
Applied Hearing Research, established in 2003 at DTU. The
Centre is supported by various public and private funding includ-
ing funds from the Danish hearing aid industry.

Today there are six global companies covering about 90 per cent
of the world’s hearing aid production: Oticon (William Demant
Holding), GN ReSound, Phonat, Siemens, Starkey and Widex.
Three of these are Danish:

1. Oticon (turnover: nearly DKK4 billion (2003), 3700 employees,
of whom 1200 are located in Denmark, 95 per cent of turnover
from abroad).

2. GN ReSound (turnover: approximately DKK3 billion (2003),
approximately 3800 employees).

3. Widex (1400 employees worldwide, of whom 700 are located in
Denmark, started 1956 as spin-off from Oticon).

Source: www.oticon.com, www.gnresound.com, www.widex.com; Lotz (1997).
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4.3 Provision of Constituents

4.3.1 Provision of organizations
Renewal of existing organizations together with creation of new ones
(firms, technological service institutes, regulatory bodies, etc.) reflects
important dynamics of the NSI. By focusing on entrepreneurship, this
section thus touches on one of the key factors creating dynamic changes
within the system.

Formation of new organizations, here interpreted as formation of new
firms, is most often either analysed by data from Global Entrepreneurship
Monitor (GEM), which basically asks the adult, working-age population
about their participation in start-up of new firms, or from statistics based
upon establishment of new firms, for example using VAT numbers. The
data show that Denmark is a little below the EU-15 average. The same goes
for the total entrepreneurial activity (TEA) index from GEM. The TEA
index for Denmark in 2004 was 5.32, meaning that one in every 19 Danish
adults between the ages of 18 and 64 years had been directly involved in
starting or running a new business. This was 10 per cent less than the year
before. In comparison, the mean index for the 32 countries participating in
the GEM survey in 2004 was 9.74 and for the 17 participating EU coun-
tries the mean TEA rate was 5.73 (GEM, 2004, p. 142). Taking the latest
GEM surveys into account, they indicate a widening gap between
Denmark and the rest of the world. While the Danish TEA rate decreased
by 10 per cent in both 2003 and 2004, the world TEA increased. According
to GEM (2004), Denmark has during the 2000–2004 period been consist-
ently positioned in the middle among European countries, and below most
of the developed countries outside Europe (ibid., p. 143).

In 2004, nearly half (48 per cent) of the new Danish businesses started
within the framework of an existing firm (intrapreneurship). This is well
above the 28.5 per cent mean for all countries and just below the top-ranked
Hong Kong with an intrapreneurship rate of 51 per cent. Looking at the
recent trends, there are indications of a decreasing interest among the
Danish adult population to engage in intrapreneurial and entrepreneurial
start-ups (GEM, 2004, p. 171).

Explanations for these differences across countries must refer to a com-
bination of various factors including the country-specific production struc-
ture, unemployment rates, labour market institutions, culture, finance and
supporting policies. In the Danish case, a low unemployment rate com-
bined with an extended social benefit system implies that entrepreneurial
activities simply motivated by lack of other income possibilities are low.
Furthermore, the possibilities to start up and survive within traditional
service and retail areas are not strong, due to a wide-reaching public service
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sector and a relatively concentrated retail market structure. Another
explanation of the relatively low (and falling) rate of entrepreneurial activ-
ity may be that many Danish employees feel they have sufficient opportu-
nities to influence their own working conditions and participate in learning
and innovation activities at their existing workplaces. The previously men-
tioned study by Lorenz and Valeyre (2006) showing a relatively high share
of learning organizations in the Danish case may support this hypothesis.
Given the fact that the survival rate for new firms in general is low, there
are – from a policy perspective – good reasons not to focus only on the
creation of new firms, but also to pay attention to the crucial renewal
process of existing firms.

4.3.2 Networking, interactive learning and knowledge integration
According to the CIS3 for Denmark, 40 per cent of innovating firms col-
laborated with one or more other partners in relation to their innovation
activities in 1998–2000. As indicated in Table 11.3, nearly half of the firms
(47 per cent) collaborated with their domestic (Danish) clients and cus-
tomers, and 26 per cent had collaborations with their foreign clients and
customers. From a globalization perspective, it is interesting to note that
most of the foreign cooperation partners were located in the near
EU/EFTA countries.
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Table 11.3 Collaboration partners 1998–2000, % of firms with
collaboration

Collaboration partner Domestic Foreign Total Total 
(DK) CIS3-DK CIS3-EU

Firms within same concern 42 29 65 42
Suppliers 48 23 60 61
Clients & customers 47 26 55 50
Competitors 22 14 34 29
Consultants 39 15 46 41
Private labs & R&D firms 17 7 22 22
Universities & other higher education 23 9 29 31
Public & private non-commercial 19 3 21 20
research centre

Notes: CIS3-DK is based on an extended population including supplementary data from
construction and selected service industries in order to fit the Danish R&D statistics.
CIS3-EU is equivalent to the Eurostat dataset.

Source: Danish Institute for Studies in Research and Research Policy (2003), CIS3-DK,
Table 15 and CIS3-EU, Table 32a.



Although suppliers and customers are the most frequent collaboration
partners, it is interesting to note that around 30 per cent of the firms state
that they have collaborated with universities. This indicates an important
increase compared to earlier studies. A survey on the Danish NSI (the so-
called DISKO project, 1996–99) found, for instance, that only 17 per cent
of the Danish firms collaborated with universities in relation to product
innovation, while 38 per cent collaborated with technological service insti-
tutes.9 It is still too early to conclude to what extent the marked increase in
the importance of universities as collaboration partners registered by the
survey reflects an emerging transformation of the firms in general, i.e.,
whether they have begun to pay more attention to R&D or whether the data
instead indicate that universities have become more engaged in consultancy
and various technological service activities. The increasing private R&D
(see Section 4.1) expenditures could support the former interpretation, and
the growing pressure on universities to increase collaboration with private
industry might support the latter.

4.3.3 Provision of institutions
An important role of institutions is to support or hamper processes of
change for both individuals and organizations, making it easy or difficult
for these actors to cope with changes in technology, organization,
markets, procurement, occupation, income, residency, etc. Another focus
point is how individuals and firms acquire and renew the skills and com-
petences necessary for survival and success in a learning society. What
makes people and firms ‘abandon’ and maybe forget existing competences
and acquire new ones, and how is this accomplished? With this in mind,
we shall concentrate in what follows on a few sub-sets of institutions that
we think are crucial for the Danish NSI: educational institutions, research
institutions and labour market institutions. In Section 7 we shall return to
a discussion of some of the related governmental restructuring and policy
initiatives.

Educational institutions Central and local governments are the main
providers of education at primary and secondary levels. Generally speak-
ing, curricula, study programmes, textbooks, etc., as well as most teachers,
seem to acknowledge that supporting communicative and cooperative
skills and ‘social competence’ is a major task of the school system. Informal
institutions supporting interactive learning and innovation in the economy
are provided by the school system, even if they are not often explicitly rec-
ognized. The recognition of the importance of social skills is, however,
somewhat ambivalent. In the political debate on education, the proposition
that too much time is devoted to social competence and too little to basic
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skills such as mathematics, language and hard facts about geography,
history, etc. seems to have strong support.

University-level education is a state responsibility in Denmark. As a rule,
the state supplies the education free of charge and is also responsible for a
relatively generous system of loans and grants for the students. At the same
time, it has been recognized that it is important for state-owned universities
to cooperate with local interests and with labour market organizations. For
engineering students, in particular, it has proved to be productive to connect
their studies to concrete problems and tasks in firms and other organizations.

If we go back some ten years, the Danish investment in R&D and uni-
versity training was at a lower level than in many of the other European
countries. Some historical peculiarities in the training of engineers may
have contributed to the difficulties as well. Until the beginning of the 1970s,
Denmark’s Technical University had a monopoly on the education of civil
engineers, and it is important to note that it had a long tradition of giving
priority to natural science rather than to solving technical problems in close
collaboration with industry.

Research institutions The Danish NSI includes a wide grid of academic
organizations: universities, governmental research institutes for specific
sectors and areas (food, construction, environment, energy, social security,
etc.), university hospitals, approved technical service institutes,10 several
centres of tertiary education (CVU in the Danish abbreviation) and busi-
ness academies, science parks and innovation incubators. Within the
college sector, the Ministry of Education has throughout the last ten years
urged the organizations concerned with professional fields to merge, and
these mergers have diminished the number of these types of organizations
rather dramatically. Recently, further mergers have taken place within the
university sector. Sixty per cent of public R&D investment is allocated to
the universities, around 20 per cent to governmental research institutes,
15 per cent to university hospitals and the rest (around 5 per cent) to the
remaining organizations.

Most of these organizations are public or semi-public. A large but
decreasing share of funding for their activities comes from the yearly state
budget. A smaller but increasing share of the institutional budget consists
of funding for strategic purposes, programmes and projects, from both
public and private sources. Private firms and funds pay for an increasing
share of research, especially in the engineering sciences, which might reflect
a growing orientation of the Danish NSI towards a more science-based and
knowledge-intensive innovation mode. Institutional adaptations necessary
to support this trend (new rules and regulations for contract research, pub-
lication, ownership of results, etc.) have been built up for a number of years.
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Labour market institutions High participation rates, high mobility in terms
of job changes, publicly organized and relatively generous unemployment
support, considerable latitude for hiring and firing labour, and basic social
security provided by a developed welfare state constitute, as already men-
tioned in Section 1, some of the most important institutional characteristics
of the Danish labour market. This combination can be regarded as sup-
porting interactive learning and innovation in the somewhat peculiar
Danish village economy. The particular systemic characteristics of this insti-
tutional combination are not generally recognized in the Danish political
system, however, and for several years now both the unemployment support
regulations and the scope and generosity of some aspects of the welfare
state have come under political pressure for reform. The Danish labour
market still has institutional characteristics that support interactive learn-
ing and a specific Danish mode of innovation, but it cannot be taken for
granted that they will survive the economic and political challenges and
pressures connected to globalization and increasing competition.

National and international provision of institutions An increasing part of
institutional change in Denmark has its roots abroad. This is a common
tendency. Most countries are affected by new agreements within WTO and
regional trade agreements (like NAFTA and CAFTA) also affect a great
number of countries. For Denmark, the EU is a main provider of new
formal institutions. Often, the international tendencies of institutional
change take specific national shape through deliberate policy actions. One
example is the international tendency towards extended and strengthened
intellectual property rights (IPR), which has resulted in different regula-
tions of university patenting in different countries.11 In Denmark, a new
patent law inspired by the Bayh–Dole principle has since 2000 (L347) given
the universities an opportunity to take out patents, just as in a range of
other European countries. It is too early to evaluate the long-term effects,
but a recent evaluation (Ministry of Science, Technology and Innovation,
2004) confirms that setting up the necessary institutional infrastructure
related to IPR is a costly, risky and lengthy learning process. Up to now it
has not proved to be an important net income source for the universities.

4.4 Support Services for Innovating Firms

This section focuses on three types of support services for innovating firms:
incubating activities, finance and consultancy services. At the general level
such services are important ingredients in most countries’ innovation
policy, but the concrete manifestation typically varies according to the
specific national context.

422 Slow growth countries



4.4.1 Incubating activities12

The Danish policy of business incubation has changed over time. Initially,
the primary objective was to provide a supportive and conducive environ-
ment for SME start-ups by investing in incubators as an integral part of the
business infrastructure. Today, incubation activities are mainly seen as an
addition to the early-stage venture capital (VC) market, rather than an
extension of the business support infrastructure. While the VC market in
Denmark has developed considerably over the past few years, incubators
still play an important role in providing support in the very early stages of
new business development where traditional VC is sparse.

Incubation in Denmark is very much focused on establishing and sup-
porting high-tech-oriented SMEs. Since the late 1990s, government support
has been provided for technology incubators or ‘innovation centres’. These
centres give grants to entrepreneurs with innovative projects, thereby creat-
ing networks of universities, research institutes and other technology
service institutes. The incubators amplify public funds with private sources
of capital, such as VC firms and business angels, and they offer managerial
and administrative services to start-ups as well as providing seed financing.
A positive evaluation of these innovation incubators led to their continued
funding through 2004, and in September 2004 they were granted another
DKK400 million to secure future activities. At the beginning of 2005, most
of these incubators were generating profit (Ministry of Science, Technology
and Innovation, 2006).

Recently, there has been a growing focus on university incubators as a
new organizational form to support students and young researchers in
starting their own business. Although there are variations in both the
content and the extent of the incubator activities among the 8 Danish uni-
versities, all 8 today have some form of incubator activity and all of them
seem to intensify their efforts year by year. A recent survey conducted by
the Ministry of Science, Technology and Innovation (2005b) shows that on
average around 11 per cent of the Danish university students in 2005 were
engaged in some form of concrete entrepreneurial activity, while around 30
per cent of the students indicated that they had considered starting their
own business.13 There thus seems to be an important potential for future
knowledge-intensive entrepreneurial and intrapreneurial activities among
the increasing number of graduates from higher education.

4.4.2 Financing
The Danish VC supply structure differs from that in European countries
such as Germany, France and the Netherlands, where large private indus-
trial firms constitute the main players on the supply side for VC. In
Denmark, a large proportion of the VC supply originates instead from the
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state-owned Danish Investment Fund14 and from pension funds – both
these types of actors having a longer time horizon than many private firms,
who often choose (or are forced) to concentrate on their core business
areas when market conditions are tightened (Danish Venture Capital
Association and Danish Investment Fund, 2005). These structural
differences may be one of the reasons why, in the last four to five years (since
2000), Denmark has been able to maintain growth in VC investments while
many other European countries have experienced a relative decline. This
trend is also reflected in the European Innovation Scoreboard, where
Denmark ranks third (after Sweden and Finland) among the EU-25 on the
indicator for early-stage VC (measured as percentage of GDP).

The investment pattern among business angels differs slightly from that
of VC investors. In general, business angels make fewer and smaller invest-
ments, and they have a broader investment focus than the Danish VC
investors. Danish VC providers seem to prefer investments in high-tech
companies – especially life sciences and ICT – located in the Copenhagen
region, while business angels spread their investments to broader areas
within manufacturing and services, and more than half of their investments
take place outside the Copenhagen region (Danish Venture Captial
Association and Danish Investment Fund, 2005).

4.4.3 Provision of consultancy services
The highly developed Danish technology consultancy system – including
the Approved Technological Service Institutes (GTS institutes) and con-
sultancy firms – functions as a bridging institution between research and
firms. The GTS institutes are independent organizations selling their ser-
vices on normal commercial terms. They do, though, also have non-profit
objectives and the government co-funds some of their activities. Today,
public funding provides on average only about 10 per cent of the costs,
where this percentage was twice as high one decade ago. The GTS institutes
employ approximately 3000 people and have a total turnover of DKK2.3
billion (about €310 million). Around 34 per cent of their revenue is gener-
ated from export of technological services, and this share is increasing
(www.teknologiportalen.dk/EN). Concurrent with the commercialization
of the technological service system, a comprehensive restructuring has
taken place, and the number of approved institutes has been reduced from
16 to nine. The GTS institutes are encouraged to pay special attention to
SMEs, and these firms receive a financial subsidy of their first-time use of
one of the GTS institutes. In 2004, 60 per cent of the turnover came from
SMEs. The institutes vary with respect to size and scientific/technical scope.
Some are very R&D-intensive, while others emphasize scientific/technical
activities such as consultancy, testing, standards, etc.15
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As in most OECD countries, the Danish knowledge-intensive service
(KIS) sector has grown rapidly during the 1990s. The KIS sector – here
including finance, communication and business services (KIBS) – accounts
for approximately one-third of the Danish private sector’s value-added
(2004). Forty per cent of total R&D expenditure within the private sector
originates from KIS, and compared to most other OECD countries this is
a relatively high share. Only Norway with 45 per cent shows a higher share
(ECON Analyse, 2005). However, this might – as mentioned in Section 3 –
rather reflect a low R&D level within the manufacturing sector in general
than an extraordinarily innovative service sector in Denmark and Norway.

As in the manufacturing sector, the majority of the knowledge-intensive
service firms collaborate with external partners when they innovate.
Suppliers and private customers are ranked as the most frequent collabor-
ation partners. However, it is interesting to note that the knowledge-intensive
service sector collaborates less with universities and the technological service
institutes than the manufacturing sector. On the other hand, affiliates, other
consultancies, competitors and public sector customers are ranked as more
important partners for service sector firms than for manufacturing firms.
More than one-third of the KIS firms collaborate with the public sector
when they develop new services (whereas the rate of public sector collabora-
tion for manufacturing is only 10 per cent), and this makes the public sector
an important driver of innovation within KIS.

4.5 Summary of the Main Activities Influencing Innovation

4.5.1 Knowledge inputs to innovation
The aggregated R&D expenditure as a proportion of GDP has steadily
increased during the 1990s. The increase has taken place mainly in the private
sector, while the public sector spending has stagnated, although the Danish
government has stated recently that it will allocate more money to research
in order to meet the Barcelona agreement of 1 per cent of GDP. However,
compared to Sweden and Finland, this level of ambition will still place
Denmark in the ‘second division’ concerning public R&D spending. On the
supply side, the number of HE students has increased considerably in the last
two decades, but the number of science and engineering graduates is still
relatively low. On the positive side, Denmark has a long tradition of adult
education and training. In 2005 more than 25 per cent of the Danish popu-
lation aged 25–64 participated in various lifelong learning activities.

4.5.2 Demand-side Factors
According to the CIS3 data, nearly 90 per cent of the Danish innovative
firms mention clients and customers as key sources of information. In this
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high-income country, the domestic market functions as an important ‘test
market’ for more sophisticated consumer products – for instance, in rela-
tion to ICT.

At the same time, public technology procurement, regulation and
advanced public demand have been crucial driving forces in creating several
of the Danish clusters of competence such as wind energy, hearing aids,
disability equipment, water supply and wastewater treatment. However,
cuts in the public research activities within renewable energy may weaken
the capability to stay in front.

4.5.3 Provision of constituents in the NSI
According to the Global Entrepreneurship Monitor 2004 (GEM, 2004),
Denmark is positioned in the middle among European countries con-
cerning entrepreneurship activities. This is the case even if the potential
barriers in the form of costs and regulation are among the lowest in the
world. The current low unemployment rate in combination with a long
tradition of employee participation in innovation activities may be among
the key explanatory factors for the relatively low level of entrepreneurial
activities.

The majority of Danish firms innovate in collaboration with external
partners – especially with suppliers and customers. Recently, more firms
have started collaborations with universities and research institutes – a
development that together with increasing private R&D investments may
reflect a shift in the innovation mode toward an increasing focus on science
and technology.

An important role of institutions is how they support or hamper
processes of change for both individuals and organizations. Danish labour
market institutions based on the so-called ‘flexicurity model’ have for many
years been supportive of interactive learning and innovation, but it cannot
be taken for granted that they will survive the prevailing political and eco-
nomic challenges of the ongoing globalization process.

4.5.4 Support services for innovating firms
The Danish incubator activities emphasize high-tech SMEs. Since the late
1990s, government support has been provided for technology incubators or
‘innovation centres’. These activities are supplemented by university incu-
bators – a new organizational form to support students and young
researchers in starting their own business.

A large proportion of the Danish VC supply is provided by the state-
owned Danish Investment Fund and from pension funds. This basic funding
opportunity has made the VC supply less vulnerable to shifting short-term
private interests. Danish VC primarily invests in high-tech companies
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(especially life sciences and ICT), while business angels seem to spread their
investments to broader areas within manufacturing.

The Danish technological consultancy system is widely ramified and
functions to bridge the activities of research organizations and firms. The
GTS institutes are independent organizations selling services on normal
commercial terms. They pay special attention to SMEs but as certifying
institutes they serve a vide variety of companies. Around 34 per cent of
their revenue is generated from export. Furthermore, as in most OECD
countries, the Danish knowledge-intensive service sector has grown rapidly
during the 1990s and the sector today plays an increasing role in total
private R&D activities. Although suppliers and private customers consti-
tute the main external partners when firms in the knowledge-intensive
service sector engage in innovation activities, collaboration with the public
sector seems to be more important for this sector than for manufacturing.

In short, taking into account the various activities influencing innovation
as well as the organizations and institutions related to these activities, it
may be argued that the Danish NSI is gradually changing toward a more
mixed mode of innovation combining an S&T-driven mode with the trad-
itional mode of innovation dominated by doing, using and interacting.

5 CONSEQUENCES OF INNOVATION

As a first approximation it might be useful to distinguish consequences of
innovation into two types: those that are expressed in terms of economic
results, and those that are expressed in terms of broader social and cultural
consequences. However, the focus here is limited to economic results.

When it comes to economic consequences of innovation in the narrower
sense, it is important to make a further distinction between what is a poten-
tial consequence and what is a realized consequence. The institutional and
organizational setting is of major importance for how a specific innovation
is introduced. And this, in turn, will be reflected in the consequences that
follow from the application. The many analyses pursued in the 1980s on the
impact of information technology on the economy had to tackle this
problem. For instance, a major result from a Danish study of the conse-
quences of introducing new technologies in the manufacturing sector was
that the impact on productivity of automation equipment was highly
dependent on the efforts made in terms of organizational change and train-
ing of employees (Gjerding et al., 1990). Without such efforts, the new tech-
nologies seemed to contribute negatively to the productivity figures, and it
took the innovating firms several years to compensate. This implies that
productivity improvement is not only a consequence of technological and

Denmark 427



organizational change, among other things, but also of the interdepend-
ences between these factors. Since these interdependences appear to be
quite strong, it is difficult to measure how much of the productivity growth
may be a direct consequence of different kinds of innovation. We still do
not know enough about how innovations are introduced, spread and uti-
lized in the economy, and what effect they have in the short, medium and
long run on production and productivity growth.

5.1 Macro-level Analysis

The Danish economic growth record does not deviate significantly from
most other countries on about the same level of per capita income. The
average growth rate of GDP per capita was just below 2 per cent in both
the 1980s and the 1990s, and it followed the broad OECD pattern of
slowing down after the oil crisis in 1973 (Kaitila, 2003). The Danish growth
record during this period (1980–2000) followed the average OECD devel-
opment closely except for the 1987–91 period, when it was almost 1 per cent
below the OECD’s.

The picture is about the same for aggregate labour productivity growth
as measured by GDP per person employed or GDP per hour worked.
During the 1990s the Danish productivity growth rate measured by GDP
per hour was close to Sweden’s and a little lower than Norway’s and
Finland’s (Kaitila, 2003). However, Danish productivity growth rates are
clearly below those of Singapore, Korea and Taiwan (ibid.). This means
that the overall picture is that Denmark is no longer catching up with the
USA but that South-East Asian countries are catching up with Denmark
and similar high-income countries.

5.2 Micro-level Analysis

Moving from the macro- to the micro-level, there are as far as we know no
clear research results on the relations between innovation and productivity
growth. However, a report from the Danish Institute for Studies in
Research and Research Policy concludes that value-added per employee in
R&D-active firms was about 40 per cent higher than for R&D-inactive
firms (Graversen and Mark, 2005).16 The return was calculated at 34 per
cent for R&D-active firms and only 11 per cent for firms on average. On the
other hand, the R&D-active firms did not show a higher employment
growth than other firms except for a small increase in personnel with higher
education.

DISKO showed – on the basis of data for about 2000 Danish private
manufacturing firms for the period 1993–97 – that firms that introduced

428 Slow growth countries



product innovation in the period 1993–95 are more prone to create jobs
than others. The data also show that much of the positive effect is located
in the years after the innovation has taken place (Lundvall, 2002). This
rules out possible dominance of the opposite causality – that employment
growth stimulates product innovation.

These results should not come as a surprise. In most sectors, firms that
introduce new products do so in order to attract demand from competitors,
and if they succeed we should expect them to grow faster and to create more
jobs than the ones losing market share. When it comes to the aggregate
economy, a similar mechanism is at work. In all sectors producing trad-
ables – goods and services exposed to international competition – the suc-
cessful introduction of new products will conquer market shares from
foreign firms competing in the global market.

By linking Danish labour market statistics (using the Integrated
Database for Labour Market Research) to innovation activities at the firm
level, it is possible to go into much more detail regarding the kinds of jobs
created when firms introduce product innovations.17 A general result is that
unskilled workers, more than any other group of employees, seem to
become highly dependent on their employer firms being able to respond
dynamically to intensified competition.

6 GLOBALIZATION

Recently, outsourcing has played a central role in the public debate on glob-
alization. In the Danish case the main focus has been on loss of labour-
intensive production to Eastern Europe and East Asia. It is not a simple
task to calculate the amount of job loss due to outsourcing, but some
studies have estimated a net effect of currently around 5000 jobs every year
(Danish Economic Council, 2004). In comparison, the Danish Economic
Council estimates that the Danish export sector generates more than
500 000 jobs. Although outsourcing affects both unskilled jobs in manu-
facturing and high-skilled jobs in the ICT sector, the majority has hitherto
consisted of unskilled jobs within manufacturing. This strong trend under-
lines the importance of new and additional policies aimed at stimulating an
upgrading of the unskilled workforce.

Most developed countries have experienced a boost in foreign direct
investment (FDI) since the liberalization of international capital flows in
the late 1990s, and Denmark is no exception, with both inward and
outward FDI near the EU average (see Appendix Table A2.6). The FDI
openness of the Danish economy relates to both the inward and outward
FDI stocks showing a balanced score. This also goes for the FDI share of
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services. However, in countries such as the Netherlands and Sweden, where
multinational companies play a much more important role for the economy
than in Denmark, FDI (both inward and outward) is also relatively higher.

The distribution of FDI by region of origin shows the majority of invest-
ment coming from Sweden, the USA and the Netherlands. These countries
are also among the main recipients of Danish exports (along with Germany
and the UK).

In many countries, R&D activities are less internationalized than pro-
duction and services, but this is changing as more multinationals set up
R&D laboratories abroad. OECD science, technology and industry data on
the percentage of GERD (gross domestic expenditure on R&D) financed
by foreign agencies shows a relatively significant reliance of the Danish
research system on foreign linkages and international collaboration.
Although there was a peak in these activities in the mid-1990s and it has
fallen back recently, it is still one of the highest among the economies rep-
resented in this book – being outpaced only by Ireland (which had huge
increases in FDI from a very small base throughout the 1990s, mainly from
US firms).

Another indicator of how globalization affects R&D activities is the cross-
border ownership of patents. As can be seen from Appendix Table A2.7, this
indicator shows immense variation among the ten economies. In 2002, 41 per
cent of the USPTO-granted patents based on inventions carried out in
Denmark had foreign ownership, while only 6 per cent of the Danish patents
were based on inventions made abroad. In comparison, the equivalent figures
for Sweden, for instance, indicated that 22 per cent of the patents were based
on Swedish inventions that had foreign ownership, while 14 per cent of the
Swedish patents were based on foreign inventions. In Ireland, 71 per cent of
the Irish patents had foreign ownership. On the one hand, a relatively high
share of foreign-owned patents may indicate that Danish firms and research
organizations are able to create interesting and important inventions in an
international context. On the other hand, a high share of foreign-owned
patents may also reflect a high vulnerability concerning the possibility of
keeping and utilizing these inventions as a basis for creating domestic income
and production in the long run.

7 STRENGTHS AND WEAKNESSES OF THE
SYSTEM AND INNOVATION POLICIES

One way to approach strengths and weaknesses of a system of innovation
(SI) is to compare certain variables that indicate strength and then to rank
systems according to them. There are certain problems with such an
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approach that relate to what has been called naïve benchmarking. Actually
aiming at reaching as high as possible in an international ranking on each
single indicator disregards the systemic element in the SI (Lundvall and
Tomlinson, 2002).

At the beginning of this chapter we emphasized some structural and
institutional characteristics that have had major impacts on the form,
content and rate of innovation activities. Some of these are outside the
reach of innovation policy. That Denmark is a small country and located
in the north of Europe is a geographical fact. The industrial structure – the
low-tech specialization, and the large public sector, as well as the predom-
inance of SMEs – has been shaped in a historical process and cannot be
easily changed, not even in a long-term perspective, although public pol-
icies may of course influence the industrial structure.

Other apparent strengths and weaknesses discussed in Section 4 on
framework conditions for innovation may be more or less easy to change
through policy – but they, too, will reflect such historically rooted structural
characteristics. For instance, the weak links between universities and the
many SMEs in Denmark – although some changes have taken place
recently – will reflect both historical and current weaknesses in demand
from the industry side with roots in the industrial structure. Therefore pol-
icies aiming at bringing the national system ‘to the very top’ in this dimen-
sion might not necessarily strengthen the system as a whole. Given the
importance of innovation in low-tech activities, other dimensions such as
lifelong learning may be a much more important focus, even if Denmark
already appears to be relatively strong in this respect.

Generally, indicators selected to rank SI and to define strengths and
weaknesses are biased toward science-driven innovation and a science-
based mode of innovation. Investments in R&D and in education are easier
to quantify than the frequency of learning organizations and the quality of
user feedback, and for this very reason the factors that support the more
experienced-based mode of innovation tend to be relegated to secondary
importance both in benchmarking exercises and on policy agendas. This is
especially problematic when it comes to assessing the strengths and weak-
nesses of the Danish NSI, where innovation and learning in ‘low-tech’
activities are important for the overall performance of the economy.

7.1 Strengths and Weaknesses

7.1.1 Increasing the supply of human resources
Currently a lively debate is proceeding in Denmark under the heading of
‘the ageing population and the crisis of the welfare state’. The major focus
is on how to increase further the supply of labour in order to respond to
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the ageing of the population. In this debate, the relatively low average
number of hours per worker in Denmark (see Appendix Table A2.2) has
been put forward as a problem, but the trade-off between long working
hours and high rates of female participation in labour markets needs to be
taken into account. It might not be a realistic strategy to increase all
aspects of labour supply at the same time. It is already generally recognized
among Danish politicians that families with children ‘need more time for
family life’.

A clear weakness in the Danish labour market is the low participation
rates of workers without professional training and the even lower partici-
pation rates for workers with a non-Danish background. This poses a real
dilemma for the future development of the Danish mode of innovation.
The income distribution in Denmark is relatively egalitarian and the mode
of innovation is quite participatory. This is one of the reasons why the
system promotes interactive learning within and between organizations.
But the egalitarian income distribution and the participatory mode of
innovation tend to exclude those who have difficulties with engaging in
interaction and informal communication.

This weakness is perhaps the most difficult to overcome. The high degree
of ‘social cohesion’ sometimes referred to by defining Denmark as ‘a village
economy’ is a major factor helping to explain the performance of the
economy as a whole. Even if the proportion of the population belonging to
ethnic minorities is small as compared to other countries, this has become
a kind of Achilles’ heel for the Danish model, including its innovation
mode. The problem is exacerbated by discrimination, prejudice and pop-
ulist xenophobic politics.

7.1.2 Incentives and the role of the public sector
To define what is a weakness and what is a strength always involves nor-
mative elements. This becomes especially clear when we discuss the role of
government and taxes. There is a more or less implicit assumption in much
of mainstream economic policy debate that high taxes and a large public
sector constitute a weakness.

The fact that world rankings of ‘competitiveness’ tend to end with a very
diverse group of national systems at the top of the overall ranking raises
doubts about this perspective. In recent years, the US-market-dominated
economy will typically appear in the top ten together with the Nordic
welfare states. In this light, it is not self-evident that the high marginal tax
should be seen as a weakness in Denmark. One might turn this around and
argue that the ‘exceptional willingness of Danish citizens to contribute to
collective activities’, documented in many different surveys, is a strength –
especially as compared to Anglo-Saxon countries, where the negative
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attitude to the state gets in the way of collective investment in infrastruc-
ture and education.

But rather than arguing that a large public sector is either an advantage
or a disadvantage, the focus should be on the specific role played by the
public sector in the specific NSI. In such an area as labour market training
this role is quite ambitious in Denmark. This reflects that the population of
firms is dominated by small size and that there is high mobility in the labour
market. In the absence of public initiative, there would be underinvestment
in lifelong learning. Similar arguments are valid for public investment in
research.

This perspective does not rule out that a high marginal tax might have a
negative impact on, for instance, the start-up of new firms and the supply of
labour. But it is important to take into account the trade-off between tax rate
and the quality of public infrastructure. There might be direct positive effects
on innovation and public expenditure as well. In Section 4.2 we gave some
examples of how the public sector in Denmark has historically played a key
role in creating the preconditions for major new technological strengths in
relation to, for example, wind energy and hearing aid technology.

The fact that the public sector in Denmark is highly efficient should be
brought in as another strength of the NSI. Over the last decade most public
sector activities have been required to increase their productivity by 2.5 per
cent per year. The low level of corruption is another positive feature that
makes life easier for citizens and firms. This is a strength that is often
neglected in economic analysis.

7.1.3 Entrepreneurship
In Denmark, the barriers to start up new firms are lower than in almost all
other countries, and the fact that the rate of start-ups according to the TEA
index remains low as compared to some other countries might be seen as a
weakness in terms of lack of ‘entrepreneurial culture’.

Entrepreneurship might be seen as a positive element in the process of
competition and economic transformation. Some innovations can best be
introduced through the establishment of new firms. New firms constitute a
challenge for incumbent firms, stimulating those to engage in innovation.
But, even so, it seems problematic to see the frequency of start-ups as a vari-
able that ought to be maximized, independently of the wider systemic
context.

Not all start-ups survive, and there are social costs connected to the birth
and death of firms. Among those that survive, not all contribute to a
dynamic economy. The fact that Argentina appears in the top category and
Japan at the bottom in the international GEM surveys illustrates first that
the frequency of start-ups may be a reflection mainly of high unemployment
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and lack of alternative options, and second that renewal of the economy can
also come through other mechanisms, such as incumbent firms.

To start a new firm is not the only way to transform individual creativity
into economic results. For the SI as a whole, it might actually be more
important to have creative and entrepreneurial employees in existing organ-
izations than to stimulate them to leave these organizations and start their
own firms. This is another example of where benchmarking tends to
operate more on a normative basis than on the basis of analytical results.

7.1.4 Activities related directly to innovation
Danish universities are mainly financed from the central state budget, and
industry does not buy much research from the universities. Higher educa-
tion has been exposed to the standard requirements of 2.5 per cent annual
‘productivity growth’ (reduced finance per student) for a decade. This
policy has also undermined university research. In spite of this develop-
ment, Danish scholars tend to be highly productive in terms of research
publications, and their publications are widely cited.

In recent years, the focus has not been on high scientific productivity,
however. The major debate has been on the commercialization of research
and on the transfer of research results to industry. Most recent initiatives in
research and innovation policy have been motivated by the need to increase
the transfer and use of scientific results in the private sector. The starting
point is that, according to benchmarking, the interaction between universi-
ties and industry has been less developed in Denmark than in many other
NSI. This is the case both for industry procurement of research from uni-
versities and for the volume of cooperative projects organized and financed
together by industry and university partners. However, according to the CIS
data presented above (see Table 11.2), the gap between Denmark and other
European systems has diminished when it comes to collaboration in innov-
ation projects between firms and universities. Results from other surveys on
research collaboration confirm this development (Christensen et al., 2004).

National differences in patterns of collaboration between firms and
various knowledge institutions may reflect the different roles played by
various knowledge institutions in different NSI. A broad system perspec-
tive including the firms, the universities and research institutions, as well as
the technological service system, is needed if we want to decide what is the
‘optimal’ frequency of collaboration between firms and universities.

7.1.5 Strengths and weaknesses in relation to low-tech sectors
An intriguing question is how it has been possible to remain competitive in
industries with low R&D intensities such as food, furniture and clothing,
in spite of high wage rates. There are several specific explanations in
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addition to the general fact that such firms often have competitive compe-
tences even if they have only an indirect science base that is mediated
through competences in design, flexible organization and marketing. First,
Denmark is a small, homogeneous ‘village economy’ where communication
(and transactions) can take place at low costs. The vertical communication
between management and workers is also more open and efficient than in
most other countries. This reflects the fact that Denmark, for historical
reasons, is comparatively egalitarian both in terms of economic resources
and in terms of cultural distance.

The large public sector has compensated the losers in industrial and tech-
nological change, and strong trade unions have also reduced the resistance
to such change in wide portions of the population. This is reflected in the
fact that Danish workers, in spite of not being well protected from redun-
dancy, nevertheless feel more secure than their counterparts in, for instance,
Germany and France.

There are, of course, many other characteristics worth mentioning, such
as the long history of international trade and commercial efforts. In the
relative absence of civil engineers, engineers trained at ‘Teknikum’, where
skilled workers can get a degree in engineering, have contributed to strong
links between the engineering side and workers.

In general, ‘the social dimension’ is crucial for understanding both the
style and the specialization of the Danish NSI. Close interaction and easy
communication make it possible to respond rapidly and effectively to new
technological and market opportunities.

7.1.6 Strengths and weaknesses of the high-tech sectors
The relatively small – but increasing – high-tech sector primarily encom-
passes pharmaceuticals, mobile telecommunications and some other fields.
Recently, also, biotechnology has grown to be as important as traditional
areas of specialization such as textiles, furniture, and parts of the iron and
metal industry. In high-tech fields, as in low-tech ones, we find elements of
geographical concentration such as ‘Medicon Valley’ in the Ørestad region
(around Copenhagen and Malmö) and ‘Mobilecom Valley’ in Northern
Jutland.

Why is Danish industrial production so weak in high-tech products?
There are several factors that need to be taken into account. First, there is
the general small country handicap in most high-tech sectors. Part of the
explanation is that high-tech activities are costly and difficult to build on a
small scale. Finland and the example of Nokia (see Chapter 10, this
volume) has been used as a kind of model for other countries, but it remains
to be seen if the domination of one company also yields sustainable and
stable economic growth in the long run.
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There is a cumulative causation between the low investment in R&D and
the historical specialization pattern, and not least the predominance of
SMEs in Danish manufacturing. Firms’ absorptive capacity in relation to
formal codified knowledge of the kind that is produced at universities was
limited and therefore, until recently, there was little ‘demand pull’ coming
from the manufacturing sector.

7.2 Summary and Evaluation of the Innovation Policy Pursued

The Danish history of innovation policy is not very long. The first ambi-
tious attempts to develop an innovation policy took place at the beginning
of the 1980s under the heading of TUP (Danish acronym for Technology
Development Programme). Information technology (IT) was seen as the
most important challenge, and a number of initiatives were taken to stimu-
late its development. At the beginning of the 1990s, the emphasis on IT
remained, but the focus changed toward technological infrastructure and
the application side of ICT (Christensen, 2003).

At the beginning of the 1990s a broader approach was signalled as pol-
icies shifted from research and technology policies, often with technology
programmes and subsidies as instruments, towards policies more directed
towards innovation and framework conditions (Lundvall and Borrás,
2005). A similar change in policies took place in most other Western
European countries (see for instance Larédo and Mustar, 2001). One ini-
tiative along these lines was the definition of ‘development areas’ covering
almost all private economic activities in Denmark. The idea was to estab-
lish a dialogue with industry in specific broadly defined sectors aiming at
policy development and optimizing framework conditions. After some
enthusiasm and implementation of a number of ideas stemming from this
dialogue, the initiative was mobilizing less and less interest.

In Denmark a policy area related to management, organization and com-
petence building in firms became important at the end of the 1990s. The so-
called LOK project (Danish acronym for Management, Organization and
Competence) had interesting ambitions but ended up more as an academic
exercise with an emphasis on management research and training.

With the outcome of the 2001 election, a liberal–conservative govern-
ment took over and was re-elected for a second four-year period in
February 2005. During these years, some important restructuring in the
organization of the research and innovation policy has taken place.
Innovation-related policies were moved from the Ministry of Economic
and Business Affairs to a newly established Ministry of Science,
Technology and Innovation. Similarly, innovation-related policies con-
nected with trade and business services were transferred from the former
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Ministry of Trade and Industry to the new Ministry of Science, Technology
and Innovation. Further, the administration of the universities was moved
from the Ministry of Education to the Ministry of Science, Technology and
Innovation. The overall idea was to improve the coordination of the
various research and innovation policies by centralizing the competences in
one ministry. At the same time, however, the Ministry of Economic and
Business Affairs became more focused on creating good general conditions
for private firms, promoting entrepreneurship and supporting any kind of
start-up firms, but especially high-tech and university spin-offs.

Although the new ministry has been labelled the Ministry of Science,
Technology and Innovation, the restructuring has hitherto mainly focused
on science-based sectors and ‘high-technology research’ in fields such as
nanotechnology, IT and biotechnology. There has also been a stronger
interest in understanding and developing the ‘knowledge-based economy’,
but here too there has been a bias in the direction of formal knowledge and
too little understanding of the importance of learning by doing, using and
interacting (DUI learning).

The concrete initiatives have been focused on strengthening industry by
making research more relevant and accessible. This orientation has resulted
in a university reform that intends to bring universities closer to users in
industry. Several programmes have thus aimed at strengthening the inter-
action between universities and the small minority of science-based firms.
A new fund for ‘high-technology research’ using incomes from the sale of
the North Sea oil rights has been established.

7.3 Future Innovation Policy

What will happen next with innovation policy in Denmark? In some
respects, the direction is clear. The tendency to bring universities and their
research efforts closer to industry will probably be pushed further ahead in
the near future. The dominating focus on science-based innovation and on
technical innovation – and the relative neglect of innovation in low-tech
and service sectors – will remain for some time, even if there are some coun-
teracting tendencies such as, for instance, a new initiative to stimulate ‘user-
driven innovation’.

There is still some dialogue between several interested parties, including
academia, business and labour unions, regarding the development of
innovation policy. The Ministry of Economic and Business Affairs and the
Ministry of Science, Technology and Innovation have kept contact with
innovation scholars in order better to understand developments in the field
(Nyholm et al., 2001, p. 270). The SI perspective has certainly had a bearing
on Danish policy and the way policy is discussed.
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Even so, innovation policy has become strongly based on a benchmark-
ing methodology that goes directly against the logic of the systems per-
spective. The terminology has changed, but policies are still implemented
in an ad hoc fashion – even though the policy makers now speak of the
coherence of the SI rather than market failure.

In order to enhance and maintain innovation capability of the Danish
NSI, there is a need to transform innovation policy to take into consider-
ation that the Danish NSI currently seems to be changing towards a more
mixed picture combining the ‘traditional’ innovation mode based on
learning by doing, using and interacting with a more science-based innov-
ation mode. First, it is necessary to take into account the importance of
the wider socioeconomic setting for the successful operation of the
Danish model. Second, there is a need for a new and more ambitious
policy for knowledge diffusion. The recent initiatives towards more uni-
versity–industry interaction is one important part, but there is a need to
include more actors than private industrial firms, for instance the public
service and utility sector, the educational sector, the healthcare sector and
KIS. Furthermore, there might be a need to support specific types of
knowledge diffusion and innovation activities related to, for instance,
environmental issues including energy. Third, the current focus on high-
tech firms needs to be supplemented with policies that support the absorp-
tive capacity of SMEs in traditional sectors. Fourth, although Denmark
is doing relatively well compared to other European countries, there is a
need to further develop policies that promote the diffusion of good
organizational practices in terms of learning organizations and network
formation.

NOTES

1. It should be noted that the use of the term ‘clusters of competence’ mainly expresses
international specialization areas identified via trade statistics that do not necessarily
qualify as clusters in the Porterian sense of the term, which emphasizes strong labour
and commodity linkages within each cluster. However, each of the clusters of compe-
tence has strong linkages to related knowledge institutes (e.g. universities and techno-
logical services institutes).

2. According to the survey, over a five-year period companies that have increased their
design investments experienced 40 per cent greater gross result gains than other com-
panies (Danish Enterprise and Construction Authority, 2003).

3. Finance includes NACE codes 65, 66 and 67. Communication services include NACE
codes 92.11, 92.2 and 80.42. Business services include NACE codes 72, 73 and 74.

4. The fact that CIS3 includes smaller firms (ten employees and above) than CIS2 (20
employees and above) may account for part of the decrease in shares of innovative firms.
The development is consistent with what has been found in the manufacturing sector in
several other European countries, and in this book, for example, in most of the coun-
tries for which we have statistics.
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5. These numbers are consistent with other, independent surveys (Christensen et al., 2004;
DISKO).

6. There are some smaller deviations between the data presented in the Appendix and the
2005 version of the European Innovation Scoreboard concerning the 2000 figures.
According to EIS, the sales of new-to-the-market products (percentage of turnover) is
9 per cent compared to 7 per cent in the Appendix. New-to-the-firm products account
for 18 per cent of total turnover in EIS and 13 per cent in the Appendix. However, these
differences do not interfere with the overall picture.

7. The turnover of new-to-the-market products for larger firms accounts for 7.6 per cent
of total sales, while around 5.7 per cent of the turnover for small firms is based on
genuine new products (see Appendix Table A4.13). This difference is small and statistic-
ally insignificant. Moreover, the share of unchanged products new to the firm is the
same.

8. Looking at the distribution between the ‘R part’ and the ‘D part’, the vast majority
(around 70 per cent) is spent on development. Around 77 per cent is spent on product
development.

9. Christensen et al. (2004) find that collaboration on product development has not
increased between 1997 and 2004, but the pattern of collaboration partners among those
who do collaborate has changed: firms have more partners of different types, and col-
laboration with knowledge institutions has increased significantly. In particular, collab-
oration with universities increased from 17 per cent to 29 per cent, much the same pattern
as that found in CIS.

10. The GTS institutes function as a bridging institution between research and firms. We
shall return to these institutions in Section 4.4.3.

11. At the same time, the trend is towards a more uniform European patent system, notably
spurred by the recent implementation of the European patent.

12. Definitions of incubators differ. According to a study commissioned by the European
Commission’s Enterprise DG, a ‘business incubator’ is a broad term, embracing ‘tech-
nology centres and science park incubators, business and innovation centres, incubators
without walls, “new economy” incubators, and a variety of other models’. ‘Incubators
without walls’ are organizations with no single physical location; instead they concen-
trate on managing a network of enterprise support services (European Commission,
Centre for Strategy & Evaluation Services, 2002, p. 3).

13. According to the 2005 survey, students within humanities and social sciences seem to be
a bit more entrepreneurial than students within engineering and natural sciences, while
students within agriculture and health are less entrepreneurial. The three dominating
single areas (2005) are IT services (27 per cent), consultancy (34 per cent) and public and
private services such as entertainment, culture and sport (23 per cent). Around 4250 out
of 111 000 Danish students participated in the email-based survey.

14. The Danish Investment Fund (in Danish ‘Vaekstfonden’) is a public fund under the
supervision of the Danish Ministry of Economic and Business Affairs. The size of
the base fund is around DKK2 billion and the main focus of its activities is invest-
ment in development and innovation in SMEs – especially within ICT and life sciences.
More than half of the investments concern early-stage activities (seed and start-up
capital) but the share allocated to growth (expansion) activities has recently been
increasing.

15. The nine GTS institutes are: Danish Technological Institute, DHI Water and
Environment, FORCE Technology, Danish Standards Association, Danish Institute of
Fundamental Metrology, Danish Toxicology Centre, DELTA Danish Electronics, Light
& Acoustics, Danish Institute of Fire and Security Technology, Bioneer.

16. The analysis is based on data for one year (2001) and covers around 2200 Danish
firms with more than ten employees. R&D-active here simply indicates registered R&D
activity.

17. It should of course be kept in mind that innovation destroys as well as creates jobs,
depending on the type of innovation and other factors.
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12. Globalization and innovation
policy
Leif Hommen and Charles Edquist

1 INTRODUCTION

We argued in the introductory chapter that comparisons of the ten national
systems of innovation (NSI) addressed in this volume are facilitated by an
agreed-upon conceptual and theoretical framework as well as the use of a
common table of contents in the country studies. Both the framework and
the common table of contents were presented there.

In this chapter we will largely limit ourselves to addressing two issues on
a comparative basis:

● The role of growth and globalization for small NSI
● Innovation policy, which will be dealt with more extensively.

Many other kinds of comparisons can be made on the basis of the case
studies included in this anthology. However, making such comparisons will
largely be left to the readers of this book, for whom the choice of issues for
comparison, the selection of countries and the manner of comparison will
naturally be governed by particular backgrounds, interests and objectives.
By incorporating case studies of the ten NSI into this volume, we have
simply provided a basis for pursuing these various kinds of comparisons.

Before dealing with the two issues listed above, we shall begin with a few
general remarks on the activities-based framework presented in the intro-
duction, concentrating on its usefulness for comparing NSI (Section 2).
Subsequently, we shall address methodological issues regarding compar-
ison between NSI (Section 3) and then present a classification of the ten
NSI, identifying different contexts of growth and globalization (Section 4).
Thereafter, we shall conduct an extended discussion of innovation policy
issues, carrying out a comparative analysis of innovation policy in the ten
NSI (Section 5). Finally, we shall present some ‘telegraphic’ conclusions
(Section 6).
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2 GENERAL REMARKS – THEORY AND POLICY

In the country chapters it has been shown that the ten national systems of
innovation (NSI) are considerably different with regard to the propensity
to innovate (or innovation intensity) – in terms of different kinds of innov-
ations (product, process, radical, incremental) and the sectors in which
these innovations occurred, etc. This is one possible comparison that, in its
details, will not be spelled out in this chapter. Here, the main focus will
instead be on innovation policy in the context of a globalizing learning
economy.

In the introductory chapter we presented the conceptual and theoretical
approach, which we called an activities-based framework for analysing and
comparing systems of innovation. Before entering into the discussion of
globalization and policy, we want to present a few general remarks related
to issues raised in the introductory chapter.

The specification of a common set of key concepts and utilization of the
same model table of contents in all country chapters means that they have
all addressed the same issues and activities in similar ways – with, as previ-
ously noted, some interesting variations.1 As a consequence, direct com-
parisons between the various cases are facilitated. And, as a further
consequence, it should also be easier to draw conclusions from such com-
parisons and to generalize to other ‘small country’ NSI. Generating con-
clusions and generalizations on this basis might be thought of in terms of
drawing lessons for theory and policy from the cases. But in that connection
it is important to be cautious about the kinds of lessons that can be learned.

When it comes to drawing lessons for theory, it is essential to bear in
mind that theories about systems and processes of innovation still remain
very much at the level of what Nelson and Winter (1982) referred to some
25 years ago as appreciative theorizing. Such analyses are, to a large extent,
context-based. Appreciative theorizing stays close to empirical matter, pro-
viding interpretation and guidelines for further exploration; it also has a
rather partial focus, and develops causal arguments in a selective way
(Edquist, 1997, p. 28). Both evolutionary economics and the systems of
innovation (SI) approaches have been inspired by appreciative theorizing.
SI approaches, in particular, rely to a large extent on grounding theory
development in cases. To do so is not a matter of relating cases to law-like
propositions of a formal theory, but rather one of remaining sensitive to
how particular cases do not fit into larger theoretical assertions, paying
close attention to contexts, and, in comparative analysis, ‘constructing new
contextual statements in order to link cases’ (Ashford, 1992, p. 4).

The application of this approach in innovation studies has been
described as ‘building descriptive theory’, by proceeding from careful
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observation, through classification into frameworks or typologies, to
defining relationships between attributes of the phenomena and observed
outcomes (Christensen, 2006, pp. 39–40). In this process, examining how
phenomena vary across contexts is important for testing classifications and
the hypotheses developed to explain them, since this is ‘most often . . . done
by exploring whether the same correlations exist between attributes and
outcomes in a different set of data from which the hypothesized relation-
ships were induced’ – i.e., a different empirical context or type of case.
Where such research reveals outcomes for which the theory cannot
account, ‘anomalies give researchers the opportunity . . . to define and
measure the phenomena more precisely and less ambiguously, or to
categorize the data better – so the anomaly and the prior association of
attributes and outcomes can all be explained’ (ibid., p. 40).

For such reasons, it is important to investigate contexts in a systematic
way. In comparative case study research the analytic strategy of focused,
controlled comparison is ‘to formulate the idiosyncratic aspects for the
explanation of each case in terms of general variables’ in order to ‘find
ways of describing and explaining individual cases that render them com-
parable’ (George, 1979, pp. 46–7). In testing hypotheses, the object is to
apply general explanatory theories to relevant cases in order to produce
‘typological’ theory – generalizations relating to specific types of contexts.
Such theory is especially valuable for policy makers because it ‘enables
them to make more discriminating diagnoses of emerging situations’ (ibid.,
p. 59).

In the Ten Countries Project, we have engaged in building descriptive
theory, as in Section 5 of this chapter. Although we have not reached the
stage of hypothesis testing, we have nevertheless engaged in structured,
controlled comparison by using the same concepts, the same theoretical
approach, and the same format for describing ten different NSI. We have
thus laid the foundations for policy-relevant typological theory about how
innovation performance varies systematically according to differences in –
or different types of – contexts.

The emphasis on context, including historical background, also leads to
some important limitations concerning the possibilities of drawing lessons
for policy. Perhaps the most important of these qualifications concerns the
pitfalls of identifying widely transferable best-practice models. Direct imi-
tation or copying of such models is rarely successful, particularly when
crucial differences in context are not taken into account. Innovation policy,
especially, can therefore not simply be reduced to institutional borrowing,
i.e. copying institutions. It must instead remain essentially a matter of insti-
tutional learning, i.e. adapting to the national or local context (Lundvall
and Borrás, 1997, p. 62).
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This argument has been forcefully restated in the introduction to a recent
volume on Asia’s Innovation Systems in Transition (Lundvall et al., 2006). In
their introduction, the editors reason that an SI perspective ‘helps to avoid
naïve borrowing of “best practice” policy across national borders’ – an
effort that often fails, since ‘what seems to work well in one systemic context
might not do so in another’ (ibid., p. 16). They go on to claim, however, that
although highly specific copying is seldom feasible, it is still possible to draw
policy lessons of a more general character. There is much that can be
learned, for example, about the importance of public intervention for pro-
moting innovation and economic change, as well as the conditions under
which it should (or should not) take place, the manner in which it ought (or
ought not) to be implemented, the types of problems that policy should (or
should not) address, and so forth (ibid., pp. 17–18). These are the kinds of
conclusions that we attempt to draw from the comparative analysis of
innovation policy carried out in the later sections of this chapter.

The activities-based conceptual and theoretical framework developed
and used in this book differs from traditional SI approaches, which have
focused on the constituents of systems of innovation (institutions, organ-
izations, interactions). Instead, it develops a central focus on the activities
in SI – i.e. the factors that influence the development and diffusion of
innovations. By focusing on what ‘happens’ in the systems, an activities-
based approach provides a more dynamic perspective than does focusing
on the constituents. This does not mean, however, that constituents are
ignored. In the case studies presented in this book, the ten activities out-
lined in the introductory chapter were used as points of entry into the
analysis of NSI – but for each activity this analysis also addressed the rel-
evant organizations, institutional frameworks and relations. In this respect,
an additional virtue of the activities-based approach is that it enables us to
capture the ‘many ways countries may develop . . . to organise . . . “func-
tionally equivalent” activities’ (Kogut, 1993, p. 7).

The activities-based approach to innovation is certainly a broad one, and
is, in this sense, more in line with the broad approaches to conceptualizing
NSI advanced by Lundvall (1992) and Edquist (1997) than with the narrow
approach propounded by Nelson (1993) – as discussed in the introductory
chapter. Evidence from the ten countries investigated in this project also
generally favours a broad perspective on NSI, rather than a narrow one.
Most of the ten activities have been shown to matter for innovation
processes in most of the ten countries.

One reason why an activities-based approach is advantageous is that
it provides an explicitly multidimensional view of the determinants of
innovation processes. This is important for innovation theory as well as for
innovation policy – which are certainly related to each other. For example,
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explicitly addressing ten (albeit hypothetical) determinants excludes one-
dimensional thinking such as that represented by the Barcelona
Declaration of the EU.2 Hence we argue that an activities-based approach
is useful in securing a sufficiently broad perspective when it comes to deter-
minants of the development and diffusion of innovations – and therefore
facilitates an appropriate, i.e. multidimensional, perspective with regard to
analysis as well as to policy.

Drawing attention to the multiplicity and variety of activities that
influence processes of innovation within NSI naturally leads to a focus on
the coordination of these activities. If we consider briefly two of the main
frameworks that have been applied in recent comparative work on innov-
ation – namely, varieties of capitalism (VoC) (Hall and Soskice, 2001) and
business systems (Whitley, 2002) – we find that one of the main character-
istics they have in common is a focus on the coordination of multiple kinds
of activities.

In the case of the VoC approach, this focus is made explicit and under-
lined by the ideal-typical distinction drawn between coordinated market
economies (CMEs) and liberal market economies (LMEs). As explained by
the proponents of this approach, the central idea is that ‘national political
economies can be compared by reference to the way in which firms resolve
the co-ordination problems they face’ in five spheres: industrial relations,
vocational education and training, corporate governance, interfirm rela-
tions, and employment relations (Hall and Soskice, 2001, p. 8). In LMEs,
the dominant coordination mechanisms are ‘corporate hierarchies and
competitive market arrangements’, whereas in CMEs ‘firms depend more
heavily on non-market relationships’ (ibid.).

The business systems approach complements the VoC approach, sharing
its fundamental emphasis on coordination, but pointing to important vari-
ations within the two broad VoC in both national institutional frameworks
and firm strategies and structures (Whitley, 2002, p. 499). Further, propon-
ents of this approach argue that the comparative analysis of innovation
processes also needs to take into account ‘variations in the organization and
control of national public science systems [that] constitute an important
part of the institutional environment explaining differences in prevailing
patterns of technological development between countries’ (ibid., p. 500).

As stressed by both of these approaches, coordination is governed by the
institutional environment and achieved through reliance upon institutions
as coordination mechanisms.3 This emphasis on institutions accords well
with SI thinking, which ‘has emphasised the essentially context-bound
nature of technological change . . . especially in terms of the relevance that
the institutional set-up has for innovative performance’ (Borrás, 2004,
p. 427). However, the SI approaches also differ from these approaches in
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some important respects. Whereas both the VoC and business systems
frameworks have a very wide scope, SI approaches have maintained
a primary focus on innovation. Another distinguishing feature of SI
approaches is that they remain more open-ended, due to their stronger
commitment to appreciative theorizing.

Hollingsworth sums up the position taken by the SI approaches as
follows: ‘since we do not presently have an adequate theory on how institu-
tions, firms and technologies co-evolve, we are not at a stage to test a set of
hypotheses that flow from some well defined model’ (Hollingsworth, 2000,
p. 597). This statement certainly applies also to the current state of knowl-
edge about how activities influencing innovation are coordinated within
NSI; the present level of knowledge does not permit us to formulate a set of
hypotheses that can be tested. The comparative analysis of innovation pol-
icies that we conduct in Section 5 of this chapter may be considered partly
as a contribution to the further development of knowledge on this topic.

As indicated, we have regarded the ten activities outlined in the intro-
ductory chapter as constituting a set of factors hypothetically influencing
innovation processes. In the NSI case studies the authors have tried to find
out whether or not this perspective is valid – and, if so, to what degree – for
the various activities in the specific countries. And, as we have commented
above, the case studies have demonstrated, for most countries, that most of
the ten activities have indeed exerted a significant influence on the extent
and direction of innovation.

Of course, the case studies have also shown that the relative importance of
specific activities varies widely across countries. For example, demand-side
activities aimed at the formation of new markets have been very important
for innovation in Singapore and a number of other countries, but in Hong
Kong the stimulation of demand has been largely neglected as a policy
measure, due to the continuing prevalence of a laissez-faire attitude. The case
studies have also shown that the quantity of each activity and the efficiency
with which it is performed vary considerably among NSI. Sweden, for
instance, is an exceptionally strong performer with respect to investing in
research and development (R&D) and education as knowledge inputs into
innovation processes. However, the country’s performance with respect to
innovation outputs is low, given the amount of resources invested. In con-
trast, this pattern is almost completely reversed in Ireland, where high levels
of growth and innovation are associated with low levels of R&D investment.

The case studies have further indicated that both the pattern of activities
and the institutional and organizational arrangements – i.e. the set-up of
organizations performing these activities and the set-up of institutions
influencing those organizations – vary across NSI. In the comparative
analysis carried out in this chapter, we shall focus on the diversity with
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respect to activities, organizations and institutions in NSI, along with the
issue of coordination, which we have identified above as a key issue for
comparative research on SI. The empirical focus and point of entry for this
analysis is, as noted previously, innovation policy.

3 COMPARING NSI

In the literature on NSI, there has been an ongoing tension between, on
one hand, demands for a more structured conceptual framework
that would facilitate systematic comparisons and, on the other hand,
insistence on recognizing the unique character of individual SI. The first
position is well represented, for example, in various contributions on
‘benchmarking’ by Niosi and colleagues (Niosi, 2002; Niosi and Bellon,
1994; Niosi et al., 1993), and it has also been adopted by the OECD
(1997). The second position has been championed by, among others,
Miettinen (2002), who argues for a more contextually oriented approach
to describing SI, based on the principles of historicity, industrial
specificity and geographical specificity.

In the Ten Countries Project, we tried to strike a balance between these
opposing views of how to study NSI. On one hand, we paid close attention
to quantitative data (on, e.g., educational attainment of the labour force,
industrial structure and globalization) and performance indicators for
growth, scientific activity (publication), patenting and innovation.
Community Innovation Survey 2 data were used extensively in descriptions
of the European NSI, and parallel data sets were used for their Asian coun-
terparts.4 

As we have explained above and also in the introductory chapter, the
common format developed for the country studies, and particularly its largest
component, addressing the activities that influence innovation, represents the
application of a structured conceptual and theoretical framework based on
the activities-based approach developed in Edquist (2005) and Edquist and
Chaminade (2006). On the other hand, however, we also required each
national study to take the NSI’s historical background into full account,
mainly based on qualitative information. Further, we asked for an assessment
of the NSI’s particular strengths and weaknesses, as well as its past accom-
plishments and future challenges in innovation policy. Perhaps most import-
antly, we encouraged contributors to identify for each NSI a central issue,
problem or paradox that illuminated its essential character – and these
‘puzzles’ have provided central themes in each of the country case studies.

Comparative research requires a sound rationale and clearly defined cri-
teria for case selection. We have addressed these issues in the introductory
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chapter by comparing our sample of cases with the wider range of coun-
tries represented in Nelson’s (1993) anthology on NSI. There we explained
that the ten NSI included in the Ten Countries Project reflected a consist-
ent rationale through our selection of countries by:

● a focus on (relatively) small, dynamic, high-income economies;
● the inclusion of both ‘late industrializing countries’ and ‘newly

industrializing countries’ or NICs.

In the comparative analysis of innovation policy that we present in
Sections 4 and 5 of this chapter, we implement a case-based approach to
comparison as follows. First, before focusing on the identification of pat-
terns in innovation policy, we systematically map national contexts. We
begin with an overview of growth in gross domestic product (GDP) per
capita over time. In this part of the analysis (Section 4) we address growth
profiles, as well as the processes and mechanisms by which economic
growth has been achieved. We also relate the growth patterns to issues of
globalization – i.e. to another important contextual dimension. What
results from this examination is a classification of the ten countries into two
main groups and an elaboration of some key differences in ‘political
economy’ between these two groups.

Subsequently, the discussion turns to innovation policy itself (Section 5).
We elaborate a broad view of innovation policy, consistent with an equally
broad view of innovation systems, and we therefore refer to policy areas
such as labour market policy that are sometimes excluded from discussions
of innovation policy. Our examination of national patterns in innovation
policy and policy making is informed by a theoretical discussion that
focuses the analysis by addressing general policy rationales and the specific
issues of selectivity and coordination. For each of these themes, we relate
relevant evidence from the country case studies to particular theoretical
arguments. These arguments enable us to identify general patterns of
innovation policy and to examine the distribution of these patterns across
countries. Where these distributions correspond to our classification of
the ten countries, we are able to develop a context-based explanation of the
differences among them. In the final section (Section 6), we sum up the
main conclusions of the analysis.

4 GROWTH AND GLOBALIZATION

The countries included in this book can, of course, be classified in a number
of ways. To begin with, they can naturally be divided into European and
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Asian countries. This classification would be similar to dividing the coun-
tries into earlier and more recent industrializers – or, again, similar to a
division between countries that are trying to stay ahead and countries that
are trying to catch up in economic growth. In recent years, though, Ireland
would be an exception in the last two dimensions.

4.1 Fast versus Slow Growth Countries

The patterns of economic growth related to the ten NSI included in this
book are shown in Figure 12.1. The figure, which depicts growth in GDP
per capita over the 1950–2005 period, shows a clear separation between two
groups of countries, with a marked shift in the growth patterns of each
group occurring around 1970–75.

Our analysis is especially concerned with the patterns of growth for the
countries during more recent decades, and it is therefore appropriate here
to characterize the two groups of countries according to their growth pat-
terns over the past 30 years – i.e. from 1970/75 to 2005. We can thus distin-
guish between a first group of five countries marked by ‘slow growth’ and
a second group of five countries that have exhibited ‘fast growth’. The first
slow growth group includes Denmark, Finland, the Netherlands, Norway
and Sweden. The second fast growth group includes Hong Kong, Ireland,
Korea, Singapore and Taiwan.

Figure 12.1 also shows that the two groups had different growth profiles
before 1970/75, when the general pattern was almost reversed. During that
earlier period, the growth trajectories of the slow growth countries were
generally quite strong, whereas, with the notable exception of Hong Kong,
those of the fast growth countries were relatively flat compared to their
later profiles.

This grouping of the ten countries is neither surprising nor controversial,
corresponding as it does to the well-known distinction between ‘catching-
up’ economies and those that are either ‘falling behind’ or risk doing so
(Abramowitz, 1986; 1994). In fairness to the first group of slow growth
countries, though, they generally appear to have been holding, and in some
cases improving, their positions in recent years, rather than losing ground.
Norway, in particular, has experienced remarkable gains in the past few
years. On the whole, the difference between the countries in terms of GDP
per capita has decreased during the period.

Finland provides a case in point of slow growth dynamism.5 Since this
country is usually identified as a highly successful example of innovation-
based growth, it may be surprising to some that Figure 12.1 shows very
similar levels of GDP per capita relative to the USA for Finland in both
1975 and 2005.6 Therefore Finland is classified as a slow growth country.
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However, the historical circumstances must be taken into account – in
particular the depression of the early 1990s. As discussed in the Finnish
chapter (Chapter 10), this crisis was due to an overheated economy, a large
current account deficit, and drastic decline of the Soviet/Russian export
market – all of which made export of new products to Western markets
imperative for recovery. Further, recession in Western countries and limited
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Source: Groningen Growth and Development Centre and The Conference Board, Total
Economy Database, January 2007, available at: http://www.ggdc.net.

Figure 12.1 GDP per capita 1990 PPP US$, USA � 100, ten European
and Asian countries
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growth potential in mature industries meant that Finland’s recovery would
depend mainly on high-tech exports by its emerging electronics industry,
which by 2000 contributed as much as 1.5 percentage points to the Finnish
GDP growth rate.

More generally, the evidence from various country studies serves to high-
light that growth has been closely related to globalization. Thus the rever-
sal of growth patterns for the two groups of countries that is depicted in
Figure 12.1 coincides with and reflects the significant increases in inter-
national flows of capital and technology that occurred during the later
decades of the post-Second World War period (Fagerberg and Godinho,
2005, pp. 521–30). With regard to the newly industrialized fast growth
countries, the evidence also shows that rapid economic growth has
depended, for the most part, on successful entry into one and the same
global growth sector – i.e. the electronics and information and communi-
cation technology (ICT) industries. However, as we shall discuss in the fol-
lowing subsection, their entry into this sector has been achieved by very
different means and followed divergent paths. With regard to slow growth
countries, the country studies show that they have been characterized by
very different sectoral specializations and technological trajectories during
different parts of the post-Second World War period. In all cases, however,
the historical accounts indicate that these late industrializing countries in
Europe originally caught up by targeting growth industries of the time and
developing strong export orientations (cf. Fagerberg and Godinho, 2005,
pp. 516–18).

4.2 Mechanisms and Instruments

The fast growth countries in this book can all be categorized as newly indus-
trializing countries (NICs) – including the ‘Celtic tiger’, Ireland. Their rapid
economic growth can largely be explained by reference to Lall’s (2000)
analysis of Asian NICs, particularly Korea, Singapore and Taiwan. In those
three countries, and also in Ireland, the state played an important role in
stimulating and supporting rapid growth based on entry into especially
dynamic industrial sectors, particularly through policies for education
(especially in engineering), targeting production for export and rewarding
high export performers, and supporting R&D and innovation. Hong Kong
is an important exception, though. There, the colonial state supported
neither entry into new industrial sectors nor innovation based on R&D.

However, as also noted by Lall (2000) for earlier decades of the post-
Second World War period, there were significant historical policy
differences, as well as similarities, among three of the ‘tigers’. Singapore, for
example, relied more heavily on inward foreign direct investment (FDI) to
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industrialize than did either Taiwan or Korea, which both used protec-
tionist measures to nurture their ‘infant’ indigenous electronics industries.
Our country studies indicate that Ireland has followed much the same path
as Singapore, though it first pursued protectionist policies, abandoning
them in the late 1950s. In Hong Kong the colonial government was also
eager to attract FDI, though not necessarily in order to support industri-
alization.

Country studies for the fast growth group also indicate that these
catching-up economies have historically displayed considerable diversity
with respect to industrial structure (in terms of size composition of firms
in the country – as opposed to specialization among production sectors).
Large, diversified business groups, or chaebols, were fundamental to indus-
trialization in Korea, but the key actors in this process in Hong Kong and
Taiwan were indigenous small and medium-sized enterprises (SMEs) of the
family firm type. A further contrast is provided by the cases of Ireland and
Singapore, where foreign multinational corporations (MNCs) were the
main agents of industrialization.

The country studies also indicate that there have been important
differences, too, with regard to specific instruments employed in state pol-
icies for economic growth. Countries’ choices concerning policy instru-
ments appear to have been partly determined by the differences with respect
to size composition of firms. Thus Korea during the 1970s relied primarily
on ‘directed credit’ (state credit rationing) to guide the chaebols – i.e. the
instrument used was adapted to large firms. During the 1980s and 1990s,
however, dynamic growth in Korea was more directly driven by large firms,
and governmental efforts shifted to providing support for this process in the
form of R&D and educational infrastructure. In contrast, both Taiwan and
Hong Kong relied on so-called intermediate organizations with mixed
public and private sector participation to nurture the development of small
indigenous firms, although they accomplished this in very different ways.
In Taiwan, especially, policy initiatives focused on the build-up of R&D
infrastructure and the creation of state-owned firms to support nascent
light manufacturing industries further downstream. Ireland and Singapore,
which, like Hong Kong, adopted free trade policies beneficial to foreign
MNCs, made themselves attractive locations for production units of
foreign firms by pursuing competence building to develop skilled labour
forces via public sector vocational education and training, polytechnic
institutes and universities.

The five slow growth countries in this study are late industrializing
Northern European countries that first caught up with the leading indus-
trial economies during the late nineteenth and early twentieth centuries,
following the example of Germany (Abramowitz, 1994). In both the
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Netherlands and Denmark, early specialization in agriculture and services
strongly influenced this process. Denmark developed a diversified export-
oriented agro-industrial complex, and more recently has also created new
clusters, such as within hearing aid technology, based not only on trad-
itional industries but also on interaction with the provision of public ser-
vices (e.g. healthcare). SMEs with extensive networks have been more
important than large firms in Denmark. In the Netherlands, the adoption
of technologies from abroad, dependence on foreign markets and histor-
ical involvement in international trade bred strong reliance on exports and
large global companies of Dutch origin (such as Philips, Shell and
Unilever). In this respect the Netherlands is similar to the Swedish case,
with a considerable number of large and internationalizing firms of a
national origin.

Sweden, Finland and Norway provide examples of late but rapid indus-
trialization – in the second half of the nineteenth century – in forestry,
metals and in engineering related to resource extraction and processing. In
the latest decade there has been an increase of export specialization in
R&D-intensive sectors in Sweden and Finland. In Sweden, state infra-
structure and technology projects were used extensively to support indus-
try development during the 1960s and 1970s. In Finland, the state
participated actively in developing the industrial base, contributing to a
late but rapid build-up of new technologies and industries aimed at export
markets beginning in the late 1970s and continuing into the 1980s. A
similar path was followed by Norway, but with a much stronger concen-
tration on the extraction of natural resources and without a strong profile
in high-tech industries. Norway used major state infrastructure projects, as
in Sweden, as well as employing state-led finance, to support industrial
development.

Concerning the main instruments of public policy in the slow growth
countries, there was a considerable reliance upon state-owned firms, which
led the development of key sectors in Finland during the early decades of
the twentieth century and in Norway in the postwar industrial build-up and
consolidation period, from 1945 until the 1970s. State-owned organiza-
tions, in the form of public utilities and public service providers in, for
example, healthcare, were also important in Denmark and Sweden during
most of the twentieth century. In these two countries, public technology
procurement was (along with other demand-side measures such as regula-
tion) an important means of creating new technological clusters – and, in
Sweden, developing the technological capabilities of large industrial firms,
such as ASEA/ABB and Ericsson. The Netherlands diverges from the
Nordic countries in this respect. More generally, though, state-led eco-
nomic development necessitated by late industrialization (Gershenkron,
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1962) is clearly a common characteristic of all of the slow growth countries,
particularly the Nordic ones.

4.3 National versus Sectoral Systems of Innovation 

In the introductory chapter, we discussed the dichotomy between the broad
and narrow versions of the SI approach, and we noted that different
authors have different views on the appropriateness of a narrow versus a
broad definition of NSI. Along another dimension Nelson and Lundvall
also expressed fundamental differences of opinion concerning whether
national systems will continue to be important even under conditions of
increasing globalization and regionalization. These, of course, are trends
that may challenge the coherence of national systems.7

According to Lundvall, ‘both globalization and regionalization might be
interpreted as processes which weaken the coherence and importance of
national systems’ (Lundvall, 1992, p. 3). However, he believed ‘that national
systems still play an important role in supporting and directing processes of
innovation and learning’ (ibid.). Hence, he argued that NSI would continue
to pursue distinctive national trajectories, even under the homogenizing
influence of globalization processes. One of his arguments for this is that
interactive learning and innovation will be easier to develop ‘when the
parties involved originate in the same national environment – sharing its
norms and culturally based system of interpretation’ (ibid., pp. 3–4).

In contrast, Nelson and Rosenberg (1993), in the introduction to the
Nelson book, expressed considerable scepticism about the overall coher-
ence or consistency of NSI. They argued that the ‘system of institutions
supporting technical innovation’ is very different between sectors of pro-
duction, such as pharmaceuticals and aircraft. Moreover, they stressed that
in many sectors, including the two mentioned, ‘a number of the institutions
are or act transnational’ (Nelson and Rosenberg, 1993, p. 5). On this basis,
Nelson and Rosenberg questioned whether the concept of a national
system makes sense. One implication of this line of reasoning is that NSI
may ultimately be largely reducible to ensembles of increasingly transna-
tional sectoral SI (SSI) that would tend to look more and more the same
in different countries. These two authors thus expressed fundamental
differences of opinion with Lundvall concerning the coherence of NSI.

Malerba also addresses the relations between sectoral systems and
national systems in reporting a major international project on SSI. He
stresses that ‘major differences exist between sectors’, but also that
‘differences in national systems matter, and they affect some of the features
that a sectoral system may take on in a country’ (Malerba, 2004, p. 34). The
main theoretical issue, related to the different perspectives advanced by the
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national and sectoral schools, concerns the character and coherence of
NSI – i.e. the question of whether or not they exhibit truly systemic prop-
erties at the national level, even in the context of increasing globalization.

Our country studies have shown that economic growth can be based on
different patterns of sectoral specialization (composition of production
across sectors) and trajectories of technology development. Significantly,
most of our ten countries have moved (at least in some periods), or
attempted to move, in the direction of greater specialization in rapidly
expanding R&D-intensive (high-tech) sectors, in order to achieve or
maintain high rates of economic growth.8 However, the countries most
successful in the attempt to enter high-tech growth sectors in recent
decades have been the fast growth countries. These countries, moreover,
have accomplished their respective entries into (in almost all cases) the
same high-tech sector (i.e. electronics) in very different ways. Some, like
Korea and Taiwan, have focused on developing domestic firms capable of
competing globally; others, like Ireland and Singapore, have focused on
attracting foreign MNCs and promoting ‘innovation by invitation’. On
the whole, the fast growth countries have been specialized to a larger
extent than the slow growth countries in rapidly expanding high-tech
sectors.

Further, the evidence on globalization effects reveals a growing diversity
in the technological trajectories that both fast growth and slow growth
countries have chosen to pursue, even within the same sectors. In ICT
manufacturing, for example, Sweden has increasingly become a centre for
R&D and design (and located production facilities abroad in many sectors
of production). Taiwan has mastered and refined sophisticated production
technologies. Hong Kong, on the other hand, has focused on ‘brokering’
between Mainland China and foreign firms through coordination. This
means adding high-value-added services to regionally based international
production networks in a wide range of production sectors. Both Denmark
and the Netherlands have developed strengths in biotechnology, but while
the former has benefited from international collaboration, the latter has
been doing so to a lesser extent.

Rather than converging, then, the NSI in our study have established dis-
tinctive roles within an increasingly differentiated international division of
labour. Moreover, these roles tend to be consistent across sectors, as
demonstrated by the cases of countries as widely different as Sweden and
Hong Kong. In these respects, our findings on how globalization has
affected NSI by reinforcing and accelerating national patterns of special-
ization both within and across sectors corroborate – and are corroborated
by – recent research on international performance within SSI (Coriat
et al., 2004; Malerba, 2004). Thus there is considerable evidence to indicate
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that globalization does not erode NSI or render them incoherent. Rather,
evidence from the ten countries investigated in this project generally
favours the view that ‘national systems still matter’, indicating that
national characteristics and strategies have been crucial in processes of
globalization.

It could be added that the case studies in this book, as well as in Nelson
(1993), indicate that there are sharp differences among various national
systems with regard to propensity to innovate, the importance of different
activities as determinants of the development and diffusion of innovations
(e.g. in terms of institutional and organizational set-up), etc. In addition,
public innovation policies are still mainly designed and implemented at the
national level – and the policies differ greatly across countries with regard
to objectives, characteristics, instruments and consequences for perform-
ance (Edquist, 1997, p. 12).

Hence we believe that NSI are not reducible to ensembles of SSI.
However, with regard to the creation of diversity and dynamics in the
national systems, the picture is different. In this respect, the emergence and
development of new product areas and new SSI is an absolutely crucial
element. We shall return to this issue in the next section on innovation
policy issues. Here, our summary conclusion is that national systems as well
as sectoral systems will remain crucial constructions for the foreseeable
future – but for partly different ‘purposes’.

Before proceeding to the next section, however, we shall briefly underline
the importance of the sectoral perspective. For illustration, we refer to three
quotations from the country chapters on Taiwan, Ireland and Korea:

● Taiwanese policy is ‘actively promoting’ FDI in high-tech industries
(Balaguer et al., Chapter 2, Section 7.1).

● Irish-owned industry has ‘grown relatively quickly by international
standards, it has experienced significant upgrading in terms of skills
and R&D performance, and it has generally had higher growth rates
in high-tech sectors than in more traditional industries’ (O’Malley
et al., Chapter 5, Section 2.2).

● ‘Korea’s pattern of catching up can be described as “catching up by
specializing in new industries” – that is, the ICT industries’ (Lim,
Chapter 4, Section 6).

5 INNOVATION POLICY ISSUES

The issue of innovation policy was briefly mentioned in Section 4 of the
introductory chapter. In the country chapters, we have dealt with innovation
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policy in two (different) ways: policies pursued and policy proposals for the
future. In what follows, we shall compare innovation policies across the
various countries.

In order to lend greater depth to this comparison, and also to provide it
with a thematic structure, we shall integrate our empirical account of
differences and similarities in innovation policy with a theoretical discus-
sion of innovation policy. In this discussion, we shall first address rationales
for innovation policy, and then take up the specific issues of selectivity and
coordination. For each of these three themes there will be a corresponding
discussion of the empirical patterns of innovation policy found in the ten
country chapters.

5.1 Rationales

A common basis for public policy intervention is the identification of a
‘market failure’ that is supposed to be corrected through intervention by the
public sphere. As discussed elsewhere (e.g. Edquist, 1997, 2001), a market
failure in mainstream economic theory implies a comparison between con-
ditions in the real world and an ideal or optimal system. However, innova-
tion processes are path-dependent over time, and it is not clear which path
will be taken as they have evolutionary characteristics. We do not know
whether the potentially optimal path is being exploited. Moreover, the
system never achieves equilibrium. For these reasons, the notion of opti-
mality is irrelevant in an innovation context. It follows that we cannot specify
an ideal or optimal system of innovation and, therefore, comparisons
between an existing system and an optimal system are not possible. As a
corollary, it is not meaningful to talk about optimal policies and the notion
of market failure loses its meaning and applicability (Edquist, 2001).

Instead of market failures, researchers and policy makers following a sys-
temic approach often speak of ‘systemic problems’. The criteria for policy
intervention proposed here are, first, that there exists a systemic problem
not spontaneously solved by private actors and market forces (i.e. private
organizations fail to achieve the public policy objectives) and, second, that
the public agencies must have the ability to solve or mitigate the problem
(Edquist, 2001). This means that these systemic problems have to be
identified, which can be done through empirical analyses comparing
different systems of innovation with each other (Edquist and Chaminade,
2006).9

An important focus of the systemic approach is the complex interactions
that take place among the different organizations and institutions that
constitute the SI. From this perspective, policy makers need to intervene
in those areas where the system is not functioning well. The rationale for
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innovation policy should therefore be based on systemic problems rather
than on market failures. The policy discussion at each point should focus
on changes in the division of labour between the private and the public
spheres, and on changes in those activities already carried out by the public
agencies. This includes adding new public policy activities as well as termi-
nating others – and changing some. Terminating activities carried out by
public organizations is not the least important (Chaminade and Edquist,
2006; Edquist, 2001).

As also argued elsewhere (Edquist and Chaminade, 2006), the activities-
based framework for analysing SI, outlined in Section 2.3 of the introduc-
tion to this book, can fruitfully be used for innovation policy purposes. The
activities that influence innovation processes in SI provide a useful point of
entry into policy analysis. Thereafter, one can identify the organizations
performing the ten activities and examine the relations among them as well
as the institutions constituting constraints for the organizations when they
pursue the innovation processes. When part of an activity is performed by
a public organization, it is a matter of innovation policy – and most activ-
ities have a policy element.10

Often, there is not a one-to-one relation between organizations and
activities. A certain kind of organization can perform more than one activ-
ity – for example, universities carry out research as well as teaching. Many
activities can involve more than one category of organization, for example
R&D is performed by universities, research institutes (public and private)
as well as firms. With respect to innovation policy, we can analyse the div-
ision of labour between private and public organizations with regard to the
performance of each of the activities in innovation systems and determine
whether this division of labour is justified or not.

As noted above, one of the main differences between conventional (or
mainstream economics) and systemic approaches to innovation policy is
that the conventional approach begins by trying to define an ideal or
optimal economic system, whereas the systemic approach compares exist-
ing systems with each other. These two approaches tend to define ‘failures’
or ‘problems’ very differently, and they also recommend different overall
strategies for problem solving.

In all ten of the NSI covered by this study, policy makers have, without
exception, proclaimed the adoption of the SI approach as a framework and
guide for the design and implementation of future innovation policy.
However, this wide acceptance might merely reflect a general tendency
within the policy-making community to follow current ‘trends’. Thus, what
adoption of the SI approach might mean for the design and implementation
of innovation policy within specific national contexts certainly remains far
from clear – and policy makers often might not even know themselves.
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There are widely differing views among and within national policy-making
communities on what innovation policy consists of, and the same might also
be said of the SI approach, which is often used ‘more as a label than an ana-
lytical tool’ (Edquist, 2005, p. 202). These points are illustrated below.

Norway currently faces ‘the issue of deciding between a broad versus a
more targeted approach’ to innovation policy (Grønning et al., Chapter 8,
Section 7.3). However, the broad approach taken in Norway remains vague
as to specific policy measures, expresses an underlying philosophy of
‘general upgrading’, avoids setting priorities, and reverts at least partially
to a linear view of the innovation process. All of this is highly incompati-
ble with an SI approach, as demonstrated by the critical analysis developed
in the Norwegian chapter, which proposes a much more ‘targeted’ kind of
innovation policy for Norway.

In the Netherlands, the Ministry of Economic Affairs has explicitly
adopted a systems perspective, initiated many activities inspired by SI
approaches and the Porterian cluster concept, and seriously addressed the
notion of so-called ‘systemic failure’. At the same time, though, ‘ideas from
traditional economic analysis on market failure and how to address it con-
tinue to play a role in innovation policy’ within the Ministry of Economic
Affairs. In subsidy schemes and export promotion measures connected to
innovation policy, ‘competition policy has become an aim . . . and the rela-
tion between competition and innovation is now one of the focal points’.
Further, ‘it seems clear that too much emphasis on competition as a way to
stimulate innovation may be counter-productive’ (Verspagen, Chapter 9,
Section 7.2).

In Denmark, too, there are indications of a similar confrontation
between policy rationales. On one hand, current economic policy debates
reflect a ‘more or less implicit assumption in much of mainstream eco-
nomic policy debate that high taxes and a large public sector constitute a
weakness’. On the other hand, there has been considerable effort to
improve certain aspects of the NSI, but very little appreciation of its real
strengths. For instance, ‘there has also been a stronger interest in under-
standing and developing the “knowledge-based economy”, but . . .
[with] . . . a bias in the direction of formal knowledge and too little under-
standing of the importance of learning by doing, using and interacting
(DUI learning)’ (Christensen et al., Chapter 11, Section 7).

Similar observations can be made about Sweden, Norway and even
Finland. Thus the overall picture of innovation policy rationales that
emerges for the slow growth countries is one of fragmentation, debate and
a lack of consensus. As in Denmark, many policies in these countries seem
to be motivated by an urge to ‘follow the leaders’ in a given area of activ-
ity, rather than by trying to determine whether or not there is actually either

460 Small country innovation systems



a market failure or a systemic failure – whatever these terms mean for
different people.

For the fast growth countries, the picture is one of greater consensus,
more pragmatism and less debate about rationales. Thus the Singaporean
chapter does not directly discuss policy rationales, and neither does
the Taiwanese chapter. However, they do present their own accounts of
potential or actual system failures. The Taiwanese chapter also indicates that
innovation policy has assumed an extremely important role in the Taiwanese
NSI. It emphasizes ‘the key role of policy leading the process of systemic
upgrading’ (Balaguer et al., Chapter 2, Section 1), and it adds, ‘By the early
1980s, many policy makers in Taiwan had become conscious that the market
price mechanisms were too slow to propel the kind of development that
Taiwan needed’ (ibid., Section 4.3.3).

The Hong Kong chapter notes that ‘policy makers have explicitly inte-
grated the SI approach as an aid to overall policy discussion and imple-
mentation’, but it also states that ‘Lateness in tackling and introducing
innovation policy and subsequently weak implementation have left many
initiatives fragmented and ineffectual’ (Sharif and Baark, Chapter 6,
Section 7). The Korean chapter also describes a situation of extreme frag-
mentation of innovation policy among separate policy fields, which it illus-
trates by explaining that ‘The science and technology policy has mainly
been driven by the perspectives of the science and engineering fields, and
has ignored the economic and social aspects involved in the process of
innovation’ (Lim, Chapter 4, Section 7). Only in Ireland has innovation
policy apparently been guided to any significant extent by an explicit analy-
sis of systemic failures – as in the case made by Forfás for adopting sys-
tematic initiatives to strengthening innovation networks in Ireland
(O’Malley et al., Chapter 5, Section 7).

With the partial exception of Ireland, policy makers in the fast growth
countries, like their slow growth counterparts, display a general lack of
clarity about the economic rationales for innovation policy interventions.
Given the rather diffuse and uneven development of innovation policy in
both sets of countries, though, it could certainly be argued, as in the
Hong Kong chapter, that these and other NSI could ‘benefit from an
approach . . . whereby policy initiatives are better coordinated and under-
stood in terms of a larger conceptual framework’ (Sharif and Baark,
Chapter 6, Section 7).

5.2 Selectivity

One of the main differences between conventional (or mainstream) and sys-
temic approaches to innovation policy is reflected in current debates on
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non-selective versus selective innovation policies. In this respect, current
understandings of innovation policy are divided into two main camps. A
non-interventionist ‘laissez-faire version . . . [which] signals that the focus
should be on “framework conditions” rather than specific sectors or tech-
nologies competes with a “systemic” version . . . [for which] a fundamental
aspect . . . becomes . . . reviewing and redesigning . . . the linkages between
the parts of the [innovation] system’ (Lundvall and Borrás, 2005, p. 611).
From the systemic perspective, innovation policy – like most other public
policy – is naturally selective, since even policies that try to avoid ‘picking
winners’ by addressing market operations in general tend in practice to
favour certain sectors. As we shall see below, the existing power structure
often tends to preserve ‘the existing structure of production’ and already
established technological trajectories (Edquist, 2001, pp. 224–5). However,
other parts of the power structure can, of course, also favour new and
emerging sectors of production and the development of new technological
trajectories. Some examples that point to selectivity are the following.

Any public policy that is intended to solve or mitigate a societal problem
must focus on the nature of the problem and on its causes – and in this way
be selective. R&D policy instruments involve public financing of research,
which means allocating economic resources between different research
fields. An increase in public funding of R&D with 1 billion (Swedish crowns
or euros) necessitates a decision about which field of R&D the additional
resources should be used in. Should they be used for electronics research or
for research in the life sciences? Decisions are typically made in complex
political and administrative institutional set-ups, on the understanding that
those allocations will serve to stimulate and enhance levels of innovative
and knowledge capacity of the economy, in areas where private investment
has been insufficient. Another instrument of innovation policy, such as a
tax deduction for R&D expenditures by private firms, tends to favour those
firms that have (large) R&D expenditures, and industries with a high R&D
intensity. It is, therefore, also a selective instrument (Borrás et al., 2008,
forthcoming).

Another conventional instrument of innovation policy is public technol-
ogy procurement, which focuses upon a certain function, such as air
strikes, transportation of high-voltage electricity, or telecommunications
exchange. Through this instrument, government or the public sector subsi-
dizes the development of a system that can fulfil this function – i.e. a public
agency pursues public innovative (or technology) procurement. Hence this
instrument is highly selective. The list of examples could be made much
longer, but it shows that public policies are normally selective in one sense
or another. They may be selective with regard to problems, regions, sectors,
products, firms, instruments, etc. (Borrás et al., 2008, forthcoming).
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When uncertainty and risk are high, the danger that private actors will
underperform relative to public policy objectives is particularly great. For
example, private actors might underinvest in basic R&D (Arrow, 1962) or
they might not invest at all in activities of great social return but low indi-
vidual return (e.g. some drugs). High uncertainty might also prevent the
emergence of innovations. Empirical evidence suggests that large-scale and
radical technological shifts rarely take place without public intervention.
Carlsson and Jacobsson (1997) have shown this for technological break-
throughs in electronics, semiconductors, and genetic engineering in the USA
and Sweden. Mowery (2005) has shown that publicly funded R&D in com-
bination with public technology procurement has played a crucial role in
developing new high-tech sectors in the USA (and thereby in the world).
Examples are computer hardware, computer software, large aircraft,
biotechnology, and the Internet. Hence public intervention seems to be the
rule in new fields and industries, i.e. for the early development of new SSI.
The new fields mentioned above are also those where large-scale and radical
technological shifts have taken place. Such shifts seem rarely to have taken
place without public intervention (Carlsson and Jacobsson, 1997; Mowery,
2005). On the other hand, incremental innovations in established and mature
sectors seem to take place mainly on the basis of private initiatives funded
by private organizations. Examples could be gradual improvements of ball-
bearings during the past century or the improvement of integrated circuits
during the last 30 years.

Many mainstream economic analysts claim that innovation policy
‘should be’ neutral and they sometimes even believe that policies are
neutral. They seem even to pretend that some selective policies are neutral
(such as tax breaks for R&D expenditures). We argue, however, that innov-
ation (and other) policies are normally not neutral, because they naturally
entail a selection. We also claim that they cannot possibly be neutral in any
genuine sense if they are to solve or mitigate specific problems.

The acceptance that most innovation policies are selective makes it pos-
sible for us to transcend the sterile debate about whether or not policies are,
or should be, neutral. A much more relevant and interesting issue to address
is in what way, or in what sense (innovation) policies are or should be selec-
tive. This is just what has been done in countries such as Korea and Taiwan.
Policy makers in these countries have accepted the idea that they are trying
to ‘pick winners’ and avoid ‘subsidizing losers’. This is very similar to what
private firms are trying to do – i.e. to bet on winning products and concepts.

Globalization adds another dimension to the discussion on selectivity,
particularly when resources invested in innovation might not generate
externalities in the country or region but somewhere else. As Archibugi and
Iammarino (1999) acknowledge, with increasing globalization, ‘the choices
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of public actors are strongly limited by processes they are not entirely in
control of’ (ibid., p. 326). Should the government encourage (subsidize)
foreign firms to establish R&D labs in their country or should they instead
support R&D in domestic firms (that might later leave the country)? How
can the government select those interventions that might have a large posi-
tive impact in their territory when innovation activities are becoming
increasingly global (Borrás et al., 2008, forthcoming)?

The question then becomes in which direction or in which respects innov-
ation policy is – or should be – selective. Most large firms, and sometimes
also the labour unions, in established sectors of production pursue lobbying
intended to make public actors support their own sectors and firms.11 New
and nascent sectors normally do not include strong actors and can therefore
not pursue lobbying in an effective way. However, public innovation policy
intervention is generally more justifiable in new sectors or in new operations
in established sectors, since ‘problems’ that are not solved or mitigated by
private organizations are more frequent in these contexts.12 Such interven-
tions are also more justified for radical innovations, as compared to incre-
mental ones, and for early stages of innovation processes, rather than later
stages in those processes (Borrás et al., 2008, forthcoming).

Because strong vested interests are often associated with mature indus-
trial sectors and established technological trajectories, lobbyism often
seems to work for an innovation policy that should not be pursued.13

Instead the support should be channelled to operations and sectors where
risk and uncertainty are greatest, where uncertainties are too large for
private organizations to invest, i.e. where the public policy action would
really be a complement to private actors and not a substitute for or dupli-
cate of them. Innovation policy should play the role of a midwife – not
provide support towards the end of life. This requires that policy makers
and politicians have a sophisticated analysis at their disposal, as well as a
high degree of integrity, to counterbalance private lobbyism and a consid-
erable amount of power. There are seldom strong private lobbyists for the
solutions of the future!

Let us now return to innovation policy in a more ‘practical’ context. As
we have briefly indicated earlier, innovation policy, in the context of this
book, may mean two different things:

● The policies that have historically been pursued in the ten countries
during recent decades (how policy has been formulated, the content
of policy, how policy has been implemented and what consequences
it has had).

● Identifying either problems that are currently not solved or mitigated
by private organizations (mainly firms) or opportunities currently

464 Small country innovation systems



not exploited by private actors (since if such problems or unexploited
opportunities can be identified, they should be subject to future inno-
vation policy).14, 15 

With reference to these issues, the evidence from the ten country chap-
ters included in this book provides strong support for the view that innov-
ation policies are normally selective rather than neutral. Let us now
illustrate this by means of examples from the country case studies.

The findings from our case studies generally indicate that the main chal-
lenge facing NSI is that of creating diversity – i.e. escaping lock-in into well-
established production specializations and technological trajectories by
launching new alternatives. In contrast, the more familiar problems of pro-
viding adequate factor inputs and ensuring competitive framework condi-
tions – which are typically emphasized by the supposedly neutral or
non-selective policies proposed on the basis of a laissez-faire approach to
innovation policy (Lundvall and Borrás, 2005, p. 611) – appear to be issues
whose solution is much easier.

Ireland has excelled in ensuring positive framework conditions and abun-
dant factor inputs such as human capital and finance well adjusted to the
needs of innovative firms. Despite these successes, Irish policy makers are
concerned to reduce Ireland’s present degree of dependence ‘on . . . the will-
ingness of external companies to continue to transfer technology to Ireland’
and strengthen Ireland’s indigenous innovative capability (O’Malley et al.,
Chapter 5, Section 6). In this connection, building up basic R&D capabil-
ities within the public sector and strengthening absorptive capacity among
private sector SMEs through upgrading labour force skills are fairly simple
tasks. The challenge of improving the innovative capability of domestic
firms by increasing the degree of interactivity and networking within the
NSI is a much more difficult task. As noted in the Irish chapter, policy
makers lack previous experience in, and instruments for, addressing this
problem, since until now ‘no systematic initiative has been adopted for
strengthening innovation networks in Ireland’ (ibid., Section 7.2).

Turning to the slow growth countries, the evidence from both Sweden
and the Netherlands supports the view that innovation policies are nor-
mally selective. Historically, Swedish innovation policies have reinforced
the dominance of large firms and industries characterized by low innov-
ation intensity, and have also supported high levels of investment in edu-
cation and R&D. More recent policies have emphasized providing support
to start-up firms in science-based sectors. However, other so-called neutral
policies – for example, corporate taxation, labour market policies and a
plethora of liberalization initiatives – have promoted the globalization of
Sweden’s major industrial firms while maintaining their dominant position
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within the national economy. New firms and new industries have therefore
developed slowly, since terms favourable to incumbent actors have been
created by policy. Herein lies a possible explanation for the rather slow
diversification of Sweden’s technology profile.

In the Netherlands, past and present policies, directed towards increased
competition, on one hand, and higher levels of public–private interaction,
on the other, seem too broadly framed to accomplish a fundamental reori-
entation of the NSI. The main question concerning interaction in the
Netherlands’ NSI, for example, is arguably not one of ‘how much?’ but
rather ‘what kind?’ As argued in the chapter on the Netherlands, from an
SI perspective ‘it might make (more) sense to look at the interaction
between the university system and the public research organizations’ than
to ‘propose measures to stimulate interaction between university research
and private firms’ (Verspagen, Chapter 9, Section 7.2). The latter type of
policy measure has been pursued for some time in the Netherlands, without
any clear effect; in contrast, the former could address problems of coordin-
ation, gaps in funding, and a problematic focus of specialized public
research institutes on ‘relatively old specializations, such as civil water
works and shipbuilding’ (ibid.).

Strong support for the proposition that innovation policies are necessar-
ily selective policies – and also clear indications of the problems entailed in
developing and implementing selective policies – emerges from several of
the fast growth countries. Korea exemplifies the limitations of policies
addressing the market in general. Liberalization was a necessary response
to the financial crisis of the 1990s, and involved the introduction of reforms
that were both wide-ranging and comprehensive. However, Korean policy
makers apparently underestimated the difficulties of implementation, as
evidenced, for example, by the relative underdevelopment of new arrange-
ments for financing innovation.

As stated in the Korean chapter: ‘The financial system is new and it is not
sufficiently well developed to channel financial resources to those firms that
display good performance, because there is a limited pool of knowledge
evaluating the credibility and performance of firms. Banks and other
organizations are reluctant to take risks in making loans, and their hesi-
tance is reducing firms’ investments’ (Lim, Chapter 4, Section 7.1). Further,
continuing problems with the output and organization of both public edu-
cation and public sector R&D indicate that the extent and pace of reform
have not been sufficient and may need to be increased considerably in
certain areas. Arguably, Korea requires strategic systemic initiatives for
coordinating diversity creation efforts to counterbalance the strong selec-
tion pressures exerted by increased competition on both domestic and
global markets. Thus the Korean chapter concludes as follows:
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Finally, in the ever more globalized world, strengthening the capabilities of small
firms, which are increasingly vulnerable to international competition, will be
crucially important for future policy. . . . In order to resolve the chronic prob-
lems of small firms, future innovation policy needs to find strategic ways of
enhancing the technological capabilities of small firms and the networking of
small firms with domestic and international actors for knowledge and market
access. The importance of strategic policies to ensure that the poor competences
of small firms do not become a barrier to upgrading the competitiveness of the
nation cannot be over-emphasized. (Lim, Chapter 4, Section 7.3)

The Taiwanese case illustrates the difficulty of designing selective pol-
icies. Historically, innovation policies implemented in Taiwan during
the 1970s and 1980s succeeded in fostering competitive original equipment/
design manufacturing firms in ICT manufacturing. Many aspects of the
NSI have been geared to this effort – for example the public sector’s role in
building competences in strategic areas through a variety of mechanisms
for technology diffusion and learning. However, the past achievements of
Taiwanese innovation policy have also contributed to current problems of
lock-in. To date, the change of Taiwan’s technology profile has mainly been
confined to advances in semiconductors and electronics in a more general
sense. But even to consolidate and extend the gains made in this one sector,
Taiwan currently faces the challenges of strengthening indigenous R&D
and intellectual property rights (IPRs) of domestic firms as part of a more
general effort to develop the broader and more comprehensive set of assets
and capabilities now required for further progress. When it comes to
addressing these problems through selective policy measures, though, the
Taiwanese government has increasingly limited room for manoeuvre. Thus
the Taiwanese chapter notes that:

While, in the past, technology absorption, diffusion and the accumulation of
capabilities in industry were core elements of economic and industrial policy at
the highest level, at present Taiwan lacks a well-articulated policy approach
where innovation could be promoted in a highly strategic fashion from a top
executive level. (Balaguer et al., Chapter 2, Section 7.3)

The cases cited above are not exceptional, in so far as similar findings
occur in other national studies. For instance, the Norwegian case supports
the same conclusions as the studies of Sweden and the Netherlands, and
the Singaporean case develops insights similar to those articulated in rela-
tion to Taiwan.

In Norway, past innovation policies were directed towards breaking out of
the existing pattern of industrial and technological specialization by focus-
ing on selected science-based and information-intensive industries, and cor-
responding research fields. However, these policies were not supported by

Globalization and innovation policy 467



accompanying reforms in areas such as taxation – a specialized R&D tax
credit scheme targeting small firms was only introduced rather recently, in
2002 – and they were also undermined by an economic downturn during the
early 1990s. As a consequence of this crisis, ‘public R&D policy towards the
private sector changed’. Thereafter, ‘priority was no longer to be given to
selected sectors. Although there were some main areas of focus . . . the new
policy aimed at improving the general performance in all firms with innov-
ation potential’ (Grønning et al., Chapter 8, Section 7.2).

In the case of Singapore, innovation policies have evolved with the NSI,
typically leading its development. But the achievements of past policies for
‘MNC-leveraging economic development’ – i.e. ‘leveraging of foreign
MNCs to jump-start local economic and technological growth’ – may have
reduced policy makers’ scope of action in recent efforts to build up indige-
nous innovation capabilities’ (Wong and Singh, Chapter 3, Section 7.2).
Although the policy shift towards investment in R&D has had positive
impact on R&D intensity and innovative performance, policies geared
towards promoting high-tech entrepreneurship have not enjoyed similar
success thus far.

To sum up, it is clear that in all ten countries there is strong evidence that
the innovation policies that have been pursued have been selective. In
different ways, all the various country studies point clearly to problems
requiring selective policies, or what may also be referred to as opportunities
for the development of such policies. However, there are also some
significant differences between fast growth and slow growth NSI with
respect to the extent to which they have developed and implemented selec-
tive policies.

When it comes to the actual performance of deliberately selective rather
than so-called neutral or non-selective innovation policies, what distin-
guishes fast growth from slow growth countries is that the former have been
much more active and also more successful in pursuing explicitly selective
policies. This means that they have been selective in the ‘right’ direction.16

It will be recalled from Section 4 that all these countries have developed suc-
cessful policies directed towards entry into the ICT and electronic sectors.
In contrast, the slow growth countries have been more weakly committed
to new growth industries, and more attached to traditional ones. In at least
some of the slow growth countries, moreover, there appears to be an ideo-
logical commitment to so-called neutral policies that has in effect ruled out
the adoption of pursuing more selective policies in a conscious way – i.e.
enhancing selectivity in the ‘right’ direction. The Netherlands and Norway
provide very clear examples of this tendency. In other cases, such as
Sweden, there may be a mix of both selective and supposedly neutral pol-
icies – in which, for Sweden, at least, the avowedly non-selective policies
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may counteract and even undermine the explicitly selective ones. Thus there
appears to be greater resistance to selective policy measures in the slow
growth countries, and greater scope for developing and applying such pol-
icies in the fast growth countries.

In trying to explain these differences, we can point to an obvious contex-
tual difference between the two groups of countries. As NICs, the fast growth
countries have fewer mature industries that would stand to benefit from so-
called neutral policies favouring the existing structure of production and
already established technological trajectories. Hence there are few particu-
larly strong lobbies for so-called neutral policies (that actually support exist-
ing industries and actors in a selective way). The situation in the slow growth
countries is, of course, just the opposite – i.e. established firms and industries
have generally supported and benefited from so-called ‘neutral’ policies,
rather than explicitly selective policies. Finland might be considered to con-
stitute an exception in this regard. Selective policies to develop the ICT sector
in Finland paid off during the late 1990s, but part of the explanation for their
success lies in a severe economic crisis during the early 1990s that greatly
diminished the lobbying power of traditional industrial sectors and created
greater scope for policy actions favouring the ICT sector.

5.3 Coordination

Another key difference between conventional (or mainstream) and sys-
temic approaches to innovation policy concerns the issue of coordination.
As we pointed out in Section 2 above, coordination is a central theme in SI
approaches, which lay great stress on how activities supporting innovation
are coordinated by institutional frameworks. Coordination is also a vital
concern for the systemic approach to innovation policy, since – as in the
examples considered in Section 5.2, above – much research on innovation
processes and systems points to ‘tension or mismatch between different
kinds of designed institutions that often represent different levels of policy-
making’ (Edquist et al., 1998, p. 38). Further, as explicitly recognized and
underlined by the activities-based framework outlined in the introductory
chapter, SI approaches generally recognize the importance of complemen-
tarity within systems and therefore emphasize the importance of policy
coordination: for example, ‘the coordination of support for R&D with
support for . . . other kinds of learning, which operate through different
mechanisms’ (Edquist et al., 2001, p. 155). Thus one of the general policy
implications of the SI approach is that it is important ‘to integrate and co-
ordinate policy areas like R&D policies, educational policies, regional pol-
icies, and even macro-economic policies when formulating innovation
policies’ (Edquist, 2001, p. 230).
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Returning to the question of rationales for policy intervention, an
emphasis on coordination can be regarded as fundamental for the systemic
approach to innovation processes and innovation policies, whereas this is
not the case for conventional (or mainstream) approaches. Thus Metcalfe
(1995) has highlighted the issue of coordination in elaborating a compari-
son between conventional or optimizing approaches and evolutionary and
systemic or adaptive approaches to innovation policy making. In the
optimizing approach, which is informed by equilibrium economics, the
‘favourite metaphor . . . is of the policy maker as a fully informed social
planner who can identify and implement optima’ for altering incentive
schemes in order to change the behaviour of economic actors and thereby
correct situations of market failure where ‘social and private welfare [are]
out of step’ (ibid., p. 30). In contrast, the adaptive approach, based on evo-
lutionary economics, does not presume ‘that the policy maker has a super-
ior understanding of market circumstances or technological information;
rather what s/he does enjoy is a superior coordinating ability across a
diverse range of institutions’ (ibid., p. 31). For the adaptive policy maker,
moreover, the central problem is not market failure but rather the ‘evolu-
tionary paradox that competitive selection consumes its own fuel, destroy-
ing the very variety which drives economic change’ (ibid., p. 30). It follows
that ‘superior coordinating ability’ must be harnessed to the cause of regen-
erating the diversity fundamental to economic progress by promoting and
supporting ‘experimental behaviour’ on the part of economic actors.

Drawing upon the evolutionary economics tradition – as well as insights
from institutionalist theories such as those that inform the VoC (Hall and
Soskice, 2001) and business systems (Whitley, 2002) approaches discussed
in Section 2 – Storper et al. (1998) have applied this reasoning to industrial
policy for latecomer nations in the globalizing learning economy as follows.
Orthodox economic theory proposes macroeconomic structural adjust-
ment policies, accompanied by liberalization policies, as the alternative to
traditional industrial policies, which cannot be practised in the context of
increasingly open markets and internationally mobile capital. However,
structural adjustment offers no solutions for the creation of new wealth
through ‘mobilization of local competitive specificities such as technology
and know-how, trust and culture’ (ibid., p. 3). Such solutions depend,
instead, on ‘coordination-for-learning’, where learning is understood to
involve multiple kinds of actors and forms of activity, and to depend on
institutional frameworks and relations among actors – an approach in
which ‘the role of the state as a catalyst for starting and sustaining coordi-
nation becomes crucial’ (ibid., p. 5). This approach to industrial policy is,
of course, highly consistent with the systemic approach to innovation
policy and with the institutionalist orientation and emphasis on interactive
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learning fundamental to systems of innovation approaches. As Storper
et al. emphasize, ‘learning involves coordination over shifting terrain,
where the agents and institutions involved must be reflective . . . in order to
alter their own parameters over time’ (ibid., p. 6).

With these considerations in mind, we now turn to an examination of
policy coordination in the ten countries represented in this book. Here, we
will focus primarily on the consequences of past innovation policies, rather
than examining how policy has been formulated, the content of policy, or
how policy has been implemented. However, the analysis may also con-
tribute to a more profound understanding of the existence of problems or
opportunities as reasons for innovation policy intervention that were out-
lined in the preceding discussion of selectivity.

Sweden provides an instructive example of the problems of policy coordi-
nation in slow growth countries. Generally, Sweden’s pattern of innovative
activity reflects an ongoing imbalance between the supply of innovation
inputs, particularly R&D, and innovation outputs. The ‘Swedish paradox’
refers essentially to low pay-off in terms of innovations from very large invest-
ments in R&D and innovation. This problem can be attributed to several
causes: globalization resulting in commercialization of Swedish innovations
abroad; ineffective technology transfer from research organizations to com-
mercial application by firms; and a sectoral allocation of R&D investment
favouring industries with low innovation intensity. The dominance of incum-
bent large firms (MNCs) is a common thread in all these lines of explanation.

Sweden’s extensive support for innovating firms and entrepreneurial
start-ups has resulted in only modest rates of new firm creation and only
moderate success in strengthening specialization in fast growing high-tech
industries. New firm creation and interfirm networking remain dominated
by large firms, and institutional arrangements (in, e.g., labour markets and
taxation) also sustain the dominance of large firms, many of them based in
industries with low innovation intensity. There is considerable lack of coor-
dination between policies related to the provision of constituents for SI and
policies with regard to support services for innovation firms.17 The ultimate
beneficiaries of the latter appear to be those least in need. Thus the Swedish
chapter points out that, despite a wide range of policies aimed at support-
ing the creation of new firms, the growth of these firms ‘frequently seems
to be enhanced by becoming part of a larger corporate structure through
acquisition’, and that despite numerous policies to support networking for
small firms, innovation networks in Sweden are characterized by a ‘rather
high degree of vertical integration’ (Bitard et al., Chapter 7, Section 4). The
overall pattern of evolution in Sweden is one of gradual transition from an
innovation system dominated by large mechanical engineering firms to one
in which science-based and information-intensive sectors will feature more
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prominently, but large incumbent firms are unlikely to be easily displaced
by new entrants.

Similar dynamics can be observed in two other slow growth countries.
Norway exhibits little entrepreneurship in science-based and information-
intensive sectors. Thus extensive provision of support for innovating firms
has brought poor results, due to the restrictive investment climate and
structural rigidity bred by the dominance of large firms in the resource
extraction and transportation services sectors. Now that Norwegian policy
makers have again shifted direction towards a more targeted approach,
many questions remain as to how this new approach will actually be inte-
grated with the earlier and ongoing emphasis on general upgrading to
which it has been tied. As stated in the Norwegian chapter,

In the case of general upgrading as the main and underlying philosophy, there
is a need to further formulate the conditions under which general upgrading is
to take place. In other words, if the rationale is that heterogeneity leads to
increased output and that a subsequent core strategy is to foster heterogeneity
by way of having broad and multiple targets, this must be stated in an explicit
way. (Grønning et al., Chapter 8, Section 7.2) 

In Finland, public sector support for innovation, networking arrange-
ments and institutional reforms have been geared mainly to the successful
development and internationalization of large firms such as Nokia.
Entrepreneurial small firms have been much less well provided for – even
though Tekes, an important R&D financing organization, requires that
SMEs be included in the R&D networks they finance. For such reasons, the
Finnish chapter points to the need for increased networking and collabor-
ation between low-tech and high-tech firms, as well as between large and
small firms, combined with measures developing the innovative capabilities
of small firms, such as ‘development of financing of especially young, small,
growth-oriented, R&D-intensive and high-technology firms’ (Kaitila and
Kotilainen, Chapter 10, Section 7.3).

In the Netherlands, despite very high performance with respect to knowl-
edge inputs, innovative activity has levelled off and private sector R&D has
begun to decline, at least in relative terms, implying diminishing demand
for these inputs. A pattern of sectoral specialization that de-emphasizes
manufacturing, together with globalization effects, makes it difficult to
improve system performance simply by increasing knowledge inputs.
Instead, balancing supply and demand requires the Netherlands to gear
inputs to emerging growth sectors.

The problems encountered in the Netherlands include low levels of
entrepreneurship and inadequate interaction between universities and
other public research organizations and private sector actors, reflected in
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low levels of knowledge transfer and research commercialization. The
overall pattern is one of an impasse bred by lock-in to institutional and
organizational arrangements that serve incumbent firms in declining (or
de-industrializing) sectors better than new entrants in emerging sectors.
The Netherlands NSI appears to be a dual system. The universities, most
research institutes and many public research organizations cater primarily
to large incumbent firms, well-established but declining industries, and rela-
tively old technological fields. In contrast, only a few public organizations
provide inputs to new firms, industries and technologies. Also, creation of
new firms, industries and technological innovation platforms is often
poorly coordinated with corresponding forms of support, some of which
are inadequately funded. Thus the chapter on the Netherlands argues for a
fundamental reorientation of several different kinds of innovation policies,
in which coordination should be based on ‘taking into account where the
“new economy” will have its focus in terms of technological development’
(Verspagen, Chapter 9, Section 7.1).

Denmark, like the Netherlands, has maintained essentially the same
technological profile over the past two or more decades. Its current transi-
tion towards a more mixed mode of innovation combining a science-and-
technology-driven mode with the traditional mode based on doing, using
and interacting – i.e. ‘a “mode of innovation” dominated by small and
medium-sized firms continuously making incremental innovations based
on learning by doing, learning by using, and learning by interacting
especially with customers and suppliers’ (Christensen et al., Chapter 11,
Section 1) – has so far not entailed any major disruptions.

Against this background, though, recent policy appears to have led in a
potentially disruptive direction that may actually become problematic,
depending on the strength and focus of initiatives to bring about structural
change through efforts to strengthen high-tech sectors by promoting uni-
versity–industry interaction and the creation of science-based firms and
industries. As the Danish chapter points out, measures aimed at stimulating
activities in this area will probably require considerable adjustment to com-
plementary or related sets of activities within the Danish NSI – through, for
example, close coordination and even integration with existing forms of uni-
versity–industry interaction. In Denmark, where low-tech activities pre-
dominate and a large population of SMEs has only weak networking
linkages with the universities, ‘policies aiming at bringing the national
system “to the very top” in this dimension might not necessarily strengthen
the system as a whole’. Other technology transfer strategies ‘such as lifelong
learning’ might be more effective in strengthening the innovative capabilities
of many firms and sectors (Christensen et al., Chapter 11, Section 7). More
generally, policies aimed at promoting a transition to a ‘science-based’ mode
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of innovation are unlikely to succeed in Denmark without taking into
account the wider socioeconomic setting and other factors contributing to
the successful operation of the Danish model.

Among the fast growth countries, Taiwan can be regarded as a leading
example of a country whose economic success has depended on effective
policy coordination, but which now faces new coordination problems.
Taiwan’s rising rate of investment in R&D has been characterized by the
fast growth of business expenditure on R&D and a dramatic increase in
patenting. Similarly, the strong expansion of Taiwanese post-secondary
education has increasingly focused on ICT-related scientific, engineering
and technical skills. Balance between supply and demand has been main-
tained, since these developments have been driven by the upgrading of
firms in high-tech manufacturing sectors. These firms excel in production
for high-tech markets, drawing their competitive advantage from manufac-
turing and process innovation skills.

As it reaches the limits of factory automation and the adoption of
advanced production techniques as a competitive strategy, though, Taiwan
now confronts mismatches between policies related to activities concerning
constituents for SI and policies related to activities concerning support ser-
vices for innovating firms (see Box 1.2 in Chapter 1). These problems reflect
the need of existing firms to diversify, through product innovation based on
independent scientific and engineering capabilities. For Taiwanese firms to
break out of the trajectory that they have established for themselves as tech-
nology followers and ‘second movers’, it has become necessary to reform
existing institutions for protection of intellectual property and develop
forms of R&D collaboration that facilitate appropriation of innovation.

Similar patterns emerge in the cases of Singapore and Hong Kong, both
of which have recently diversified their pattern of innovative activity. In
Singapore, recent increases in indigenous R&D within targeted fields of
science and technology have not been matched by the commercialization of
indigenous intellectual property in corresponding sectors – especially on
the part of entrepreneurial high-tech start-up firms. Historically, Singapore
has concentrated on developing labour force competences and skills, and
its main R&D inputs have come from technology-intensive foreign MNCs
with local operations.

Singapore has successfully reconfigured public and private innovation
capabilities several times over the past decades, through institutional
reforms and changes in the provision of support to innovating firms.
However, there has been little recent private sector response to the current
build-up of support services targeting entrepreneurial high-tech SMEs.
Prospects for developing indigenous R&D and innovation capability
remain uncertain, and technological entrepreneurship in strategic sectors
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remains low, due to cultural factors (risk aversion), gaps in institutions and
organizations (a lack of mechanisms ‘bridging’ R&D and seed investment)
and the conservatism natural to a small domestic market.

In Hong Kong, support for innovating firms largely reinforces the dom-
inant producer services trajectory by developing consultancy services and
financing ICT projects, but incubation targets other nascent industries.
This divided focus indicates possible future tension and conflict between
established and emerging industries. As in Taiwan and Singapore, path
dependence makes diversification difficult.

Korea, like Taiwan, has a history of developing the technological cap-
abilities of its own large firms. Similar to other ‘catching-up’ economies,
Korea has matched supply- and demand-side activities by utilizing
imported technology to support a strong specialization in rapidly growing
export markets, especially for high-tech products. Increasing globalization
of both production and R&D by major Korean firms has meant, however,
that efforts to upgrade domestic knowledge inputs will have to be coordi-
nated with initiatives to strengthen the absorptive capacity and innovative
capabilities of small domestic suppliers to these large firms.

There has been an aggressive drive for liberalization and the promotion of
a more entrepreneurial economy in Korea since the last 1990s. Despite regu-
latory reforms and the reorganization or creation of support functions suit-
able to new venture businesses, the economy continues to be dominated by
large conglomerates. The chaebols have adapted poorly to liberalization and
continue to constrain innovation networks, in particular. Thus a mismatch
of organizations and institutions frustrates support for innovating firms.
Generally, the Korean NSI is experiencing a difficult transition from large
firm dominance and top-down government steering to entrepreneurship,
open competition, and more interactive partnerships between government
and industrial actors. In both the ‘old’ and the ‘new’ versions of the Korean
NSI, small domestic firms have tended to be disadvantaged, but the latter
benefits new venture businesses while threatening more traditional SMEs.

A similar problem arises in Ireland, albeit in relation to foreign, rather
than domestic, MNCs. In activities concerning constituents for SI and
activities concerning ‘support services for innovating firms’ (see Box 1.2 in
Chapter 1), the Irish NSI has, on one hand, bolstered inward investment by
embedding foreign MNCs within local or regional clusters of interrelated
firms. On the other hand it has promoted the formation of new firms, the
development of innovative capabilities, and effective innovation networks
within indigenous industries. Success in the second type of effort appears
to have depended greatly on the degree to which there has been a significant
overlap with the first type. The predominance of foreign MNCs has
ensured high overall consistency in Ireland’s NSI, such that its main
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strengths are based on alignments of different kinds of activities that
support this industrial order. Thus, for example, foreign MNCs based in
Ireland constitute important sources of demand for indigenous firms,
whose innovation and growth performance has been improved by vertical
linkage to them. Small indigenous firms in traditional industries outside
this virtuous circle remain the NSI’s weakest components.

To sum up the evidence on policy coordination, we can observe very
different patterns in our two groups of countries. For the slow growth coun-
tries the overall picture consistently drawn by the country case studies is
one of a problematic lack of policy coordination. In all these countries,
policies related to specific activities are often poorly aligned with one
another and in some instances they even appear to be working at cross-
purposes. The case studies repeatedly point to mismatches, imbalances,
inconsistencies, impasses and even immanent conflicts among specific poli-
cies related to particular fields of activity.

For the fast growth countries, the overall picture is instead one of past
successes and emerging problems in the coordination of innovation policy.
In all cases, successful entry into technologically dynamic growth sectors,
particularly the ICT and electronics sector, has depended on effective policy
coordination – for example, the close alignment of education and training
with other policies designed to encourage foreign or domestic investments
in the development of technological capabilities. In general, these countries
all provide highly instructive historical examples of ‘coordination for learn-
ing’. However, they now face the problem of diversifying beyond estab-
lished sectoral and technological specializations – and, in this respect, they
can be seen to have begun experiencing coordination problems that are
essentially similar in nature to those that have for some time characterized
the slow growth countries.

To develop an explanation for these differences between fast growth and
slow growth countries we can refer to the same basic set of contextual
differences that was found in Section 5.2 to be relevant for differences with
respect to selectivity. In the slow growth countries, policies designed to
support new firms in emerging industries are to a large extent counteracted
by policies that sustain established firms and industries. This is especially
the case for Sweden, Norway and the Netherlands. There is also a parallel
and overlapping tug-of-war in innovation policy between large firms and
SMEs, and another between ‘traditional’ small firms and ‘science-based’
ones. In Finland, the first type of conflict is evident, while the second is
becoming more pronounced in Denmark. For all of these countries,
though, the basic problem is that established firms and industries exercise
strong inertia, constituting a powerful lobby for the maintenance of
policies that work to their benefit. Policy makers appear to have responded
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in many cases (especially Sweden, Norway and the Netherlands) by imple-
menting completely different sets of policies for new firms and emerging
industries – but the result is serious gaps in coordination.

Turning to the fast growth countries, it can be argued that their past suc-
cesses in policy coordination were at least partly due to the greater freedom
of manoeuvre afforded by the lack of strong vested interests in policies
aimed at maintaining the existing sectoral composition of production. In
these countries, there is less overt conflict among policies aimed respectively
at old and new industries, since nearly all industries are relatively new,
chronologically. Further, innovation policy has, as noted in Section 4, as
well as earlier parts of this section, been concentrated to a much greater
extent on the development of a much narrower range of high-tech growth
industries. Thus there tend to be fewer problems related to the coordination
of policy across sectors. Of course, the fast growth countries do provide
some evidence of conflicting policy interests among firms, occurring mainly
along the axis of traditional versus science-based small firms, as in Korea
and Ireland. More generally, though, firms and governments in these coun-
tries appear to agree on the need to develop new innovative capabilities and
‘rules of play’. In that respect, the fast growth countries may still have the
advantage of greater scope for coordination.

Notwithstanding these considerations, we can also observe that the fast
growth countries are now confronting new challenges with respect to the cre-
ation or regeneration of variety. As a consequence, they may therefore begin
to experience coordination problems similar to those of the slow growth
countries – as hinted at, for example, in the case of Hong Kong. Here, the
relevant explanation from context does not concern the sectoral composition
of production, the lobbying power of established versus emerging industries,
or the relative age (or youth) of the institutional and organizational set-up.
Rather, it concerns the countries’ levels of technological development within
their respective sectors of specialization – which have remained, at least until
very recently, largely the same for the fast growth countries.

It has often been argued in the literature on innovation policy that it can be
difficult to alter a country’s specialization towards high-tech sectors ‘because
technological and economic uncertainty increases with the complexity of the
required competence’ (Archibugi and Iammarino, 1999, p. 329). The same
argument, however, can also be applied to continued advance in such sectors.
Many of the fast growth countries have mastered the production of electron-
ics but now they require the development of new capabilities within these
sectors – ‘technological entrepreneurship’, as in Singapore – or capabilities
for product innovation based on independent scientific and engineering capa-
bilities, as in Taiwan. To develop such capabilities, the fast growth countries
can no longer concentrate on competence building and infrastructure

Globalization and innovation policy 477



development focused on the build-up of production. Thanks in no small part
to globalization processes, they must now also address issues of IPR and
domestic as well as global R&D collaboration. And, as highlighted in the case
of Korea, they must also accomplish a transition towards more participatory
policy making based on interactive partnerships between government and
industrial actors. In many respects, therefore, the fast growth countries must
now contend with a much higher level of complexity in the coordination of
innovation policies. In this sense, they increasingly resemble their slow growth
counterparts.

6 CONCLUDING REMARKS

We now formulate the main conclusions of the discussion in this chapter in
terms of the following almost telegraphic statements.

● The performance with regard to the development and diffusion of
innovations has been very different in the ten NSI studied in this
book. There is no doubt that the ten countries are quite different with
regard to propensity to innovate. In Section 2, for example, we con-
trasted the Swedish pattern of high innovation inputs versus low
innovation outputs with the Irish pattern of low inputs versus high
outputs. In other parts of this chapter, we have noted contrasting
patterns of specialization – for example, Norway’s low or medium-
technology specialization versus Finland’s growing specialization in
high technology, or Hong Kong’s focus on ‘coordination’ of produc-
tion networks versus Taiwan’s focus on production.

● The activities-based approach, presented in Section 2.3 in the intro-
ductory chapter of this book, addresses the activities or determinants
that, hypothetically, are important for the development and diffusion
of innovations. This concerns the issue of why the countries are
different with regard to propensity to innovate. The activities-based
approach to innovation is in line with the broad approach to
conceptualizing NSI rather than with the narrow one – as also dis-
cussed in the introductory chapter. Evidence from the ten countries
investigated in this project generally favours a broad perspective on
NSI, rather than a narrow one. We have shown that this approach is
useful in the sense that all the ten activities listed in the introductory
chapter influence the innovation processes in most of the countries,
and since it ensures a broad and multidimensional perspective
and thereby avoids monocausality in analysis and policy. The
activities-based approach also constitutes a dynamic perspective on
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determinants of innovation rather than the more static one offered
by the traditional approach focusing on constituents and compon-
ents in SI. Further, the activities-based approach also makes it easier
for the SI approach to draw lessons for theory and for policy. With
respect to policy, for example, we have argued in Section 2 that
drawing attention to the multiple activities that influence innovation
naturally leads to a focus on the coordination of these activities, and
in Section 5.3 that SI approaches generally recognize the importance
of complementarity within systems and therefore emphasize the
importance of policy coordination.

● In all ten of the NSI covered by this study, policy makers have, without
exception, proclaimed the adoption of the SI approach as a framework
and guide for designing future innovation policy. What that means,
however, for the design and implementation of innovation policy is cer-
tainly not clear – and policy makers often do not even know themselves.

● We can distinguish between a first group of five countries marked by
slow growth and a second group of five countries that have exhibited
fast growth during the latest three decades. The first, slow growth
group includes Denmark, Finland, the Netherlands, Norway and
Sweden. The second, fast growth group includes Hong Kong,
Ireland, Korea, Singapore and Taiwan.

● Innovation policy has been more important, at least in the sense of
having had a higher profile, in some countries (Taiwan, Finland) than
in others (Hong Kong and Norway). However, all the countries in
this study have formulated and pursued innovation policies, and it is
not clear what difference the degree of importance attached to innov-
ation policy has made for the actual performance of innovation by
private economic actors. For instance, innovation policy may have
had a much higher profile in Sweden than in Denmark, but the
Danish NSI might be considered to perform better than Sweden’s.

● Innovation policies that have been practised have been largely selec-
tive in all countries. This is simply because very few public actions
that influence innovation processes can be neutral or non-selective.
The important issue is therefore not whether policies are selective or
not, but in which direction they are selective! Do they, for example,
support existing sectors and firms or are they engines for change in
this respect? On this score, we have observed that explicitly and con-
sciously selective innovation policies have tended to be those that
support the development of new firms, industries and technologies.
Such policies have been pursued to a much larger extent, and more
successfully, in the fast growth countries than in the slow growth
countries. One apparent reason for this difference is the relative lack
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of strong lobbies in the fast growth countries for so-called non-
selective or neutral policies – which could, in turn, be explained by
the relative lack of established mature industries that would stand to
benefit from neutral policies.

● With regard to the fast growth countries, the evidence also shows that
rapid economic growth has depended, for the most part, on successful
entry into one and the same global growth sector – i.e. the electronics
and ICT industries. Policies for changing the sectoral composition of
production have been crucial in these countries. On the whole, the fast
growth countries have been specializing, to a larger extent than the
slow growth countries, in rapidly expanding high-technology sectors.
In Korea, Singapore, Taiwan and Ireland, the state played an import-
ant role in stimulating and supporting rapid growth based on entry
into especially dynamic industrial sectors, particularly through pol-
icies for education (especially in engineering), targeting production for
export and rewarding high export performers and supporting R&D
and innovation. The slow growth countries have been slower and more
rigid when it comes to going into new sectors. In this sense, the (selec-
tive) policies of the fast growth countries have been more successful
than the (also selective) policies in the slow growth countries. They
have simply been selective in a different ‘sense’ or ‘direction’.

● Some fast growth countries, such as Korea and Taiwan, have
attempted to enter the ICT industries by developing domestic
firms capable of competing globally; others, such as Ireland and
Singapore, have focused on attracting foreign MNCs and promoting
‘innovation by invitation’.

● Arguments have been put forward that national SI still matter in spite
of the homogenizing influence of increasing globalization and, alter-
natively, that SSI matter more. Rather than converging, the NSI in
our study have established distinctive roles within an increasingly
differentiated international division of labour. Moreover, these roles
tend to be consistent across sectors. Thus there is considerable evi-
dence to indicate that globalization does not erode NSI or render
them incoherent. Hence evidence from the ten countries investigated
in this project generally favours the national perspective.

● Hence NSI are not ‘reducible to ensembles of SSI’. However, with
regard to the creation of diversity and dynamics in the national
systems, the picture is different. In this respect, the emergence and
development of new product areas and new SSI is an absolutely
crucial element. Therefore our summary conclusion is that national
systems as well as sectoral systems will remain crucial constructions
for the foreseeable future – but for partly different ‘purposes’.
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● As noted above, SI approaches generally recognize the importance
of complementarity within systems and therefore emphasize the
importance of policy coordination. With respect to this issue, we
have observed that the slow growth countries commonly exhibit a
problematic lack of policy coordination, whereas accounts of the
fast growth countries attest to both past successes and emerging
problems in the coordination of innovation policy. Our explanation
for this difference has stressed that the historically superior perfor-
mance of fast growth countries with respect to coordination was at
least partly due to the greater freedom of manoeuvre afforded by the
lack of strong vested interests in policies aimed at maintaining an
existing sectoral composition of production. However, this reasoning
is at best only plausible for the explanation of past successes. With
respect to emerging problems, we therefore pointed to the increasing
complexity of policy coordination required for further advance (i.e.
movement up the value chain) within the sectors and technological
trajectories that the fast growth countries have specialized in.

● In innovation policy, the difficult thing is to ‘pick and support
winners’, but avoid ‘supporting losers’ (in terms of sectors, tech-
nologies and products). Despite arguments to the contrary, this is the
challenge for innovation policy – as well as for firm strategy. At the
same time innovation policy measures should be a complement to
what private organizations do – and not duplicate or substitute what
they can do. This often means new activities where uncertainty is very
large. Innovation policy should play the role of a midwife – not
provide support towards the end of life.
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NOTES

1. See Section 4 of the introductory chapter of this book.
2. The Barcelona Declaration is a follow-up to the Lisbon Agenda, which has the objective

of transforming the EU into the most dynamic knowledge-based economy in the world,
by using and transforming knowledge in the interest of growth and employment. The
Barcelona Declaration is one-dimensional in the sense that it focuses exclusively on the
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R&D expenditures of the member countries – with the objective that these should be 3
per cent of GDP. The Barcelona Declaration may also be questioned, since it focuses on
a measure of input into the innovation process without addressing the efficiency with
which these resources are being used, i.e. what the resulting innovation output is. In add-
ition, some countries already have a R&D intensity higher than 3 per cent of GDP.

3. These authors tend to include both rules of the game and players in the term ‘institu-
tion’. Compare how this term is used by Freeman and by Lundvall, as addressed in
Section 2.1 of the introductory chapter in this book.

4. Some of these quantitative data are presented in the Appendix.
5. The discussion in this paragraph is based on the Finnish chapter in this volume (Sections

5 and 7).
6. Of course, the absolute levels of GDP per capita for these years are quite different. In 1975,

GDP per capita (in 1990 US dollars converted to ‘Geary–Khamis’ purchasing power pari-
ties) for Finland was $11 441 and in 2006 it was $23 191, having doubled over the 1975–2006
period. (Source: Groningen Growth and Development Centre and The Conference Board,
Total Economy Database, January 2007, available at: http://www.ggdc.net.)

7. The two differences between the approaches of Nelson and Lundvall discussed here are
treated as separate issues – although there are certainly relations between them.

8. Here, specialization is measured in terms of change in production structure, not in terms
of patenting.

9. This means that the systemic approach consciously reduces the degree of rigour and
formality. It specifies ‘problems’ on an empirical basis and in a pragmatic way – not by
referring to a formal model.

10. This is why innovation policy is not considered to be a separate activity.
11. This led to public subsidies to old sectors such as textiles and shipyards in Sweden in the

1970s and 1980s. The support to the shipyard industry absorbed 0.5 per cent of the
Swedish GDP over a ten-year period, but did not have any lasting results.

12. See the discussion of rationales in Section 5.1.
13. The support to the shipyard and textiles industries in Sweden is one example.
14. As already mentioned, such problems and unexploited opportunities cannot be

identified by comparing empirically existing NSI with optimal or ideal ones (simply since
no one can specify an optimal SI). Hence the main methodology for identifying such
problems and opportunities is to compare empirically existing SIs with each other.

15. The rationale for dealing with these two aspects together is that they are partly related
in the sense that an analysis of strengths and weaknesses of the NSI should be a basis
for the formulation of future innovation policies. So should policies pursued earlier, and
the evaluation of these policies.

16. Here, the ‘right’ direction refers to sectors with potential for growth based on further
technology development. Naturally, these sectors may vary widely across countries. In
Norway, some of the main sectors with high growth potential appear to be specialized
supplier industries related to certain established and emerging sectors (including both
high- and low-tech industries).

17. For the specification of these two categories, see Box 1.2 in the introductory chapter.
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Appendix: statistical bases of
comparison for ten ‘small country’ NSI
Pierre Bitard, Leif Hommen and
Jekaterina Novikova

1 NATIONAL CHARACTERISTICS

1.1 Size and Population
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Table A1.1 Surface area and population of the ten countries, 2004

Country Surface area Population

Total Water Land Total Median Growth
(sq.km) (sq.km) (sq.km) age (yrs) rate (%)

Denmark 43 094 700 42 394 5 413 392 39.2 0.35
Finland 338 145 33 672 304 473 5 214 512 40.7 0.18
Hong Kong 1 092 50 1 042 6 855 125 39.4 0.65
Ireland* 70 280 1 390 68 890 3 969 558 33.4 1.16
Korea** 98 480 290 98 190 48 598 175 33.7 0.62
Netherlands 41 526 7 643 33 883 16 318 199 38.7 0.57
Norway 324 220 16 360 307 860 4 574 560 37.9 0.41
Singapore 692.7 10 682.7 4 353 893 36.2 1.71
Sweden 449 964 39 030 410 934 8 986 400 40.3 0.18
Taiwan 35 980 3 720 32 260 22 749 838 33.7 0.64

Notes:
* Excluding Northern Ireland.
** South Korea.

Source: CIA, The World Factbook, Washington, DC, 2004. Available at: http://www.cia.
gov/cia/publications/factbook/index.html.
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Table A1.3 Percentage of population aged 16–65 at each prose, document
and quantitative literacy level in selected European countries,
1994–98

Types of literacy/ Literacy levels1

countries
Level 1 Level 2 Level 3 Levels 4 and 5

Prose
Denmark 9.6 (0.6) 36.4 (0.9) 47.5 (1.0) 6.5 (0.4)
Finland 10.4 (0.4) 26.3 (0.7) 40.9 (0.7) 22.4 (0.6)
Ireland 22.6 (1.4) 29.8 (1.6) 34.1 (1.2) 13.5 (1.4)
Netherlands 10.5 (0.6) 30.1 (0.9) 44.1 (1.0) 15.3 (0.6)
Norway 8.5 (0.5) 24.7 (1.0) 49.2 (0.9) 17.6 (0.9)
Sweden 7.5 (0.5) 20.3 (0.6) 39.7 (0.9) 32.4 (0.5)

Document
Denmark 7.8 (0.5) 24.2 (0.8) 42.6 (0.9) 25.4 (0.7)
Finland 12.6 (0.5) 24.1 (0.8) 38.1 (0.8) 25.1 (0.6)
Ireland 25.3 (1.7) 31.7 (1.2) 31.5 (1.3) 11.5 (1.2)
Netherlands 10.1 (0.7) 25.7 (0.8) 44.2 (0.9) 20.0 (0.8)
Norway 8.6 (0.5) 21.0 (1.0) 40.9 (1.0) 29.4 (1.2)
Sweden 6.2 (0.4) 18.9 (0.7) 39.4 (0.8) 35.5 (0.6)

Quantitative
Denmark 6.2 (0.4) 21.5 (0.8) 43.9 (1.2) 28.4 (0.9)
Finland 11.0 (0.4) 27.2 (0.8) 42.1 (0.8) 19.7 (0.6)
Ireland 24.8 (1.5) 28.3 (0.8) 30.07 (1.0) 16.2 (1.6)
Netherlands 10.3 (0.7) 25.5 (0.9) 44.3 (1.0) 19.9 (0.8)
Norway 7.7 (0.5) 22.0 (1.0) 42.9 (1.3) 27.4 (1.2)
Sweden 6.6 (0.4) 18.6 (0.6) 39.0 (0.9) 35.8 (0.7)

Note: 1 Level 1 is lowest in terms of task variety, complexity and difficulty; level 5 is
highest.

Source: OECD/Statistics Canada, International Adult Literacy Survey, 1994–1998,
Paris/Ottawa: OECD/Minister of Industry, Canada, 2000, Table 2.3.
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Table A1.4 Mean prose, document and quantitative scores on a scale
with range 0–500 points by level of educational attainment,
population aged 16–65, for selected European countries,
1994–98

Types of literacy/ Levels of educational attainment
countries

With less than upper Completed upper Completed tertiary
secondary education secondary education education

Prose
Denmark 252.8 (1.1) 278.1 (0.8) 298.5 (1.0)
Finland 261.6 (1.6) 295.9 (1.3) 316.9 (1.4)
Ireland 238.8 (2.8) 288.2 (2.7) 308.3 (2.6)
Netherlands 257.5 (1.2) 297.0 (1.3) 312.1 (1.4)
Norway 254.5 (2.8) 284.4 (1.2) 315.1 (1.0)
Sweden 275.4 (2.1) 302.3 (1.2) 329.1 (1.7)

Document
Denmark 266.9 (1.5) 298.2 (1.0) 319.3 (1.5)
Finland 257.3 (1.7) 297.4 (1.2) 322.3 (1.7)
Ireland 231.5 (2.6) 280.5 (2.9) 303.5 (3.3)
Netherlands 262.6 (1.5) 302.3 (1.4) 311.2 (1.6)
Norway 257.0 (3.8) 293.1 (1.7) 326.7 (1.2)
Sweden 280.6 (2.4) 308.3 (1.0) 331.2 (2.0)

Quantitative
Denmark 272.3 (1.4) 303.6 (1.1) 321.3 (1.4)
Finland 259.9 (1.6) 291.6 (1.3) 316.2 (1.6)
Ireland 236.8 (2.6) 285.6 (3.1) 310.5 (3.2)
Netherlands 263.7 (1.6) 300.2 (1.5) 316.2 (2.0)
Norway 262.2 (3.5) 291.6 (1.4) 326.6 (1.0)
Sweden 282.3 (2.1) 307.4 (1.1) 331.7 (2.0)

Source: OECD/Statistics Canada, International Adult Literacy Survey, 1994–1998,
Paris/Ottawa: OECD/Minister of Industry, Canada, 2000, Table 2.4.
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2.2 Productivity

Appendix 493

Table A2.2 Labour productivity, 2003

2003 1995–2003

GDP per Average number GDP per Growth rates
capita1 of hours worked hour worked in productivity

(�GDP per
hour worked)

Denmark 78.0 1 481 94.8 1.8
Finland 70.1 1 588 86.6 2.8
Hong Kong2 79.3 2 287 67.4 1.4
Ireland 83.5 1 612 102.4 5.3
Netherlands 73.0 1 338 98.1 0.5
Norway 88.6 1 336 119.1 2.3
Singapore2 75.7 2 307 60.3 1.9
South Korea 53.7 2 402 43.3 3.9
Sweden 73.9 1 562 87.1 2.3
Taiwan2 58.8 2 174 57.3 4.6
USA 100 n.a. 100 100

Notes:
1 The GDP data here are in 1990 PPP US$.
2 Data for Hong Kong, Singapore and Taiwan are from 2002 apart from ‘Average number

of hours worked’, which are from 2003. In column 5, the period covered for these
countries is 1995–2002.

Source: Groningen Growth and Development Centre and The Conference Board, Total
Economy Database, August 2004, available at: http://www.ggdc.net.
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Appendix 497

Source: As for Table A2.3.

Figure A2.1 GDP per capita, 1990 PPP US$, USA � 100, ten European
and Asian countries
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500 Small country innovation systems

Source: As for Table A2.4.

Figure A2.2 GDP per person employed, in 1990 PPP US$, USA=100,
nine European and Asian countries
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Source: As for Table A2.4.

Figure A2.3 GDP per hour worked, in 1990 PPP US$, USA=100, nine
European and Asian countries
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2.4 Globalization

Appendix 503

Table A2.6 Selected criteria for openness and globalization of the
economy

1980s 1990s 2000s

Denmark
Import and export of goods and services/GDP ratio rank1 7 5 8
Exports of high-tech products as a share of total exports2 6.05 9.08 13.03
Inward FDI stocks as % of GDP 6.0 13.5 36.1
Outward FDI stocks as % of GDP 3.0 13.7 36.6
Inward FDI share of services n.a. 78.9 87.1
Outward FDI share of services n.a. 75.2 86.3
Inward FDI performance index ranking 55 58 40
Outward FDI performance index ranking 17 22 12

Finland
Import and export of goods and services/GDP ratio rank1 14 8 7
Exports of high-tech products as a share of total exports2 2.55 9.45 20.37
Inward FDI stocks as % of GDP 2.5 6.5 36.1
Outward FDI stocks as % of GDP 3.4 11.5 42.4
Inward FDI share of services n.a. 59.9 89.5
Outward FDI share of services n.a. 34.5 28.9
Inward FDI performance index ranking 65 81 43
Outward FDI performance index ranking 12 17 23

Hong Kong
Import and export of goods and services/GDP ratio rank1 n.a. n.a. n.a.
Exports of high-tech products as a share of total exports2 n.a. n.a. n.a.
Inward FDI stocks as % of GDP 525.5 160.6 236.5
Outward FDI stocks as % of GDP 6.7 55.6 211.9
Inward FDI share of services n.a. 84.1 96.4
Outward FDI share of services n.a. 79.1 87.6
Inward FDI performance index ranking 3 14 9
Outward FDI performance index ranking 5 8 6

Ireland
Import and export of goods and services/GDP ratio rank1 5 1 1
Exports of high-tech products as a share of total exports2 15.69 28.95 38.92
Inward FDI stocks as % of GDP 157.7 60.2 129.7
Outward FDI stocks as % of GDP 42.2 19.9 22.5
Inward FDI share of services n.a. 60.9 50.7
Outward FDI share of services n.a. n.a. 26.4*
Inward FDI performance index ranking 51 40 4
Outward FDI performance index ranking 13 33 20
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Table A2.6 (continued)

1980s 1990s 2000s

Netherlands
Import and export of goods and services/GDP ratio rank1 4 6 4
Exports of high-tech products as a share of total exports2 6.57 14.32 19.46
Inward FDI stocks as % of GDP 18.8 28.0 65.6
Outward FDI stocks as % of GDP 36.1 41.6 75.0
Inward FDI share of services n.a. 57.1 67.7**
Outward FDI share of services n.a. 63.7 69.2**
Inward FDI performance index ranking 13 35 16
Outward FDI performance index ranking 3 11 4

Norway
Import and export of goods and services/GDP ratio rank1 6 12 13
Exports of high-tech products as a share of total exports2 1.57 3.12 3.91
Inward FDI stocks as % of GDP 11.7 12.7 20.4
Outward FDI stocks as % of GDP 1.7 15.2 18.4
Inward FDI share of services n.a. 40.0 85.6
Outward FDI share of services n.a. 38.1 33.3
Inward FDI performance index ranking 50 60 108
Outward FDI performance index ranking 19 18 33

Singapore
Import and export of goods and services/GDP ratio rank1 n.a. n.a. n.a.
Exports of high-tech products as a share of total exports2 19.2 47.6 53.9
Inward FDI stocks as % of GDP 73.6 78.2 161.3
Outward FDI stocks as % of GDP 24.8 41.8 99.5
Inward FDI share of services 51.9 70.7 58.1
Outward FDI share of services n.a. 79.9 99.5
Inward FDI performance index ranking 1 3 6
Outward FDI performance index ranking 9 10 3

South Korea
Import and export of goods and services/GDP ratio rank1 n.a. n.a. n.a.
Exports of high-tech products as a share of total exports2 n.a. n.a. n.a.
Inward FDI stocks as % of GDP 2.3 1.8 7.8
Outward FDI stocks as % of GDP 0.5 2.0 5.7
Inward FDI share of services n.a. 41.9 44.2
Outward FDI share of services n.a. 45.7 51.7
Inward FDI performance index ranking 81 121 120
Outward FDI performance index ranking 32 37 47

Sweden
Import and export of goods and services/GDP ratio rank1 11 4 6
Exports of high-tech products as a share of total exports2 7.68 14.47 20.71
Inward FDI stocks as % of GDP 4.2 12.5 47.5
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Table A2.6 (continued)

1980s 1990s 2000s

Outward FDI stocks as % of GDP 10.4 29.5 62.7
Inward FDI share of services n.a. 21.7 43.7
Outward FDI share of services n.a. 23.6 58.8
Inward FDI performance index ranking 52 29 42
Outward FDI performance index ranking 2 15 7

Taiwan
Import and export of goods and services/GDP ratio rank1 n.a. n.a. n.a.
Exports of high-tech products as a share of total exports2 n.a. n.a. n.a.
Inward FDI stocks as % of GDP 4.7 5.9 11.9
Outward FDI stocks as % of GDP 0.3 9.5 22.8
Inward FDI share of services n.a. 44.4 59.5
Outward FDI share of services n.a. 66.9 69.8
Inward FDI performance index ranking 49 100 82
Outward FDI performance index ranking 6 29 24

Notes:
* 2001–2 average.
** 2000–2001 average.

Import and export of goods and services/GDP ratio rank is a ranking among 23 selected
OECD countries. Export of high-tech products as a share of total exports is based on data
for the EU-15 plus Japan, Switzerland, USA and Australia. Measuring years are for import
and export of goods 1985, 1995 and 2000; for exports of high-tech products 1981, 1993 and
1999; for inward and outward FDI stocks 1985, 1995 and 2003; for inward and outward
FDI share of services 1995–99 and 2000–2002; for inward and outward FDI performance
ranking 1988–90, 1994–96 and 2001–3.

Sources: 1 Table 3 in Torben Andersen and Tryggvi Herbertsson, Measuring Globalisation,
Bonn: IZA Discussion Paper No. 817, July 2003 (selected countries); 2 Table 1 in Pontus
Braunerhjelm and Per Thulin, Can Countries Create Comparative Advantages?, Stockholm:
Svenska Nätverket För Europaforskning i Ekonomi Working Paper, 2004 (EU-15 plus
Japan, Switzerland, USA and Australia); and UNCTAD, World Investment Report 2004:
The Shift Towards Services, New York and Geneva: United Nations Conference on Trade
and Development, 2004.
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Table A2.7 Cross-border ownership of patents, 2002

Foreign ownership Domestic ownership (%) 
(%) of domestic of inventions made 

inventions (2002)1 abroad (1980–2002)2

Denmark 41 6
Finland 15 18
Hong Kong n.a. n.a.
Ireland 71 43
Netherlands 44 44
Norway 42 13
Singapore 51 8
South Korea 11 3
Sweden 22 14
Taiwan 44 9

Notes:
1 Share of patents granted by the US Patent Office (USPTO) owned by foreign residents in

total patents invented domestically.
2 Share of patents granted by the USPTO invented abroad in total patents owned by

country residents.

Source: C. Lim, Progress Report, Korea: Korea Christian University, 2003. Derived from
the USPTO data base at www.uspto.gov, 3–9 March 2003.



3 SCIENCE AND TECHNOLOGY PROFILES

3.1 Science Profiles
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Source: K. Wang, M.-T. Tsai, Y.-L. Luo, A. Balaguer, S.-C. Hung, F.-S. Wu, M.-Y. Hsu
and Y.-Y. Chu, Intensities of Scientific Performance: Publication and Citation at a Macro and
Sectoral Level of Nine Countries, ESF Working paper, Science and Technology Information
Centre – National Science Council, Taipei, Republic of China, 2003.

Figure A3.1 Historical changes in revealed comparative advantage (RCA)
in scientific publication output in eight nations, 1982–20011
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Figure A3.1 (continued)
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Figure A3.1 (continued)
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Source: K. Wang, M.-T. Tsai, Y.-L. Luo, A. Balaguer, S.-C. Hung, F.-S. Wu, M.-Y. Hsu
and Y.-Y. Chu, ‘Intensities of technological performance: Patenting at a macro and sectoral
level for eight countries’, Science and Technology Information Centre – National Science
Council, Taipei, Republic of China, 2004.

Figure A3.2 Historical changes in revealed technological advantage
(RTA) in patenting in eight nations, 1982–2001
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Figure A3.2 (continued)

0

0.5

1

1.5

2

2.5

3

3.5

Agriculture
Oil & gas, mining

Power generation & dist.
Food & tobacco

Textiles & apparel

Wood & paper

Chemicals

Pharmaceuticals

Biotechnology

Medical
equipment

Medical electronics

Plastics, polym. & rubber

Glass, clay & cement
Primary metals

Fabricated metals
Industrial mach. & tools

Industrial process equip.
Office equip. & cam

Heating, vent., refriger.

Misc. machinery

Computers & peripherals

Telecommunications

Semiconduct. & electronics

Measurement & control equip.

Electrical appl. & compon.

Motor vehicles & parts

Aerospace & parts

Other transport
Misc. manufacturing

Other

0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
Agriculture

Netherlands

Ireland

Oil & gas, mining
Power generation & dist.

Food & tobacco

Textiles & apparel

Wood & paper

Chemicals

Pharmaceuticals

Biotechnology

Medical equipment

Medical electronics

Plastics, polym. & rubber

Glass, clay & cement
Primary metals

Fabricated metals
Industrial mach. & tools

Industrial process equip.
Office equip. & cam

Heating, vent., refriger.

Misc. machinery

Computers & peripherals

Telecommunications

Semiconduct. & electronics

Measurement & control equip.

Electrical appl. & compon.

Motor vehicles & parts

Aerospace & parts

Other transport
Misc. manufacturing

Other

1980–86
1987–93
1994–2001

1980–86
1987–93
1994–2001



Appendix 513

0.0

1.0

2.0

3.0

4.0

5.0

6.0

7.0

8.0
Agriculture

Norway

Oil & gas, mining
Power generation & dist.

Food & tobacco

Textiles & apparel

Wood & paper

Chemicals

Pharmaceuticals

Biotechnology

Medical equipment

Medical electronics

Plastics, polym. & rubber

Glass, clay & cement

Primary metals
Fabricated metals

Industrial mach. & tools
Industrial process equip.

Office equip. & cam
Heating, vent., refriger.

Misc. machinery

Computers & peripherals

Telecommunications

Semiconduct. & 
electronics

Measurement & control
equip.

Electrical appl. &
compon.

Motor vehicles & parts

Aerospace & parts

Other transport

Misc. manufacturing
Other

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5
Agriculture

South Korea
Oil & gas, mining

Power generation & dist.
Food & tobacco

Textiles & apparel 

Wood & paper

Chemicals 

Pharmaceuticals 

Biotechnology

Medical equipment

Medical electronics

Plastics, polym. & rubber

Glass, clay & cement
Primary metals

Fabricated metals
Industrial mach. & tools

Industrial process equip.
Office equip. & cam

Heating, vent., refriger.

Misc. machinery

Computers & peripherals

Telecommunications

Semiconduct. & electronics

Measurement & control equip.

Electrical appl. & compont.

Motor vehicles & parts

Aerospace & parts

Other transport
Misc. manufacturing

Other

1980–86
1987–93
1994–2001

1980–86
1987–93
1994–2001



514 Small country innovation systems

Figure A3.2 (continued)
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4 INNOVATION

4.1 CIS Data3

Appendix 517

Table A4.1 Innovation intensity and R&D intensity, all firms

Country (1994–96) (1998–2000)

Innovation R&D Innovation
intensity1 intensity2 intensity3

Denmark 0.0482 0.0229 0.0054
Finland 0.0408 0.0222 0.0250
Ireland 0.0300 0.0221 n.a.
Netherlands 0.0328 0.0182 0.0150
Norway 0.0299 0.0143 0.0122
Sweden 0.0668 0.0403 0.1207

Average incl. Ireland 0.0414 0.0233
Average excl. Ireland 0.0437 0.0357

Rankings
Denmark 2 2 5
Finland 3 3 2
Ireland 5 4 n.a.
Netherlands 4 5 3
Norway 6 6 4
Sweden 1 1 1

Notes:
1 ‘Innovation intensity’ measures all expenditures made in order to innovate, divided by

firms’ turnover (all firms in the category).
2 ‘R&D intensity’ measures the R&D expenses designed to increase the firm’s stock of

knowledge systematically, by means of creative activities (performed by the firm itself or
bought from another organization) divided by firms’ turnover (all firms in the category).

3 The figures for 1998–2000 should, if possible, be compared to other data sources. We
regard these data – e.g. the 0.1207 figure for Sweden and the 0.0054 figure for Denmark –
as highly uncertain. Since R&D intensity is a component of innovation intensity, we
judge that the figure for Sweden is high, though perhaps not as high as indicated, and
that the figure for Denmark should not be as low as indicated.

Source: Calculations by P. Bitard from Eurostat NewCronos 2 and 3, reference years: 1996
and 2000.
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Table A4.2 Innovation intensity and R&D intensity, size decompositions

Country (1994–96)

SME LE

Innovation Innovation R&D
intensity intensity intensity

Denmark 0.0489 0.0478 0.0254
Finland 0.0194 0.0472 0.0244
Ireland 0.0269 0.0353 0.0149
Netherlands 0.0222 0.0378 0.0208
Norway 0.0226 0.0365 0.0168
Sweden 0.0270 0.0802 0.0475

Average 0.0278 0.0474 0.0250

Rankings
Denmark 1 2 2
Finland 6 3 3
Ireland 3 6 6
Netherlands 5 4 4
Norway 4 5 5
Sweden 2 1 1

Notes: Internal and external R&D expenditures are unavailable for SMEs in CIS2
(1994–96). Neither total innovation expenditures nor internal and external R&D
expenditures are available for Sweden in the CIS3 database (1998–2000).

Source: Calculations by P. Bitard from Eurostat NewCronos 2.
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Table A4.3 Innovation intensity and R&D intensity, manufacturing sector

Country 1994–96 1998–2000

Innovation R&D Innovation R&D
intensity intensity intensity intensity

Denmark 0.0484 0.0194 0.0095 0.0055
Finland 0.0434 0.0230 0.0391 0.0267
Ireland 0.0333 0.0127 n.a. n.a.
Netherlands 0.0379 0.0197 0.0307 0.0244
Norway 0.0272 0.0125 0.0206 0.0155
Sweden 0.0704 0.0415 0.0642 0.0559

Average 0.0434 0.0215 0.0328 0.0250

Rankings
Denmark 2 4 5 5
Finland 3 2 2 2
Ireland 5 5 – –
Netherlands 4 3 3 3
Norway 6 6 4 4
Sweden 1 1 1 1

Notes: Figures for R&D intensity for 1998–2000 are dubious and therefore should be
treated with caution.

Source: Calculations by P. Bitard from Eurostat NewCronos 2 and 3 (percentages and
rankings).
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Table A4.5 Proportions of firms that have innovated (1) in products and
(2) in processes1

Country 1994–96 1998–2000

Ranking of the Ranking of the Ranking of the Ranking of the
proportions of proportions proportions of proportions

new-to-the- of process new-to-the- of process
firm product innovators firm product innovators
innovators2 innovators

Denmark 2 2 2 1
Finland 5 6 3 3
Ireland 1 1 – –
Netherlands 3 3 1 2
Norway 6 5 5 4
Sweden 4 4 4 5

Notes:
1 In the CIS3 ‘Core Questionnaire’, ‘product innovation’ is defined as a good or service

that is either new or significantly improved with respect to its fundamental
characteristics, technical specifications, incorporated software or other immaterial
components, intended uses or user-friendliness. ‘Process innovation’ includes new and
significantly improved production technology, new and significantly improved methods
of supplying services and of delivering products. The outcome should be significant with
respect to the level of output, quality of products (goods/services) or costs of production
and distribution.

2 In the CIS3 ‘Core Questionnaire’, ‘new-to-the-firm’ product innovation should be new to
the enterprise, but it does not necessarily have to be new to the market. It does not
matter whether the innovation was developed by the enterprise or by another enterprise.
Changes of a solely aesthetic nature and simply selling innovations wholly produced and
developed by other enterprises should not be included.

Source: As for Table A4.4.
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Table A4.6 Proportions of firms that have innovated (1) in products and
(2) in processes, all firms

Country Proportions of new-to-the- Proportions of process
firm product innovators innovators

Denmark 0.3655 0.2589
Finland 0.3499 0.2346
Netherlands 0.3765 0.2554
Norway 0.2971 0.2226
Sweden 0.3240 0.2013

Average 0.3426 0.2346

Rankings
Denmark 2 1
Finland 3 3
Netherlands 1 2
Norway 5 4
Sweden 4 5

Source: Calculations by P. Bitard from Eurostat NewCronos 3 (percentages and rankings),
1998–2000.
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Table A4.7 Proportions of firms that have innovated in product (DUCT)
and proportions of firms that have innovated in process
(CESS), SMEs and large firms1

Country SME LE

1994–96 1998–2000 1994–96 1998–2000

DUCT CESS DUCT CESS DUCT CESS DUCT CESS

Denmark 0.5524 0.4906 0.3543 0.2482 0.8022 0.7253 0.6040 0.4884
Finland 0.2441 0.2105 0.3347 0.2185 0.6923 0.5692 0.5910 0.4905
Ireland 0.6469 0.5290 n.a. n.a. 0.7820 0.7218 n.a. n.a.
Netherlands 0.5350 0.4344 0.3629 0.2404 0.8010 0.7416 0.6628 0.5722
Norway 0.3193 0.3824 0.2862 0.2113 0.6798 0.6629 0.5436 0.4769
Sweden 0.4540 0.3487 0.3146 0.1895 0.7132 0.6103 0.5288 0.4595

Average 0.4210 0.3733 0.3306 0.2216 0.7377 0.6619 0.5860 0.4975
(excl.
Ireland)

Average (incl. 0.4586 0.3993 0.7451 0.6718
Ireland)

Rankings
Denmark 2 2 2 1 1 2 2 3
Finland 6 6 3 3 5 6 3 2
Ireland 1 1 – – 3 3 – –
Netherlands 3 3 1 2 2 1 1 1
Norway 5 4 5 4 6 4 4 4
Sweden 4 5 4 5 4 5 5 5

Note: 1 To convey the content of the indicators more clearly, ‘proportion of firms that
have innovated in product’ (DUCT) and ‘proportion of firms that have innovated in
process’ (CESS) have been provisionally renamed. Originally, DUCT was identified as
NPDT, and CESS was identified as INPCS. For a list of the indicators as they were
originally identified, see P. Bitard, The Use of the CIS Data in the Nine Countries Study – A
Short Introduction, Working paper, Division of Innovation, Lund University, prepared for
the NSI9-ESF meeting in Taipei, 17 November 2003.

Source: Calculations by P. Bitard from Eurostat NewCronos 2 and 3 (percentages and
rankings), reference years: 1996 and 2000.
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Table A4.9 Proportions of firms that have innovated in products that were
new for the firm and proportions of firms that have innovated
in products that were new on the market, all firms1

Country Proportion of new-to- Proportion of new-to-
the-firm product the-market product

innovators innovators

Denmark 0.3655 0.2254
Finland 0.3499 0.2803
Netherlands 0.3765 0.1851
Norway 0.2971 0.1399
Sweden 0.3240 0.1728

Average 0.3426 0.2007

Rankings
Denmark 2 2
Finland 3 1
Netherlands 1 3
Norway 5 5
Sweden 4 4

Note: 1 According to the CIS3 ‘Core Questionnaire’, a ‘new-to-the-market’ product
innovation is one that is both new to the enterprise and new to the market.

Source: Calculations by P. Bitard from Eurostat NewCronos 3 (percentages and rankings),
reference year: 2000.
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Table A4.10 DUCT and proportions of firms that have innovated in
products that were new to the market (MARK), size class
decompositions1

Country SME LE

DUCT MARK DUCT MARK

Denmark 0.3543 0.2148 0.6040 0.4507
Finland 0.3347 0.2682 0.5910 0.4728
Netherlands 0.3629 0.1762 0.6628 0.3733
Norway 0.2862 0.1343 0.5436 0.2667
Sweden 0.3146 0.1664 0.5288 0.3138

Average 0.3306 0.1920 0.5860 0.3755

Rankings
Denmark 2 2 2 2
Finland 3 1 3 1
Netherlands 1 3 1 3
Norway 5 5 4 5
Sweden 4 4 5 4

Note: 1 To convey the content of the indicators more clearly, ‘proportion of firms that
have innovated in products that were new to the market’ (MARK) have been provisionally
renamed. Originally, MARK was identified as NTTM. For a list of the indicators as they
were originally identified, see P. Bitard, The Use of the CIS Data in the Nine Countries
Study – A Short Introduction, Working paper, Division of Innovation, Lund University,
prepared for the NSI9-ESF meeting in Taipei, 17 November 2003.

Source: As for Table A4.9.
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Table A4.11 DUCT and MARK, macro-sectoral decompositions

Country Manufacturing KIBS Finance Trade

DUCT MARK DUCT MARK DUCT MARK DUCT MARK

Denmark 0.4484 0.2552 0.4656 0.2953 0.2854 0.1837 0.3118 0.2614
Finland 0.3674 0.2882 0.4900 0.3814 n.a. n.a. 0.3919 0.3334
Netherlands 0.4462 0.2397 0.5102 0.2760 0.3661 0.0027 0.3423 0.1742
Norway 0.3274 0.1509 0.4628 0.2641 0.3920 0.1285 0.2654 0.1167
Sweden 0.3113 0.1566 0.4335 0.2640 0.3431 0.1659 0.4192 0.2238

Average 0.3802 0.2181 0.4724 0.2962 0.3466 0.1202 0.3461 0.2219

Rankings
Denmark 1 2 3 2 4 1 4 2
Finland 3 1 2 1 – – 2 1
Netherlands 2 3 1 3 2 4 3 4
Norway 4 5 4 4 1 3 5 5
Sweden 5 4 5 5 3 2 1 3

Source: As for Table A4.9.

Table A4.12 Average proportions of turnover due to products that were
new to the firm and average proportions of turnover due to
products that were new to the market, all firms

Country Turnover due to new- Turnover due to new-
to-the-firm product to-the-market product

Denmark 0.1348 0.0665
Finland 0.1751 0.1446
Netherlands 0.1212 n.a.
Norway 0.0703 0.0191
Sweden 0.2137 0.0457

Average 0.1430 0.0690

Rankings
Denmark 3 2
Finland 2 1
Netherlands 4 –
Norway 5 4
Sweden 1 3

Source: As for Table A4.9.
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Table A4.13 Average proportions of turnover due to products that were
new to the firm and average proportions of turnover due to
products that were new to the market, size class
decompositions

Country SME LE

Turnover due to Turnover due to Turnover due to Turnover due to
new-to-the-firm new-to-the- new-to-the-firm new-to-the-

product market product product market product

Denmark 0.1366 0.0565 0.1331 0.0755
Finland 0.0839 0.0480 0.2166 0.1885
Netherlands 0.0926 n.a. 0.1423 n.a.
Norway 0.0719 0.0212 0.0689 0.0174
Sweden 0.1545 0.0663 0.2519 0.0325

Average 0.1079 0.0480 0.1626 0.0785

Rankings
Denmark 2 2 4 2
Finland 4 3 2 1
Netherlands 3 – 3 –
Norway 5 4 5 4
Sweden 1 1 1 3

Source: As for Table A4.9.



529

T
ab

le
 A

4.
14

A
ve

ra
ge

 p
ro

po
rt

io
ns

 o
f

tu
rn

ov
er

 d
ue

 t
o 

pr
od

uc
ts

 t
ha

t 
w

er
e 

ne
w

 t
o 

th
e 

fi
rm

 a
nd

 a
ve

ra
ge

 p
ro

po
rt

io
ns

 o
f

tu
rn

ov
er

 d
ue

 t
o 

pr
od

uc
ts

 t
ha

t 
w

er
e 

ne
w

 t
o 

th
e 

m
ar

ke
t,

m
ac

ro
-s

ec
to

ra
l d

ec
om

po
si

ti
on

s

C
ou

nt
ry

M
an

uf
ac

tu
ri

ng
K

IB
S

F
in

an
ce

T
ra

de

T
ur

no
ve

r
T

ur
no

ve
r

T
ur

no
ve

r
T

ur
no

ve
r

T
ur

no
ve

r
T

ur
no

ve
r

T
ur

no
ve

r
T

ur
no

ve
r

du
e 

to
du

e 
to

du
e 

to
du

e 
to

du
e 

to
du

e 
to

du
e 

to
du

e 
to

ne
w

-t
o-

ne
w

-t
o-

ne
w

-t
o-

ne
w

-t
o-

ne
w

-t
o-

ne
w

-t
o-

ne
w

-t
o-

ne
w

-t
o-

th
e-

th
e-

th
e-

th
e-

th
e-

th
e-

th
e-

th
e-

fi
rm

m
ar

ke
t

fi
rm

m
ar

ke
t

fi
rm

m
ar

ke
t

fi
rm

m
ar

ke
t

pr
od

uc
t

pr
od

uc
t

pr
od

uc
t

pr
od

uc
t

pr
od

uc
t

pr
od

uc
t

pr
od

uc
t

pr
od

uc
t

D
en

m
ar

k
0.

19
36

0.
11

40
0.

24
33

0.
12

42
0.

11
02

0.
03

01
0.

10
76

0.
04

77
F

in
la

nd
0.

27
28

0.
23

87
0.

20
85

0.
12

33
n.

a.
n.

a.
0.

02
88

0.
01

69
N

et
he

rl
an

ds
0.

19
88

n.
a.

0.
12

04
n.

a.
0.

11
49

n.
a.

0.
05

95
0.

00
01

N
or

w
ay

0.
12

51
0.

03
13

0.
23

17
0.

07
84

0.
05

09
0.

00
42

0.
04

51
0.

00
81

Sw
ed

en
0.

27
64

0.
03

03
0.

17
90

0.
08

78
n.

a.
n.

a.
0.

22
67

0.
09

06

A
ve

ra
ge

0.
21

33
0.

10
36

0.
19

66
0.

10
34

0.
09

20
0.

01
71

0.
09

36
0.

03
27

R
an

ki
ng

s
D

en
m

ar
k

4
2

1
1

2
1

2
2

F
in

la
nd

2
1

3
2

–
–

5
3

N
et

he
rl

an
ds

3
–

5
–

1
–

3
5

N
or

w
ay

5
3

2
4

3
2

4
4

Sw
ed

en
1

4
4

3
–

–
1

1

S
ou

rc
e:

A
s 

fo
r 

T
ab

le
 A

4.
9.



NOTES

1. Prose literacy is defined as the ability to understand and use information contained in
various kinds of text. Document literacy refers to the knowledge and skills needed to
process information contained in materials such as schedules, charts, graphs, tables, maps
and forms. Quantitative literacy entails the performance of arithmetic operations.

2. All GDP data reported in this subsection are from University of Groningen and The
Conference Board, GGDC Total Economy Database, 2002. Available at: http://www.
eco.rug.nl/ggdc/homeggdc.html. The term 1990 PPP US$ refers to ‘1990 US dollars con-
verted at “Geary–Khamis” purchasing power parities’.

3. The data in this subsection are drawn from the third Community Information Survey
(CIS3), which covers only European countries. In some tables, the names of indicators
have been altered. These changes are noted in relation to the specific tables where they first
occur, as are explanations of terminology. For a list of the indicators as they were origi-
nally identified, see P. Bitard The Use of the CIS Data in the Nine Countries Study – A
Short Introduction, Working paper, Division of Innovation, Lund University, prepared for
the NSI9-ESF meeting in Taipei, 17 November 2003.
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Table A4.15 Average proportions of turnover due to products that were
new to the firm and average proportions of turnover due to
products that were new to the market, manufacturing sector

Country 1996 2000

Turnover Turnover Turnover Turnover
due to due to due to due to

new-to- new-to-the- new-to- new-to-the-
the-firm market the-firm market
product product product product

Denmark 0.0703 0.0512 0.1936 0.1140
Finland 0.0915 0.0730 0.2728 0.2387
Ireland 0.1693 0.0845 n.a. n.a.
Netherlands 0.0731 0.0656 0.1988 n.a.
Norway 0.1026 0.0408 0.1251 0.0313
Sweden 0.1371 0.0694 0.2764 0.0303
Average (incl. 0.1073 0.0641 0.2133 0.1036
Ireland)

Average (excl. 0.0949 0.0600
Ireland)

Rankings
Denmark 6 5 4 2
Finland 4 2 2 1
Ireland 1 1 – –
Netherlands 5 4 3 –
Norway 3 6 5 3
Sweden 2 3 1 4

Source: Calculations by P. Bitard from Eurostat NewCronos 2 and 3 (percentages and
rankings), reference years: 1996 and 2000.
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