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Abstract

Feature selection is widely used as the first stage of classification task to reduce the dimension of problem,

decrease noise, improve speed and relieve memory constraints by the elimination of irrelevant or redundant

features. One approach in the feature selection area is employing population-based optimization algorithms such

as particle swarm optimization (PSO)-based method and ant colony optimization (ACO)-based method. Ant colony

optimization algorithm is inspired by observation on real ants in their search for the shortest paths to food

sources. Protein function prediction is an important problem in functional genomics. Typically, protein sequences

are represented by feature vectors. A major problem of protein datasets that increase the complexity of classifi-

cation models is their large number of features. This paper empowers the ant colony optimization algorithm by

enabling the ACO to select features for a Bayesian classification method. The naive Bayesian classifier is a

straightforward and frequently used method for supervised learning. It provides a flexible way for dealing with

any number of features or classes, and is based on probability theory. This paper then compares the performance

of the proposed ACO algorithm against the performance of a standard binary particle swarm optimization algo-

rithm on the task of selecting features on Postsynaptic dataset. The criteria used for this comparison are maxi-

mizing predictive accuracy and finding the smallest subset of features. Simulation results on Postsynaptic dataset

show that proposed method simplifies features effectively and obtains a higher classification accuracy compared

to other feature selection methods.

Keywords: Feature selection; Ant colony optimization; Particle swarm optimization; Bayesian classification; Bioinformatics

Introduction

The feature selection problem can be viewed as a particular

case of a more general subset selection problem in which

the goal is to find a subset maximizing some adopted criterion.

Feature selection methods search through the subsets of

features and try to find the best subset among the competing

2N-1 candidate subsets according to some evaluation

measure, where N denotes the total number of features.

Feature selection is used in many application areas as a tool

to remove irrelevant and redundant features. The objective

of feature selection is to simplify a dataset by reducing its

dimensionality and identifying relevant underlying features

without sacrificing predictive accuracy (Jensen, 2005). In

many applications, the size of a dataset is so large that

learning might not work as well before removing these
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unwanted features. Reducing the number of irrelevant/

redundant features drastically reduces the running time of a

learning algorithm and yields a more general concept. This

helps in getting a better insight into the underlying concept

of a real world classification problem (Dash and Liu, 1997).

Protein function prediction is an important problem in

functional genomics. Proteins are large molecules that

perform nearly all of the functions of a cell in a living organism

(Alberts et al., 2002). The primary sequence of a protein

consists of a long sequence of amino acids. Proteins are the

most essential and versatile macromolecules of life, and the

knowledge of their functions is a crucial link in the

development of new drugs, better crops, and even the

development of synthetic biochemical such as biofuels.

Over the past few decades, major advances in the field

of molecular biology, coupled with advances in genomic

technologies, have led to an explosive growth in the biological

information generated by the scientific community. Although

the number of proteins with known sequence has grown

exponentially in the last few years, due to rapid advances in

genome sequencing technology, the number of proteins with

known structure and function has grown at a substantially

lower rate (Freitas and de Carvalho, 2007).

Searching for similar sequences in protein databases is a

common approach used in the prediction of a protein function.

The objective of this search is to find a similar protein whose

function is known and assigning its function to the new

protein. Despite the simplicity and usefulness this method in

a large number of situations, it has also some limitations

(Freitas and de Carvalho, 2007). For instance, two proteins

might have very similar sequences and perform different

functions, or have very different sequences and perform a

similar function. Additionally, the proteins being compared

may be similar in regions of the sequence that are not

determinants of their function.

Another approach that may be used alternatively or in

complement to the similarity-based approach is to build a

model for predictive classification. The goal of such a model

is to classify data instances into one of a predefined set of

classes or categories. In this approach a feature vector

represents each protein, a learning algorithm captures the

most important relationships between the features, and the

classes present in the dataset. A major problem in protein

datasets is the high dimensionality of the feature space. Most

of these dimensions are not relative to protein function; even

some noise data hurt the performance of the classifier.

Hence, we need to select some representative features from

the original feature space to reduce the dimensionality of

feature space and improve the efficiency and performance

of classifier.

Among too many methods which are proposed for fea-

ture selection, population-based optimization algorithms such

as particle swarm optimization (PSO)-based method (Wang,

2007) and ant colony optimization (ACO)-based method

(Aghdam et al., 2008) have attracted a lot of attention. These

methods attempt to achieve better solutions by application

of knowledge from previous iterations.

Particle swarm optimization comprises a set of search

techniques, inspired by the behavior of natural swarms, for

solving optimization problems (Kennedy and Eberhart, 2001).

PSO is a global optimization algorithm for dealing with prob-

lems in which a point or surface in an n-dimensional space

best represents a solution. Potential solutions are plotted in

this space and seeded with an initial velocity. Particles move

through the solution space and certain fitness criteria evalu-

ate them. After a while particles accelerate toward those

with better fitness values.

Meta-heuristic optimization algorithm based on ant’s be-

havior was represented in the early 1990s by M. Dorigo

and colleagues (Dorigo and Caro, 1999). Ant colony optimi-

zation is a branch of newly developed form of artificial in-

telligence called swarm intelligence. Swarm intelligence is

a field which studies “the emergent collective intelligence

of groups of simple agents” (Bonabeau et al., 1999). In

groups of insects which live in colonies, such as ants and

bees, an individual can only do simple task on its own, while

the colony’s cooperative work is the main reason determin-

ing the intelligent behavior it shows (Liu et al., 2004).

ACO algorithm is inspired by ant’s social behavior. Ants

have no sight and are capable of finding the shortest route

between a food source and their nest by chemical materials

called pheromone that they leave when moving (Bonabeau

et al.,1999). ACO algorithm was firstly used for solving trav-

eling salesman problem (TSP) (Dorigo et al., 1996) and then

has been successfully applied to a large number of difficult

problems like the quadratic assignment problem (QAP)

(Maniezzo and Colorni, 1999), routing in telecommunication

networks, graph coloring problems, scheduling, etc. This

method is particularly attractive for feature selection as there

seems to be no heuristic that can guide search to the opti-

mal minimal subset every time (Jensen, 2005). On the other

hand, if features are represented as a graph, ants will dis-

cover best feature combinations as they traverse the graph.

This paper proposed an ACO-based algorithm for the fea-

ture selection task in bioinformatics datasets. This paper

extended by taking advantage of naive Bayes classifier and
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enable ACO to select features for a Bayesian classification

method, which is more sophisticated than the nearest neigh-

bor classifier. Bayesian classifiers are statistical classifiers

that can predict class membership probabilities, such as the

probability that a given sample belongs to a particular class.

Bayesian classification is based on the Bayes theorem (Feller,

1971).

The naive Bayes (NB) classifier uses a probabilistic ap-

proach to assign each record of the dataset to a possible

class. A naive Bayes classifier makes significant use of the

assumption that all features are conditionally independent

of one another given the class. This assumption is called

class conditional independence (Mitchell, 1996). It is made

to simplify the computations involved and, in this sense, is

considered naive. In practice, dependencies can exist be-

tween variables; however, when the assumption holds true,

then the Naive Bayes classifier is the most accurate in com-

parison with other classifiers (Han and Kamber, 2001).

For testing the proposed ACO algorithm, it is applied to

the problem of predicting whether or not a protein has a

post-synaptic activity, based on features of protein’s pri-

mary sequence and finally, the classifier performance and

the length of selected feature subset are considered for

performance evaluation.

The rest of this paper is organized as follows. Section 2

presents a brief overview of feature selection methods.

Sections 3 and 4 briefly address K-nearest neighbor and

naive Bayes classifiers. Ant colony optimization is described

in sections 5. Section 6 explains the particle swarm optimi-

zation. Section 7 reports computational experiments. It also

includes a brief discussion of the results obtained and finally

the conclusion is offered in the last section.

Feature Selection Approaches

Feature selection is a process that selects a subset of

original features. The optimality of a feature subset is mea-

sured by an evaluation criterion. As the dimensionality of a

domain expands, the number of features increases. Finding

an optimal feature subset is usually intractable (Kohavi and

John, 1997) and many problems related to feature selection

have been shown to be NP-hard. A typical feature selec-

tion process consists of four basic steps, namely, subset

generation, subset evaluation, stopping criterion, and result

validation (Dash and Liu, 1997). Subset generation is a search

procedure that produces candidate feature subsets for evalu-

ation based on a certain search strategy. Each candidate

subset is evaluated and compared with the previous best

one according to a certain evaluation criterion. If the new

subset turns out to be better, it replaces the previous best

subset. The process of subset generation and evaluation is

repeated until a given stopping criterion is satisfied. Then

the selected best subset usually needs to be validated by

prior knowledge or different tests via synthetic and/or real

world datasets.

The generation procedure implements a search method

(Siedlecki and Sklansky, 1988) that generates subsets of fea-

tures for evaluation. It may start with no features, all fea-

tures, a selected feature set or some random feature sub-

set. Those methods that start with an initial subset usually

select these features heuristically beforehand. Features are

added (forward selection) or removed (backward elimi-

nation) iteratively in the first two cases (Dash and Liu, 1997).

In the last case, features are either iteratively added or re-

moved or produced randomly thereafter (Jensen, 2005). The

disadvantage of forward selection and backward elimina-

tion methods is that the features that were once selected/

eliminated cannot be later discarded/re-selected. To over-

come this problem, Pudil et al. proposed a method to flex-

ibly add and remove features (Pudil et al., 1994). This method

has been called floating search method.

According to the literature, the approaches to feature sub-

set selection can be divided into filters and wrappers ap-

proaches (Guyon and Elisseeff, 2003). The filter model sepa-

rates feature selection from classifier learning and selects

feature subsets that are independent of any learning algo-

rithm. It relies on various measures of the general charac-

teristics of the training data such as distance, information,

dependency, and consistency (Liu and Motoda, 1998). In the

wrapper approach feature subset is selected using the evalu-

ation function based on the same learning algorithm that

will be used later for learning. In this approach the evalua-

tion function calculates the suitability of a feature subset

produced by the generation procedure and it also compares

that with the previous best candidate, replacing it if found to

be better. A stopping criterion is tested in each of iterations

to determine whether or not the feature selection process

should continue. Although, wrappers may produce better

results, they are expensive to run and can break down with

very large numbers of features. This is due to the use of

learning algorithms in the evaluation of subsets, some of

which can encounter problems while dealing with large

datasets (Forman, 2003; Jensen, 2005).

Literature Review

John, Kohavi and Pfleger addressed the problem of

irrelevant features and the subset selection problem. They

presented definitions for irrelevance and for two degrees of

relevance (weak and strong). They also state that features

selected should depend not only on the features and the
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target concept, but also on the induction algorithm (John et

al., 1994).

Pudil, Novovicova and Kittler presented “floating” search

methods in feature selection. These are sequential search

methods characterized by a dynamically changing number

of features included or eliminated at each step. They were

shown to give very good results and to be computationally

more effective than the branch and bound method (Pudil et

al., 1994).

Dash and Liu gave a survey of feature selection methods

for classification (Dash and Liu, 1997).

Kohavi and John introduced wrappers for feature subset

selection. Their approach searches for an optimal feature

subset tailored to a particular learning algorithm and a

particular training set (Kohavi and John, 1997).

Yang and Honavar used a genetic algorithm for feature

subset selection (Yang and Honavar, 1998).

Liu and Motoda wrote their book on feature selection

which offers an overview of the methods developed since

the 1970s and provides a general framework in order to

examine these methods and categorize them (Liu and Motoda,

1998).

Forman presented an empirical comparison of twelve

feature selection methods. Results revealed the surprising

performance of a new feature selection metric, ‘Bi-Normal

Separation’ (BNS) (Forman, 2003).

Guyon and Elisseeff gave an introduction to variable and

feature selection. They recommend using a linear predictor

of your choice (e.g. a linear SVM) and select variables in

two alternate ways: (1) with a variable ranking method using

correlation coefficient or mutual information; (2) with a

nested subset selection method performing forward or

backward selection or with multiplicative updates (Guyon

and Elisseeff, 2003).

K-Nearest Neighbor Classifier

The K-nearest neighbor (KNN) algorithm is amongst the

simplest of all machine learning algorithms. An object is clas-

sified by a majority vote of its neighbors, with the object

being assigned to the class most common amongst its K

nearest neighbors. K is a positive integer, typically small. If

K = 1, then the object is simply assigned to the class of its

nearest neighbor. In binary (two class) classification prob-

lems, it is helpful to choose K to be an odd number as this

avoids tied votes.

The same method can be used for regression, by simply

assigning the property value for the object to be the aver-

age of the values of its K nearest neighbors. It can be use-

ful to weight the contributions of the neighbors, so that the

nearer neighbors contribute more to the average than the

more distant ones.

The neighbors are taken from a set of objects for which

the correct classification (or, in the case of regression, the

value of the property) is known. This can be thought of as

the training set for the algorithm, though no explicit training

step is required. In order to identify neighbors, the objects

are represented by position vectors in a multidimensional

feature space. It is usual to use the Euclidean distance,

though other distance measures, such as the Manhattan dis-

tance could in principle be used instead. The K-nearest

neighbor algorithm is sensitive to the local structure of the

data.

The performance of a KNN classifier is primarily deter-

mined by the choice of K as well as the distance metric

applied (Latourrette, 2000). However, it has been shown in

(Domeniconi et al., 2002) that when the points are not uni-

formly distributed, predetermining the value of K becomes

difficult. Generally, larger values of K are more immune to

the noise presented, and make boundaries smoother between

classes. As a result, choosing the same (optimal) K becomes

almost impossible for different applications.

Naive Bayes Classifier

One highly practical Bayesian learning method is the na-

ive Bayes leaner, often called the naive Bayes (NB) classi-

fier. In some domains its performance has been shown to

be comparable to that of neural network and decision tree

learning. This section introduces the naive Bayes classifier.

The naive Bayes classifier applies to classification tasks

where each instance x is described by a conjunction of fea-

ture values and where the target function f(x) can take on

any value from some finite set V. A set of training examples

of the target function is provided, and a new instance is

presented, described by the tuple of feature values

<a
1
,a

2
…a

n
>. The classifier is asked to predict the target

value, or classification, for this new instance (Mitchell, 1996).

The Bayesian approach to classifying the new instance is

to assign the most probable target value, v
MAP

, given the

feature values <a
1
,a

2
…a

n
> that describe in instance.

1 2arg max ( | , ... )
v Vj

MAP j nv P v a a a
∈

=
 (1)

We can use Bayes theorem to rewrite this expression as



Journal of Computer Science & Systems Biology - Open Access

Research  Article      JCSB/Vol.2 May-June  2009

J Comput Sci Syst Biol Volume 2(3): 186-199 (2009) - 190

 ISSN:0974-7230   JCSB, an open access journal

1 2

1 2

1 2

( , ... | ) ( )
argmax

( , ... )

argmax ( , ... | ) ( )

v Vj

n j j

MAP

n

n j j

P a a a v P v
v

P a a a

P a a a v P v

∈

=

=  (2)

We could attempt to estimate the two terms in equation

(2) based on the training data. It is easy to estimate each of

the P(v
i
) simply by counting the frequency with which each

target value v
i
 occurs in the training data. However, esti-

mating the different 1 2( , ... | )n jP a a a v terms in this fashion

is not feasible unless we have a very, very large set of train-

ing data. The problem is that the number of these terms is

equal to the number of possible instances times the number

of possible target values. Therefore, we need to see every

instance in the instance space many times in order to obtain

reliable estimates.

The naive Bayes classifier is based on the simplifying as-

sumption that the feature values are conditionally indepen-

dent given the target value. In other words, the assumption

is that given the target value of the instance, the probability

of observing the conjunction a
1
,a

2
…a

n
 is just the product of

the probabilities for the individual features: 1 2( , ... | )
n j

P a a a v

( ) ( | )
j i i j

P v P a v= Π . Substituting this into equation (2), we

have the approach used by the naive Bayes classifier.

arg max ( ) ( | )NB j i j

i

v P v P a v= Π  (3)

where v
NB

 denotes the target value output by the naive Bayes

classifier (Mitchell, 1996).

One interesting difference between the naive Bayes clas-

sification method and other classification methods we have

considered is that there is no explicit search through the

space of possible hypotheses (in this case, the space of pos-

sible hypotheses is the space of possible values that can be

assigned to the various P(v
i
) and P(a

i 
| v

i
) terms). Instead,

the hypothesis is formed without searching, simply by count-

ing the frequency of various data combinations within the

training examples.

To evaluate the performance of the Bayesan classifica-

tion, we use a 10-fold cross-validation. We divide the data

set into 10 equally sized folds. For all class levels each fold

maintains roughly the same proportion of classes present in

the whole data set before division (called stratified cross-

validation). Eight of the ten folds are used to compute the

probabilities for the Bayesian classification. The ninth fold

is used as validation set and the tenth fold as test set. Dur-

ing the search for the solution only the validation set is used

to compute predictive accuracy. The performance of the

candidate solutions is given by the predictive accuracy of

the classification in the validation set. The solution that shows

the highest predictive accuracy on the validation set is then

used to compute the predictive accuracy on the test set.

Once the solution is selected, the nine folds are merged and

this merged dataset is used to compute the probabilities for

the Bayesian classification. The predictive accuracy (re-

ported as the final result) is then computed on the previ-

ously untouched test set fold. Every fold will be once used

as validation set and once used as test set. A similar pro-

cess is adopted for the computation of the predictive accu-

racy using the nearest neighbor classifier, which will be de-

scribed in more details in subsection 7.2.

Ant Colony Optimization

Ant colony optimization was introduced by Marco Dorigo

(Dorigo, 1992) and his colleagues in the early 1990s. The

first computational paradigm appeared under the name ant

system (AS). It is another approach to stochastic combina-

torial optimization. The search activities are distributed over:

“ants” – agents with very simple basic capabilities that mimic

the behavior of real ants. The main aim was not to simulate

ant colonies, but to use artificial ant colonies as an optimiza-

tion tool. Therefore the system exhibits several differences

in comparison to the real (natural) ant colony: artificial ants

have some memory; they are not completely blind; they live

in an environment with discrete time. In ACO algorithms,

artificial ants construct solutions from scratch by

probabilistically making a sequence of local decisions. At

each construction step an ant chooses exactly one of possi-

bly several ways of extending the current partial solution.

The rules that define the solution construction mechanism

in ACO implicitly map the search space of the considered

problem (including the partial solutions) onto a search tree.

The paradigm is based on the observation made by etholo-

gists about the medium used by ants to communicate infor-

mation regarding shortest paths to food by means of phero-

mone trails. A moving ant lays some pheromone on the

ground, thus making a path by a trail of this substance. While

an isolated ant moves practically at random (exploration),

an ant encountering a previously laid trail can detect it and

decide with high probability to follow it and consequently

reinforce the trail with its own pheromone (exploitation).

What emerges is a form of autocatalytic process through

which the more the ants follow a trail, the more attractive

that trail becomes to be followed. The process is thus char-

acterized by a positive feedback loop, during which the prob-

ability of choosing a path increases with the number of ants

that previously chose the same path. The mechanism above

is the inspiration for the algorithms of the ACO family

v Vj∈

v Vj∈
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(Engelbrecht, 2005).

Proposed ACO Algorithm for Feature Selection

Feature selection is one of the applications of subset prob-

lems. Given an feature set of size n, the feature selection

problem is to find a minimal feature subset of size s (s < n)

while retaining a suitably high accuracy in representing the

original features. Therefore, there is no concept of path. A

partial solution does not define any ordering among the com-

ponents of the solution, and the next component to be se-

lected is not necessarily influenced by the last component

added to the partial solution (Aghdam et al., 2008). Furthermore,

solutions to a feature selection problem are not necessarily

of the same size. To apply an ACO algorithm to solve a

feature selection problem, these aspects need to be ad-

dressed. The first problem is addressed by redefining the

way that the representation graph is used.

The feature selection task may be reformulated into an

ACO-suitable problem. Ant colony optimization requires a

problem to be represented as a graph. Here nodes repre-

sent features, with the edges between them denoting the

choice of the next feature. The search for the optimal fea-

ture subset is then an ant traversal through the graph where

a minimum number of nodes are visited that satisfies the

traversal stopping criterion. Figure 1 illustrates this setup.

The ant is currently at node a and has a choice of which

feature to add next to its path (dotted lines). It chooses fea-

ture b next based on the transition rule, then c and then d.

Upon arrival at d, the current subset {a, b, c, d} is deter-

mined to satisfy the traversal stopping criterion (e.g. suit-

ably high classification accuracy has been achieved with

this subset). The ant terminates its traversal and outputs

this feature subset as a candidate for data reduction

(Aghdam et al., 2008).

A suitable heuristic desirability of traversing between fea-

tures could be any subset evaluation function for example,

an entropy-based measure (Jensen, 2005) or rough set de-

pendency measure (Pawlak, 1991). The heuristic desirabil-

ity of traversal and edge pheromone levels are combined to

form the so-called probabilistic transition rule, denoting the

probability that ant k will include feature i in its solution at

time step t:

[ ( )] .[ ]
  

[ ( )] .[ ]( )

0    

k

ki i

k
l l

i
l J

t
if i J

tt

otherwise

P

α β

α β

τ η

τ η
∈


∈

= 



∑
 (4)

where η
j
 is the heuristic desirability of choosing feature i (η

j

is optional but often needed for achieving a high algorithm

performance), J k is the set of feasible features that can be

added to the partial solution. α > 0, β > 0 are two param-

eters that determine the relative importance of the phero-

mone value and heuristic information (the choice of α, β is

determined experimentally) and τ
j
(t) is the amount of vir-

tual pheromone on feature i.

The pheromone on each feature is updated according to

the following formula:

1

( 1) (1 ). ( ) ( )
m

k

i i i

k

t t tτ ρ τ
=

+ = − + ∆∑  (5)

where

( ( ))/ | ( ) |    ( )
( )

0  

k k k

k

i

S t S t if i S t
t

otherwise

ψ ∈
∆ = 


 (6)

The value 0 = ρ = 1 is decay constant used to simulate the

evaporation of the pheromone, Sk(t) is the feature subset

found by ant k at iteration t, and |Sk(t)| is its length. The

pheromone is updated according to both the measure of the

“goodness” of the ant’s feature subset (ψ ) and the size of

the subset itself. By this definition, all ants can update the

pheromone.

The overall process of ACO feature selection can be seen

in Figure 2. The process begins by generating a number of

ants, m, which are then placed randomly on the graph i.e.

each ant starts with one random feature. Alternatively, the

number of ants to place on the graph may be set equal to

the number of features within the data; each ant starts path

construction at a different feature. From these initial posi-

tions, they traverse edges probabilistically until a traversal

stopping criterion is satisfied. The resulting subsets are gath-

ered and then evaluated. If an optimal subset has been found

or the algorithm has executed a certain number of times,

then the process halts and outputs the best feature subset

encountered. If none of these conditions hold, then the phero-

mone is updated, a new set of ants are created and the

process iterates once more.

Figure 1: ACO problem representation for feature selec-

tion.

{a,b,c,d}

e

dc

b

a f
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The main steps of proposed feature selection algorithm

are as follows:

1. Generation of ants and pheromone initialization.

• Determine the population of ants.

• Set the intensity of pheromone trial associ-

ated with any feature.

• Determine the maximum of allowed itera-

tions.

2. Ant foraging and evaluation.

• Any ant randomly is assigned to one feature

and it should visit all features and build solu-

tions completely.

• The evaluation criterion is mean square er-

ror (MSE) of the classifier. If an ant is not

able to decrease the MSE of the classifier in

five successive steps, it will finish its work

and exit.

3. Evaluation of the selected subsets.

• Sort selected subsets according to classifier

performance and their length. Then, select

the best subset.

4. Check the stop criterion.

• Exit, if the number of iterations is more than

the maximum allowed iteration, otherwise

continue.

5. Pheromone updating.

• Decrease pheromone concentrations of nodes

then, all ants deposit the quantity of phero-

mone on graph. Finally, allow the best ant to

deposit additional pheromone on nodes.

6. Generation of new ants.

• In this step previous ants are removed and

new ants are generated.

7. Go to 2 and continue.

The time complexity of proposed algorithm is O(Imn),

where I is the number of iterations, m the number of ants,

and n the number of original features. This can be seen

from Figure 2. In the worst case, each ant selects all the

features. As the heuristic is evaluated after each feature is

added to the candidate subset, this will result in n evalua-

tions per ant. After the first iteration in this algorithm, mn

evaluations will have been performed. After I iterations, the

heuristic will be evaluated Imn times.

Particle Swarm Optimization

Particle swarm optimization is an evolutionary computa-

tion technique developed by Kennedy and Eberhart

(Kennedy and Eberhart, 2001). The original intent was to

graphically simulate the graceful but unpredictable move-

ments of a flock of birds. Initial simulations were modified

to form the original version of PSO. Later, Shi introduced

inertia weight into the particle swarm optimizer to produce

the standard PSO (Kennedy and Eberhart, 2001).

PSO is initialized with a population of random solutions,

called “particles”. Each particle is treated as a point in an

n-dimensional space. The ith particle is represented as X
i
 =

(x
i1

, x
i2

, . . . , x
in

). The best previous position (pbest, the

position giving the best fitness value) of any particle is re-

corded and represented as P
i
 = (p

i1
, p

i2
, . . . , p

in
). The

Figure 2: ACO-based feature selection algorithm.
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index of the best particle among all the particles in the popu-

lation is represented by the symbol “gbest”. The rate of the

position change (velocity) for particle i is represented as V
i

= (v
i1

, v
i2

, . . . , v
in

). The particles are manipulated accord-

ing to the following equation:

1 1 2 2( 1) . ( ) . ( ).[ ( ) ( )] . ( ).[ ( )i i i i gV t wV t c r t P t X t c r t P t+ = + − +

( )]iX t−   (7)

where

( 1) ( ) ( 1)i i iX t X t V t+ = + +  (8)

Where w is the inertia weight, it is a positive linear func-

tion of time changing according to the generation iteration.

Suitable selection of the inertia weight provides a balance

between global and local exploration and results in less it-

eration on average to find a sufficiently optimal solution.

The acceleration constants c
1
 and c

2
 in equation (7) repre-

sent the weighting of the stochastic acceleration terms that

pull each particle toward pbest and gbest positions. Low

values allow particles to roam far from target regions be-

fore being tugged back, while high values result in abrupt

movement toward, or past, target regions. r
1d

(t) and r
2d

(t) ~

U(0,1) are random values in the range [0,1], sampled from

a uniform distribution.

Particles’ velocities on each dimension are limited to a

maximum velocity, V
max

. It determines how large steps

through the solution space each particle is allowed to take.

If V
max

 is too small, particles may not explore sufficiently

beyond locally good regions. They could become trapped in

local optima. On the other hand, if V
max

 is too high particles

might fly past good solutions.

The first part of equation (7) provides the ‘‘flying par-

ticles’’ with a degree of memory capability allowing the

exploration of new search space areas. The second part is

the ‘‘cognition’’ part, which represents the private thinking

of the particle itself. The third part is the ‘‘social’’ part, which

represents the collaboration among the particles. Equation

(7) is used to calculate the particle’s new velocity accord-

ing to its previous velocity and the distances of its current

position from its own best experience (position) and the

group’s best experience. Then the particle flies toward a

new position according to equation (8). The performance

of each particle is measured according to a pre-defined fit-

ness function.

PSO for Feature Selection

The idea of PSO can be used for the optimal feature se-

lection problem. Consider a large feature space full of fea-

ture subsets. Each feature subset can be seen as a point or

position in such a space. If there are n total features, then

there will be 2n kinds of subsets, different from each other

in the length and features contained in each subset. The

optimal position is the subset with the least length and the

highest classification accuracy. A particle swarm is put into

this feature space, each particle takes one position. The

particles fly in this space, their goal is to fly to the best

position. After a while, they change their position, commu-

nicate with each other, and search around the local best and

global best position. Eventually, they should converge on

good, possibly optimal, positions. It is the exploration ability

of particle swarms that equips them for performing feature

selection and discovering optimal subsets.

Experimental Results

In this section, we report and discuss computational ex-

periments and compare ACO feature selection algorithm

with PSO-based approach. The quality of a candidate solu-

tion is computed by the naive Bayes classifier which de-

scribed in section 2. Finally the classifier performance and

the length of selected feature subset are considered for

evaluating the proposed algorithm.

A series of experiments was conducted to show the util-

ity of proposed feature selection algorithm. All experiments

have been run on a machine with 3.0GHz CPU and 1024

MB of RAM. We implement ACO algorithm and PSO-

based algorithm in Java and Weka 3.5.5. The operating sys-

tem was Windows XP Professional. For experimental stud-

ies we have considered Postsynaptic dataset. The follow-

ing sections describe Postsynaptic dataset and implementa-

tion results.

Figure 3: Main elements involved in pre-synaptic and post-

synaptic activity.
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Postsynaptic Dataset

This section presents Postsynaptic dataset used in the

present work for feature selection. A synapse is a connec-

tion between two neurons: pre-synaptic and post-synaptic.

The first is usually the sender of some signals such as the

release of chemicals, while the second is the receiver. A

post-synaptic receptor is a sensor on the surface of a neu-

ron. It captures messenger molecules from the nervous sys-

tem, neurotransmitters, and thereby functions in transmit-

ting information from one neuron to another (Pappa et al.,

2005).

The main elements found in synapses are shown in Fig-

ure 3. The cells are held together by cell adhesion mol-

ecules (1). In the cell where the signal is coming from (the

pre-synaptic cell) neurotransmitters are stored in bags called

synaptic vesicles. When signals are to be transmitted from

the pre-synaptic cell to the post-synaptic cell, synaptic

vesicles fuse with the pre-synaptic membrane and release

their contents into the synaptic cleft between the cells. The

transmitters then diffuse within the cleft, and some of them

meet a post-synaptic receptor (2), which recognizes them

as a signal. This activates the receptor, which then trans-

mits the signal on to other signalling components such as

voltage-gated ion channels (3), protein kinases (4) and phos-

phatases (5). To ensure that the signal has terminated, trans-

porters (6) remove neurotransmitters from the cleft. Within

the post-synaptic cell, the signalling apparatus is organized

by various scaffolding proteins (7).

Postsynaptic dataset has been recently created and mined

in (Basiri et al., 2008; Correa et al., 2006; Pappa et al.,

2005). The dataset contains 4303 records of proteins. These

proteins belong to either positive or negative classes. Pro-

teins that belong to the positive class have post-synaptic

activity while negative ones don’t show such activity. From

the 4303 proteins on the dataset, 260 belong to the positive

class and 4043 to the negative class. This dataset has many

features which makes the feature selection task challeng-

ing. More precisely, each protein has 443 PROSITE pat-

terns, or features. PROSITE is a database of protein fami-

lies and domains. It is based on the observation that, while

there are a huge number of different proteins, most of them

can be grouped, on the basis of similarities in their sequences,

into a limited number of families (a protein consists of a

sequence of amino acids). PROSITE patterns are small

regions within a protein that present a high sequence simi-

larity when compared to other proteins. In our dataset the

absence of a given PROSITE pattern is indicated by a value

of 0 for the feature corresponding to that PROSITE pattern

which its presence is indicated by a value of 1 for that same

feature (Correa et al., 2006).

Experimental Methodology

The computational experiments involved a ten-fold cross-

validation method (Witten & Frank, 2005). First, the 4303

records in the Postsynaptic dataset were divided into 10

almost equally sized folds. There are three folds containing

431 records each one and seven folds containing 430 records

each one. The folds were randomly generated but under

the following regulation. The proportion of positive and nega-

tive classes in every single fold must be similar to the one

found in the original dataset containing all the 4303 records.

This is known as stratified cross-validation. Each of the 10

folds is used once as test set and the remaining of the dataset

is used as training set. Out of the 9 folds in the training set,

one is reserved to be used as a validation set.

In each of the 10 iterations of the cross-validation proce-

dure, the predictive accuracy of the classification is assessed

by 3 different methods:

• Using all the 443 original features: all possible

features are used by the nearest neighbor classifier

and the naive Bayes classifier.

• Standard binary PSO algorithm: only the fea-

tures selected by the best particle found by the bi-

nary PSO algorithm are used by the nearest neigh-

bor classifier and the naive Bayes classifier.

• Proposed ACO algorithm: only the features se-

lected by the best ant found by the ACO algorithm

are used by the nearest neighbor classifier and the

naive Bayes classifier.

As the standard binary PSO and the ACO algorithm are

stochastic algorithms, 20 independent runs for each algo-

rithm were performed for every iteration of the cross-vali-

dation procedure. The obtained results, averaged over 20

runs, are reported in Table 2. The average number of fea-

Method Population Iteration Initial pheromone c1 c2 w α β ρ 

BPSO 30 50 - 2 2 0.8 - - - 

ACO 30 50 1 - - - 1 0.1 0.2 

Table 1: Binary PSO and ACO parameter settings.
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tures selected by the feature selection algorithms has al-

ways been rounded to the nearest integer.

Various values were tested for the parameters of ACO

algorithm. The results show that the highest performance is

achieved by setting the parameters to values shown in Table

1.

Where w is inertia weight and c
1
 and c

2
 are acceleration

constants of standard binary PSO algorithm. The choice of

the value of this parameter was based on the work pre-

sented in (Shi, & Eberhart, 1998). For ant colony optimiza-

tion, parameter values were empirically determined in our

preliminary experiments for leading to better convergence;

but we make no claim that these are optimal values. Pa-

rameter optimization is a topic for future research.

Performance Measure

The measurement of the predictive accuracy rate of a

model should be a reliable estimate of how well that model

classifies the test examples (unseen during the training phase)

on the target problem. In data mining, typically, the follow-

ing equation is used to assess the accuracy rate of a classi-

fier:

TP TN
Standard accuracy rate

TP FP FN TN

+
=

+ + +
 (9)

where TP (true positives) is the number of records cor-

rectly classified as positive class and FP (false positives) is

the number of records incorrectly classified as positive class.

TN (true negatives) is the number of records correctly clas-

sified as negative class and FN (false negatives) is the num-

ber of records incorrectly classified as negative class.

Nevertheless, if the class distribution is highly unbalanced,

which is the case with the Postsynaptic dataset, equation

(9) is an ineffective way of measuring the accuracy rate of

a model. For instance, on a dataset in which 10% of the

examples belong to the positive class and 90% to the nega-

tive class, it would be easy to maximize equation (9) by

simply predicting always the majority class. Therefore, on

our experiments we use a more demanding measurement

for the accuracy rate of a classification model. It has also

been used before in (Basiri et al., 2008; Pappa et al., 2005).

This measurement is given by the equation:

Predictive accuracy rate TPR TNR= ×       (10)

where TPR and TNR are defined as follows:

TP
TPR

TP FN
=

+
 (11)

.
TN

TNR
TN FP

=
+

  (12)

Results

Table 2 gives the optimal selected features for each

method. As discussed earlier the experiments involved 200

runs of ACO and standard binary PSO, 10 cross- validation

folds times 20 runs with different random seeds. Presum-

ably, those 200 runs selected different subsets of features.

So, the features which have been listed in Table 2 are the

ones most often selected by ACO and standard binary PSO

across all the 20 runs. Both ACO-based and PSO-based

methods significantly reduce the number of original features,

however; ACO-based method chooses fewer features.

Another trend observed in the results was found at each

run of the ACO algorithm. We recorded the best ant by the

ACO algorithm on each of the 20 runs and for every one of

the 10 folds. We then computed the frequency of the fea-

tures selected on the 10 × 20 = 200 best ants found by the

ACO algorithm. The following 3 features have been se-

lected, by ACO algorithm, in more than 80% of its respec-

tive 200 best ants found: F
342

, F
352

 and F
353

. The names of

Method Selected Features Number of Selected Features 

BPSO 134, 162, 186, 320, 321, 333, 342, 351, 352, 353 10 

ACO 352, 381, 419, 353, 342 5 

Table 2: Selected features of standard binary PSO and ACO algorithms.

Feature / PROSITE pattern ID Name 

F342/ps00410 Dynamin 

F352/ps00236 Neurotransmitter-gated ion-channel 

F353/ps00237 Rhodopsin-like GPCR superfamily 

Table 3: PROSITE patterns selected in more than 80% of the runs performed by the ACO algorithm.
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the PROSITE patterns that correspond to these features

are shown in Table 3.

The information was obtained from the web site of the

European Bioinformatics Institute, UniProtKB/Swiss-Prot

(http://www.ebi.ac.uk/swissprot/).

Also, the results of both algorithms for all of the 10 folds

are summarized in Tables 4 and 5. The classification quality

and feature subset length are two criteria which are consid-

ered to assess the performance of algorithms. Comparing

these criteria, we noted that ACO and standard binary PSO

algorithms did very better than the Baseline algorithm (us-

ing all features). Furthermore, for all of the 10 folds the

ACO algorithm selected a smaller subset of features than

the standard binary PSO algorithm.

As we can see in Table 5, the average number of se-

lected features for standard binary PSO algorithm was equal

to 10.9 with the average predictive accuracy of 0.79 and

the average number of selected features for ACO algo-

rithm was equal to 4.2 with the average predictive accu-

racy of 0.85. Furthermore, in (Correa et al., 2006) a new

discrete PSO algorithm, called DPSO, has been introduced

for feature selection. DPSO has been applied to Postsyn-

aptic dataset and the average number of features selected

by that was 12.70 with the average predictive accuracy of

0.74. Comparison of these three algorithms shows that ACO

tends to select a smaller subset of features than the stan-

dard binary PSO algorithm and DPSO. Also, the average

predictive accuracy of ACO is higher than that of the stan-

dard binary PSO algorithm and DPSO. Predictive accu-

racy and number of selected features for ACO and stan-

Using all the 443 

original feature 

Standard Binary 

PSO algorithm 

Proposed ACO 

Algorithm 

Fold 

TPR TNR 

TPR 

× 

TNR 

TPR TNR 

TPR 

× 

TNR 

No. of 

selected 

features 

TPR TNR 

TPR 

× 

TNR 

No. of 

selected 

features 

1 1.00 1.00 1.00 1.00 1.00 1.00 16 1.00 1.00 1.00 6 

2 1.00 1.00 1.00 1.00 1.00 1.00 19 1.00 1.00 1.00 2 

3 1.00 1.00 1.00 1.00 1.00 1.00 21 1.00 1.00 1.00 4 

4 0.73 1.00 0.73 0.76 1.00 0.76 14 0.73 1.00 0.73 3 

5 0.00 1.00 0.00 0.69 0.92 0.63 17 0.73 0.96 0.70 5 

6 0.00 1.00 0.00 0.65 0.96 0.62 18 0.88 0.99 0.87 5 

7 0.92 1.00 0.92 0.88 1.00 0.88 11 0.92 1.00 0.92 9 

8 1.00 1.00 1.00 0.69 1.00 0.69 15 1.00 1.00 1.00 6 

9 0.73 1.00 0.73 0.73 1.00 0.73 9 0.73 1.00 0.73 3 

10 0.42 1.00 0.42 0.42 1.00 0.42 14 0.42 1.00 0.42 8 

AVG 0.68 1.00 0.68 0.78 0.99 0.77 15.4 0.84 0.99 0.83 5.1 

 Table 4: Comparison of obtained results for ACO and standard binary PSO using nearest neighbor.

Using all the 443 

original feature 

Standard Binary 

PSO algorithm 

Proposed ACO 

Algorithm 

Fold 

TPR TNR 

TPR 

× 

TNR 

TPR TNR 

TPR 

× 

TNR 

No. of 

selected 

features 

TPR TNR 

TPR 

× 

TNR 

No. of 

selected 

features 

1 0.92 1.00 0.92 0.88 1.00 0.88 12 0.92 1.00 0.92 6 

2 0.69 1.00 0.69 0.69 1.00 0.69 13 1.00 1.00 1.00 4 

3 0.73 1.00 0.73 0.73 1.00 0.73 11 0.92 1.00 0.92 4 

4 0.00 1.00 0.00 0.88 0.96 0.84 9 0.88 0.96 0.84 5 

5 1.00 1.00 1.00 1.00 1.00 1.00 11 1.00 1.00 1.00 4 

6 0.69 0.96 0.66 0.69 0.96 0.66 13 0.73 0.96 0.70 5 

7 0.42 1.00 0.42 0.42 1.00 0.42 8 0.42 1.00 0.42 5 

8 1.00 1.00 1.00 1.00 1.00 1.00 7 1.00 1.00 1.00 2 

9 1.00 1.00 1.00 1.00 1.00 1.00 15 1.00 1.00 1.00 3 

10 0.76 1.00 0.76 0.76 1.00 0.76 10 0.76 1.00 0.76 4 

AVG 0.72 0.99 0.71 0.80 0.99 0.79 10.9 0.86 0.99 0.85 4.2 

Table 5: Comparison of obtained results for ACO and standard binary PSO using naïve Bayes classifier.
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Figure 4: (a) Accuracy rate of feature subsets obtained using three methods. (b) Number selected features. (Using nearest

neighbor classifier)

Figure 5: (a) Accuracy rate of feature subsets obtained using three methods. (b) Number selected features. (Using naive

Bayes classifier)

dard binary PSO algorithm are shown in Figures 4 and 5.

Discussion

Experimental results show that the use of unnecessary

features hurt classification accuracy and FS is used to re-

duce redundancy in the information provided by the selected

features. Using only a small subset of selected features, the

ACO and the PSO algorithms obtained better classification

accuracy than the baseline algorithm using all features.

ACO shares many similarities with evolutionary compu-

tation (EC) techniques in general and GAs in particular.

These techniques begin with a group of a randomly gener-

ated population and utilize a fitness value to evaluate the

population. They all update the population and search for

the optimum with random techniques.

Both ACO and PSO are stochastic population-based

search approaches that depend on information sharing

among their population members to enhance their search

processes using a combination of deterministic and proba-

bilistic rules. They are efficient, adaptive and robust search

processes, producing near optimal solutions, and have a large

degree of implicit parallelism. The main difference between

the ACO compared to PSO, is that ACO does not have

PSO operators such as inertia weight and acceleration con-

stants. Ants update themselves with the pheromone update

rule; they also have a memory that is important to the algo-

rithm.

Compared to PSO, the ACO has a much more intelligent

background and can be implemented more easily. The com-

putation time used in ACO is less than in PSO. The param-
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eters used in ACO are also fewer. However, if the proper

parameter values are set, the results can easily be optimized.

The decision on the parameters of the ant colony affects

the exploration–exploitation tradeoff and is highly depen-

dent on the form of the objective function. Successful fea-

ture selection was obtained even using conservative values

for the ACO basic parameters.

Conclusion

Experimental results show that the use of unnecessary

features decrease classifiers’ performance and hurt classi-

fication accuracy and feature selection is used to reduces

redundancy in the information provided by the selected fea-

tures. Using only a small subset of selected features, the

binary PSO and the ACO algorithms obtained better pre-

dictive accuracy than the Baseline algorithm using all fea-

tures. ACO has the ability to converge quickly; it has a strong

search capability in the problem space and can efficiently

find minimal feature subset. Experimental results demon-

strate competitive performance.

The ACO clearly enhances computational efficiency of

the classifier by selecting fewer features than the standard

binary PSO algorithm. Therefore, when the difference in

predictive accuracy is insignificant, ACO is still preferable.

In the proposed ACO algorithm, the classifier performance

and the length of selected feature subset are adopted as

heuristic information. So, we can select the optimal feature

subset without the prior knowledge of features.

Also as we expected, computational results show the clear

difference in performance between nearest neighbor and

naive Bayes classifiers. To summarize, the naive Bayes clas-

sification method involves a classification step in which the

various P(v
i
) and P(a

i 
| v

i
) terms are estimated, based on

their frequencies over the training data. The set of these

estimates corresponds to the learned hypothesis. This hy-

pothesis is then used to classify each new instance by ap-

plying the rule in equation (3). Whenever the naive Bayes

assumption of conditional independence is satisfied, this naive

Bayes classification v
NB

 is identical to the maximum a pos-

terior classification. The naive Bayes approach outper-

formed the nearest neighbor approach in all experiments.
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