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This paper presents a meta-analysis of the data from 6,179 participants in 77 studies that investi­
gated the association between working-memory capacity and language comprehension ability. Apri­
mary goal of the meta-analysis was to compare the predictive power of the measures of working
memory developed by Daneman and Carpenter (1980) with the predictive power of other measures
of working memory. The results of the meta-analysis support Daneman and Carpenter's (1980) claim
that measures that tap the combined processing and storage capacity of working memory (e.g., read­
ing span, listening span) are better predictors of comprehension than are measures that tap only the
storage capacity (e.g., word span, digit span). The meta-analysis also showed that math process plus
storage measures of working memory are good predictors of comprehension. Thus, the superior pre­
dictive power of the process plus storage measures is not limited to measures that involve the ma­
nipulation of words and sentences.

In this paper we present a meta-analysis ofthe research
investigating the association between working-memory
capacity and language comprehension ability. Much ofthe
research was stimulated by a 1980 paper in which Dane­
man and Carpenter claimed to have developed a measure
of working-memory capacity that was an excellent pre­
dictor of language comprehension ability. First we will
describe Daneman and Carpenter's (1980) claims, and then
we will present our meta-analysis ofthe research findings.

THE BACKGROUND

In their 1980 paper, Daneman and Carpenter claimed
to have resolved a paradox in the literature on individual
differences in comprehension ability. Many theorists had
suggested that short-term memory capacity plays a cru­
cial role in reading and listening comprehension, and that
short-term memory should therefore be an important
source of individual differences in comprehension ability
(cf. Just & Carpenter, 1980; Kintsch & van Dijk, 1978;
Perfetti & Lesgold, 1977). After all, reading and listen­
ing involve much more than comprehending a stream of
isolated words. A major component of skilled compre­
hension is the ability to compute the semantic and syntac­
tic relations among successive words, phrases, and sen-
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tences, thereby constructing a coherent and meaningful
representation ofthe discourse. Integrating newly encoun­
tered information with the previously processed informa­
tion means that readers and listeners must have access to
the results ofearlier processes. Otherwise, how could they
compute the referent for he in the following sentence?­
Although he spoke softly, yesterday sspeaker could hear
the little boy:S question (Just & Carpenter, 1980). Or how
could they make the crucial inference in the following
passage?-Jake bought his new girlfriend a turtle for
Christmas. He decided to take it back to the shop 'vI'hen
he discovered she liked soup (Mitchell, 1982). Or how
could they resolve the apparent inconsistency in the fol­
lowing passagc?-The dentist used the drill. He found it
usefulfor mastering the Latin and Greek verbs (Daneman
& Carpenter, 1983). If temporary storage is important for
successful comprehension, individuals with small tem­
porary storage capacities should be less able to have ear­
lier relevant information still active in memory, and
therefore they should be less likely to compute the refer­
ent for a pronoun, make the necessary inference, and re­
solve the inconsistency; in short, they should have defi­
cits in the processes that integrate successive ideas in a
written or spoken discourse relative to individuals who
have larger short-term memory capacities. So, according
to theory, short-term memory capacity should be related
to comprehension ability. Paradoxically however, the em­
pirical evidence suggested that this was not so. Research­
ers had tried to find a correlation between performance
on traditional measures of short-term memory, such as
digit span, letter span, and word span, and performance
on standardized tests ofcomprehension abIlity; however,
unless their samples included very young children, or se-
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verely disabled readers, the correlations obtained were
at best very weak (e.g., Farnham-Diggory & Gregg, 1975;
Perfetti & Goldman, 1976; Rizzo, 1939).

Daneman and Carpenter (1980) argued that this para­
dox resided in the theory behind the measures of short­
term memory capacity. The theory was inadequate. Tradi­
tional digit span, letter span, and word span tests treat
short-term memory as a passive storage buffer. The tests
measure the maximum number of items that an individ­
ual can store in a task that simply requires that the indi­
vidual attend to some input, encode it, store it, and retrieve
it. Daneman and Carpenter (1980) argued that the source
of individual differences in memory capacity does not re­
side in the passive storage capacity or number of"slots."
Rather, individuals differ in functional capacity; that is,
they differ in the processes that they have for maximally
utilizing their limited capacities. To differentiate this more
active view from the more classical "slot" conception of
short-term memory, Daneman and Carpenter adopted
Baddeley and Hitch's (1974) term, working memory (see
also Baddeley, 1983, 1986; Miller, Galanter, & Pribram,
1960). The working-memory system is assumed to have
processing as well as storage capabilities. There are lim­
ited resources that must be shared between the work and
the memory, between the processing and storage demands
of the task to which the working-memory system is be­
ing applied. Moreover, individuals differ in the ability to
coordinate the processing and storage functions. In par­
ticular, individuals with inefficient processes have a func­
tionally smaller temporary storage capacity, because they
must allocate more of the available resources to the pro­
cesses themselves. Daneman and Carpenter (1980) argued
that a functionally smaller storage capacity would lead to
deficits in comprehension, particularly in the processes
that integrate successively encountered words, phrases,
and sentences into a coherent representation. Moreover,
they argued that if one is to measure this functional ca­
pacity, one needs a measure to assess the combined pro­
cessing and storage resources ofworking memory-rather
than simply the storage resources, as on traditional span
tests. And so Daneman and Carpenter (1980) developed
a measure to do just that. In their working-memory span
test, participants read or listened to a set ofunrelated sen­
tences (e.g., I turned my memories over at random like
pictures in a photograph album; He had an odd elon­
gated skull which sat on his shoulder like a pear on a
dish; I will not shock my readers with the cold-blooded
butchery that followed), and then, at the end of the set,
they attempted to recall the final word of each sentence
in the set (e.g., album; dish;followed). Participants were
presented with increasingly longer sets of sentences, and
working memory was defined as the maximum number
of sentences the participants could read or listen to while
maintaining perfect recall of the final words. Thus, the
test involved the usual demands of sentence comprehen­
sion, from the lower level processes that encode the visual
patterns of individual words and access their meanings,
to the higher level processes that compute the semantic,
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syntactic, and referential relations among the successive
words; and the test imposed the additional and simulta­
neous component of maintaining the final words. When
administered to college students, working-memory span
varied from two to five final words. The theory behind the
test was that poor comprehenders allocate so much ca­
pacity to comprehending the sentences that they can only
store two or three final words.

Unlike traditional digit span, letter span, and word span
tests, which do not correlate well with reading and listen­
ing ability, the reading and listening versions of Dane­
man and Carpenter's (1980) working-memory-span test
were excellent predictors ofcomprehension performance.
Daneman and Carpenter (1980) found that individuals
with working-memory spans ofonly two or three sentence­
final words did more poorly on a global test of language
comprehension (the Verbal Scholastic Aptitude Test, or
VSAT) and particularly poorly on specific tests of the in­
tegration of successive ideas in a text, such as computing
the antecedent referent for a pronoun. The correlations in
the 1980 study were large. They ranged between .42 and
.90, and, with an average correlation of .66, they were
well above the .30 barrier that typically plagues research
on individual differences (Hunt, 1980).

The impact ofthe Daneman and Carpenter (1980) study
has been wide ranging. Daneman and Carpenter's read­
ing and listening working-memory-span tests have been
adopted by many researchers who have used them or
variants of them to replicate and extend the original find­
ings. Not only have the measures been applied to investi­
gating working memory's role in accounting for the kinds
of individual differences in language comprehension
that one would encounter in a typical college classroom,
but they have been applied to many different population
groups and to many different cognitive activities. Re­
searchers have used variants of the reading-span and
listening-span measures to investigate the young and the
old, the learning disabled and the reading disabled, the
hearing impaired and the visually impaired, and the vic­
tims of stroke and other forms of brain damage (e.g.,
Daneman, 1988a; Daneman, Nemeth, Stainton, &
Huelsmann, in press; Frisk & Milner, 1990; Light & An­
derson, 1985; Salthouse & Babcock, 1991; Salthouse,
Mitchell, Skovronek, & Babcock, 1989; Stine & Wing­
field, 1987; Swanson, 1993; Tompkins, Bloise, Timko,
& Baumgaertner, 1994). The cognitive activities investi­
gated have been equally numerous. On the language side,
researchers have used Daneman and Carpenter's (1980)
measures to investigate working memory's contribution
to speaking, writing, speech reading, and learning to read
(e.g., Bock & Miller, 1991; Byrd, 1993; Daneman, 1991;
Daneman & Green, 1986; Hupert, Nef, & Maroy, 1992;
Lyxell & R6nnberg, 1993; R6nnberg, Arlinger, Lyxell,
& Kinnerfors, 1989; see also Gathercole & Baddeley,
1993, for an excellent review). On the nonlanguage side,
researchers have also used Daneman and Carpenter's
(1980) measures to investigate working memory's contri­
bution to cognitive activities as diverse as solving arith-
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metic problems and reasoning problems, learning to pro­
gram a computer, playing bridge, remembering the spa­
tial location ofobjects, controlling attention, playing com­
plex computer games, and so on (e.g., Cherry & Park,
1993; Clarkson-Smith & Hartley, 1990; Das-Smaal,
De Jong, & Koopmans, 1993; Kyllonen & Christal, 1990;
Lehrer, Guckenberg, & Lee, 1988; Lehrer & Littlefield,
1993; Logie, Baddeley, Mane, Donchin, & Sheptak,
1989; Salthouse & Kersten, 1993; Shute, 1991; Staver &
Jacks, 1988). Many of these attempts to link working
memory span with individual differences in performance
on everyday cognitive activities have been successful,
and consequently they provide an important validation
of the working-memory approach. After all, working­
memory theory was proposed as an alternative to short­
term memory theory because of concerns with the eco­
logical relevance of the short-term memory construct
(Baddeley, 1983; Daneman, 1987); consequently, it is
encouraging to see that working memory is living up to
its promise of doing a better job at accounting for every­
day cognitive performance than did the short-term mem­
ory theory that it replaced.

Ofcourse, the original Daneman and Carpenter (1980)
study was not without its critics. The research with reading
span and listening span raised the question of whether
comprehension is limited by the capacity of a general
working-memory system or by one specialized for the
language processes. A legitimate concern about the read­
ing span and listening span tests is that they are too much
like comprehension itself. Indeed Daneman and Carpenter
(1980; see also Daneman, 1982) argued that their span
measures may have been such successful predictors of
comprehension precisely because they captured many of
the processing requirements of sentence comprehension
and consequently had an excellent probability of tapping
the aspects ofworking memory that are important to com­
prehension. But by the same token, critics (e.g., Badde­
ley, Logie, Nimmo-Smith, & Brereton, 1985) have pointed
out that the complexity of the Daneman and Carpenter
(1980) span measures makes interpretation of the corre­
lation difficult. And they have argued that the language­
specific nature of the measures may leave us with the
rather trivial conclusion that sentence comprehension
(reading span/listening span) correlates with paragraph
comprehension (the criterion comprehension tests).

To go beyond this trivial interpretation and further ex­
plore the issue of whether comprehension is limited by
the capacity of a general working-memory system or by
one specialized for language, several researchers have
pitted reading span against nonverbal working-memory
measures (e.g., Baddeley et aI., 1985; Daneman & Tardif,
1987; Jurden, 1995; Shah & Miyake, 1996; Turner &
Engle, 1989). Turner and Engle, for example, developed
an analogue of reading span that taps mathematical!
arithmetic processes rather than verbal processes. In the
Turner and Engle math-span analogue, participants are
given a set ofsimple arithmetic equations, such as (9/3) +
4 = 7, (2 X 3) - 2 = 4, and (6/3) + 2 = 8; for each equa­
tion, their task is to verify whether the stated solution is

correct or incorrect, and then at the end of the set, they
have to recall the stated solutions from each equation in
the set (here, 7,4, and 8). The question oftheoretical in­
terest is whether math span is as good a predictor of lan­
guage comprehension as is reading span, a question that
this meta-analysis addresses.

It is now 16 years since the publication of the Dane­
man and Carpenter (1980) study. Given the number of
follow-up studies and the number of variants and mu­
tants of the original Daneman and Carpenter measures of
working-memory capacity that are being used, we thought
it would be timely to take stock~to do a meta-analysis
of the literature investigating the association between
working-memory capacity and comprehension, and to see
how the original Daneman and Carpenter claims are far­
ing. It is difficult to assess the validity of Daneman and
Carpenter's claims by sampling only a few of the pub­
lished studies. Because many of the individual studies
have small sample sizes, they often lack power and reli­
ability; consequently, it is not surprising that the find­
ings across studies are not always consistent. Some stud­
ies have replicated Daneman and Carpenter's (1980)
finding that working-memory span is a good predictor of
comprehension (e.g., Dixon, LeFevre, & Twilley, 1988;
Masson & Miller, 1983), whereas other studies have not
(e.g., Light & Anderson, 1985; Morrow, Leirer, & Altieri,
1992). Some studies have replicated Daneman and Car­
penter's (1980) finding that working-memory span is a
better predictor of comprehension than traditional word
span and digit span are (e.g., Dixon et aI., 1988; Masson
& Miller, 1983; Turner & Engle, 1989), whereas other
studies have not (e.g., Calvo, Ramos, & Estevez, 1992;
La Pointe & Engle, 1990). Some studies have supported
the superiority of verbal working-memory-span mea­
sures over math working-memory-span measures at pre­
dicting language comprehension (e.g.. Baddeley et aI.,
1985; Daneman & Tardif, 1987), whereas other studies
have not (e.g., Norman, Kemper, & Kynette, 1992; Turner
& Engle, 1989). The advantage of using a meta-analysis
to assess Daneman and Carpenter's (1980) claims is that
it provides a method for combining and quantifying the
results of individual studies so that we may see the gen­
eral trends across all relevant studies and obtain more re­
liable estimates of population characteristics.

THE META-ANALYSIS

The Studies
The meta-analysis includes studies published through

the end of April 1995. Most of the studies postdate the
1980 Daneman and Carpenter study, but we have included
the earlier studies that investigated the relation between
traditional span measures and comprehension, with a 1939
study by Rizzo being the earliest. Studies were located
by manual and computer-assisted searches of PsycLIT,
Psychological Abstracts, and the Social Sciences Cita­
tion Index, as well as the reference lists of published pa­
pers. To be included in the meta-analysis, a study had to
meet the following three criteria: ( 1) The study had to have



WORKING MEMORY AND LANGUAGE 425

Table 1
Summary of Predictor Tasks

Process and storage (Daneman & Carpenter analogues) verbal (e.g., reading span, listening span)
math (e.g., math span, counting span, backward digit span)

Storage alone (traditional span) verbal (e.g., word span, letter span)
math (e.g., digit span, probe digit span)

examined the relation between one or more measures of
working-memory capacity or short-term memory capacity
and one or more measures ofreading or listening compre­
hension accuracy. I (2) The study had to have quantified
the association between working memory and compre­
hension by either a product-moment correlation coeffi­
cient (r) or another statistic (such as a t or F ratio) that
could be converted to a correlation coefficient. (3) The
study had to have excluded extremely unskilled readers
(i.e., beginning readers, severely disabled/dyslexic read­
ers) from its sample; Daneman and Carpenter (1980) tried
to show that their working-memory measures captured the
kinds of variance in comprehension that one encounters
in a typical college or school classroom, and so in the meta­
analysis, we did not want to potentially inflate the estimates
of the working-memorylcomprehension correlation by
including extreme groups. In all, the meta-analysis in­
cluded data from 6,179 participants in 77 studies (inde­
pendent samples).

The studies included in the meta-analysis were cate­
gorized according to the kinds ofworking-memory mea­
sures and comprehension measures that were used. On the
predictor task side, we included studies that used ana­
logues of the Daneman and Carpenter working-memory­
span measures-that is, measures that assessed the simul­
taneous processing and storage resources of working
memory-and we included studies that used the tradi­
tional span tests that tapped predominantly storage re­
sources, such as forward digit span, letter span, and word
span. As can be seen in Table 1, each of these categories
was subdivided further into verbal and math tasks. 2

Tables 2 and 3 summarize some ofthe more commonly
used verbal and math process plus storage measures. In
the case of the verbal process plus storage measures (see
Table 2), the most common measure was Daneman and
Carpenter's (1980) reading span test, in which partici­
pants read aloud sets of unrelated sentences and then re­
called the final words. Other commonly used variants
added a comprehension check to the process component
of the task; after they read or listened to each sentence,
participants were required to make a true/false judgment
or a sensibility judgment about the sentence (e.g., Bad­
deley et ai., 1985; Daneman & Carpenter, 1980). In most
variants, participants were required to recall the final
word of each sentence in the set; however, there were a
few variants that cued participants to recall a different
word in the sentence, such as the person noun or the ob­
ject noun (e.g., Baddeley et aI., 1985; see Table 2). In the
case of the math process plus storage measures, the pro­
cess component always tapped computations involving
digits rather than computations involving letters, words,
or sentences (see Table 3 for examples).

On the criterion task side, the comprehension mea­
sures included global or standardized tests ofcomprehen­
sion and vocabulary knowledge, the most common being
the VSAT and the Nelson-Denny Reading Test, as well as
more specific tests of integration-tests that measured
people's ability to compute the referent for a pronoun,
make inferences, monitor and revise inconsistencies, ac­
quire new word meanings from contextual cues, abstract
the main theme, and so on. Table 4 provides a summary
of the more common criterion measures.

Table 2
Commonly Used Verbal Process Plus Storage Measures

The rain and howling wind kept beating against the rattling window panes.

He covered his heart with both hands to keep anyone from hearing the noise it made.

Process: read aloud

Recall: final word (e.g., panes, made)

(e.g., Daneman & Carpenter, 1980)

Mammals are vertebrates that give birth to live young.

March is the first month in the year that has thirty-one days.

Process: true/false judgment

Recall: final word (e.g., young, days)

(e.g., Daneman & Carpenter, 1980)

The policeman ate the apple.

The girl sang the water.

Process: sensibility judgment

Recall: person or object (e.g., policeman & girl or apple & water)

(e.g., Baddeley et aI., 1985)
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Table 3
Commonly Used Math Process Plus Storage Measures

(2 x 3) - 2 = 4

(6/3) + 2 = 8

Process: verify the stated solution

Recall: stated solution (e.g., 4,8)

(e.g., Turner & Engle, 1989)

(2 x 3) - 2 = 4 tree

(6/3) + 2 = 8 door

Process: verify the stated solution

Recall: word (e.g., tree, door)

(e.g., Turner & Engle, 1989)

3+2=?
7-4=?

Process: perform arithmetic computation

Recall: the highlighted second digit (e.g., 2, 4)

(e.g., Salthouse et aI., 1989)

With the preceding classification oftasks, we used the
meta-analysis to address the following questions: (1) What
are the magnitudes of the different working-memory/
comprehension correlations? (2) Do measures that tax
the processing as well as the storage resources of work­
ing memory predict comprehension better than do mea­
sures that tax only the storage resources? (3) How spe­
cific or language related do the processes have to be? Can
a measure that taps math processes predict comprehen­
sion, or do the original Daneman and Carpenter (1980)
findings boil down to a demonstration that comprehen­
sion correlates with comprehension? And if math span
does predict comprehension, is it as good a predictor as
verbal span?

Data Analysis
With the four categories ofpredictor tasks (verbal pro­

cess plus storage, math process plus storage, verbal stor-

age alone, math storage alone) and the two categories of
criterion tasks (global and specific), there were eight dif­
ferent working-memory/comprehension effect sizes to
be computed for the overall meta-analysis. The first step
involved computing the effect size for each working­
memory/comprehension association investigated in an
individual study. Following Rosenthal (1991), we used the
product-moment correlation coefficient (r) as the effect
size estimate. In many studies, the association between a
working-memory measure and a comprehension mea­
sure was reported as a correlation coefficient, so the effect
size was taken directly from the written report. In other
instances, the correlation coefficients were computed
from reported t ratios or F ratios. The number of effect
sizes extracted from a single study varied from I to 4,
depending on how many ofthe four categories ofworking­
memory measures and two categories ofcomprehension
measures were included in the study. For example, if a
study included only one category of working-memory
measure (e.g., a verbal process plus storage measure such
as reading span) and one category ofcomprehension mea­
sure (e.g., a global measure such as the VSAT), then only
one effect size was computed for that study (verbal pro­
cess plus storage/global comprehension). If a study in­
cluded two categories of working-memory measures
(e.g., a verbal process plus storage measure, and a math
process plus storage measure) and two categories ofcom­
prehension measures (a global measure and a specific
measure), four effect sizes were computed for that study
(verbal process plus storage/global comprehension; ver­
bal process plus storage/specific comprehension; math
process plus storage/global comprehension; math pro­
cess plus storage/specific comprehension). In some cases,
a study produced several different estimates of the same
working-memory/comprehension association; this oc­
curred if the study included more than one working­
memory measure and/or comprehension measure from
the same category. For example, a STUdy may have used two

Table 4
Summary of Criterion Tasks

Global (Standardized Tests of Comprehension and Vocabulary Knowledge)

Verbal Scholastic Aptitude Test

Nelson-Denny Reading Test

Mill Hill Vocabulary

General Aptitude Test Battery: Vocabulary

WAIS Vocabulary

Metropolitan Achievement Test

Armed Services Vocational Aptitude Battery: Word Knowledge

Armed Services Vocational Aptitude Battery: Paragraph Comprehension

Specific (Nonstandardized)

Assigning pronominal reference

Making inferences

Detecting ambiguity

Monitoring and revising inconsistencies

Abstracting the main theme

Following verbal directions

Recalling propositiona_l_c_o_nt_en_t _



verbal process plus storage measures of working mem­
ory such as reading span and listening span, and two
measures of global comprehension such as the VSATs
and the Nelson-Denny, a design that would produce four
correlations: reading span/VSAT; reading span/Nelson­
Denny; listening spanlVSAT; listening span/Nelson­
Denny. According to our eight-way classification system,
all four correlations were estimates ofthe same working­
memory/comprehension association-the verbal process
plus storage/global comprehension association. In cases
s~ch as these, the correlations were averaged to yield a
smgle effect size estimate for that particular working­
memory/comprehension association for that study. The
Appendix shows the studies that contributed to each of
the eight working-memory/comprehension cells in the
design, as well as the sample size and the effect size for
each study.

Once we had computed the effect size for each working­
memory/comprehension association in each study, the
next step was to compute average effect sizes across
studies by weighting individual studies according to
their sample size. These average weighted effect sizes
were computed by (I) transforming each r into a Fisher's
Zr; (2) multiplying each Zr by the number of partici­
pants; (3) summing the weighted Zrs and dividing each
sum by the total number of participants; and (4) convert­
ing the resulting Zr back to an r.

The final step was to compute the 95% confidence in­
terval ~or each average weighted effect size (see Hedges
& Olkm, 1985, for procedure). The confidence interval
provides the range within which an observed effect size
is likely to fall 95 times out of 100, and it can be used to
compare effect sizes. For example, if one effect size is
.41 with a 95% confidence interval of .38 to .44, and an­
other effect size is .28 with a 95% confidence interval of
.~3 to .33, the nonoverlapping confidence intervals pro­
Vide support for the conclusion that the .41 effect size is
larger than the .28 effect size.3 Table 5 shows the number
of independent samples and the number of participants
for each working-memory/comprehension association.
Table 6 shows the average weighted effect size and the con­
fidence interval for each working-memory/comprehension
association.

How does the original Daneman and Carpenter (1980)
pattern of results based on 41 participants hold up over
77 studIes and 6,179 participants?

The first point to note is that the results of the meta­
analysis support Daneman and Carpenter's (1980) find­
109 that verbal ~rocess plus storage measures ofworking­
memory capacity are good predictors of comprehension.
As Table 6 shows, the verbal process plus storage span
measures correlate .41 and .52 with global and specific
tests of comprehension ability, respectively. Although
smaller in magnitude than those in the original Daneman
and Carpenter (l980) study with only 41 participants,4
these correlations are certainly respectable in an area that
rarely sees correlations above .30 (Hunt, 1980). More­
over, given the large sample size, we can be reasonably
sure that these correlations provide good estimates of the
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Table 5
Number of Independent Samples (N) and

Number of Participants (n) for
Each Working-Memory/Comprehension Association

Global Specific
Comprehension Comprehension

N n N n

Process and storage
Verbal 38 2,96] 36 2,745
Math 15 1,183 8 856

Storage alone
Verbal 25 1,431 10 810
Math 10 2,344 8 1,487

magnitude of the working-memory/comprehension cor­
relation in the population.

Not only does the meta-analysis support Daneman and
Carpenter's (1980) finding that verbal process plus stor­
age measures are good predictors of comprehension, it
also supports Daneman and Carpenter's {I 980) finding
that working-memory capacity is a better predictor of
performance on specific tests of integration (.52) than
on global tests ofcomprehension and vocabulary knowl­
edge (.41). This finding likely reflects the fact that work­
ing memory plays a particulary important role in the pro­
cesses that integrate successively encountered ideas in a
written or spoken discourse.

Do measures that tax the combined processing and
s~orage resources ofworking memory predict comprehen­
sIOn better than do measures that tax only the storage re­
sources? The results of the meta-analysis suggest that the
answer to this question is "yes." As Table 6 shows, the
me~a-analyslssupports Daneman and Carpenter's (1980)
claIm that measures that tap the combined processing
and storage resources ofworking memory are better pre­
dictors of comprehension than are measures that tap only
the storage resources. Whereas the verbal process plus
storage measures (the reading spans and listening spans)
correlated .41 and .52 with the global and specific mea­
sures ofcomprehension, respectively, verbal storage mea­
sures ~word span and letter span) correlated only .28 and
.40 WIth the global and specific measures of compre­
h~~sion, respectively. Thus, for both the global and spe­
CIfiC measures ofcomprehension, the average effect size
was greater for the verbal process plus storage measures
than for the verbal storage alone measures. This conclu-

Table 6
Average Weighted Effect Size (r) and

95% Confidence Interval (CI) for
Each Working-Memory/Comprehension Association

Global Specific
Comprehension Comprehension
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sion is supported by the fact that the 95% confidence in­
tervals are nonoverlapping (see Table 6).5

The superior predictive power ofthe verbal process plus
storage measures over the simple verbal storage mea­
sures does not appear to be attributable to the fact that
the process plus storage measures are more reliable mea­
sures than the simple span measures. Because the relia­
bility of a measure sets an upper limit on the extent to
which that measure can correlate with other measures
(Spearman, 1904), and because some researchers (e.g.,
Dempster, 1985) have argued that the storage-alone
measures may have only moderate reliability, it is possi­
ble that the greater predictive power of the verbal process
plus storage measures has more to do with its greater re­
liability than with the type of working-memory capacity
it taps. We were able to evaluate this possibility by con­
ducting a small meta-analysis of the reliability data re­
ported in a subset of the studies included in the overall
meta-analysis. Although most of the studies included in
the meta-analysis did not report reliability coefficients
for their working-memory measures, there is a subset of
studies by Engle and colleagues (Engle, Cantor, & Ca­
rullo, 1992; Engle, Carullo, & Collins, 1991; La Pointe &
Engle, 1990; Turner & Engle, 1989) that not only re­
ported reliability estimates for their working-memory
measures, but used the same procedure for estimating re­
liability across studies (Cronbach's alpha, a measure of
internal consistency). Using the same meta-analytical
procedures as used in the overall analysis, we computed
the average weighted reliability estimates across these
studies for both types of working-memory measures.
The results of this analysis showed very similar reliabil­
ity estimates for the two types of working-memory mea­
sures. The average weighted reliability estimate for the
verbal process plus storage measures was .80 (n = 473);
the average weighted reliability estimate for the verbal
storage measures was .79 (n = 523). These results argue
against differences in reliability being responsible for the
greater predictive power of the verbal process plus stor­
age measures of working-memory capacity.

The superior predictive power ofthe verbal process plus
storage measures over the simple verbal storage mea­
sures also does not appear to be attributable to the fact that
a number of the studies in the meta-analysis included
participants whose ages varied quite widely. To make
sure that our correlations between working-memory ca­
pacity and comprehension were not unduly influenced
by age effects, we conducted a smaller meta-analysis in
which we only included studies that had homogeneous
ages in their sample (e.g., all college students, all elderly
participants, all elementary school students) or that pro­
vided separate correlations for each age group in the
study. The pattern of correlations for this meta-analysis
(which included 64 independent samples and 4,982 par­
ticipants) was very similar to the overall meta-analysis
presented in Table 6. In this analysis, the verbal process
plus storage measures correlated .40 (::t.03) and .55
(::t.03) with the global and specific tests of comprehen-

sion, respectively, a pattern that was very close to the
pattern in the overall meta-analysis in Table 6.6 And in
this analysis, the verbal-storage-alone measures corre­
lated .28 (::t .05) with global comprehension and only .18
(::t .05) with specific comprehension, showing again that
the verbal process plus storage measures are better pre­
dictors of comprehension than are the verbal-storage­
alone measures.

The meta-analysis also shows that the superior predic­
tive power of measures that tap the combined processing
and storage resources of working memory is not limited
to measures that involve the processing and comprehen­
sion of words or sentences. Table 6 shows that the math
process plus storage measures are better predictors of
comprehension than are their math-storage-alone counter­
parts. Whereas the math process plus storage measures
correlated .30 and .48 with the global and specific mea­
sures ofcomprehension, respectively, the math-storage­
alone measures (traditional digit span) correlated only
.14 and .30 with the global and specific measures of
comprehension, respectively. Thus, for both the global
and specific measures ofcomprehension, the average ef­
fect size was greater for the math process plus storage
measures than for the math-storage-alone measures, a
finding supported by the fact that the confidence inter­
vals are nonoverlapping (see Table 6).

How do the math process plus storage measures com­
pare with the verbal process plus storage measures in pre­
dicting comprehension? The first point to note is that
math process plus storage measures are themselves good
predictors of comprehension. By showing that the pre­
dictive power of the process plus storage measure does
not depend on a process component that taps sentence
comprehension processes, we believe that the results of
the meta-analysis argue against the trivial part/whole ac­
count of the working-memory/comprehension correla­
tion, the account that relegates the original Daneman and
Carpenter (1980) finding to a simple demonstration that
sentence comprehension (i.e., reading span) is correlated
with paragraph comprehension (i.e., the criterion com­
prehension tests). Of course, one could argue that the
math process plus storage tasks predict comprehension
simply because they also tap verbal processes to some
extent; when one executes numerical computations (such
as mental arithmetic), one typically operates on verbally
coded numbers (Logie, Gilhooly, & Wynn, 1994). How­
ever, even though the math process plus storage mea­
sures tap some verbal processes, they do not tap the entire
range of processes involved in sentence comprehension
that are tapped by the verbal process plus storage mea­
sures (e.g., reading span). Consequently, we believe that
the finding of a substantial correlation between math
process plus storage measures and comprehension goes
well beyond a simple demonstration that sentence com­
prehension correlates with paragraph comprehension.
The finding suggests that it is an individual's efficiency
at executing a variety of symbolic manipulations and
computations that is related to comprehension ability.



At the other extreme, one could challenge our conclu­
sion not on the basis ofthe math process plus storage mea­
sures' sharing too many processes in common with the ver­
bal process plus storage measures, but on the basis that
they are totally unrelated measures. In other words, the
correlation between math process plus storage measures
and comprehension could result from factors totally un­
related to those responsible for the correlation between
verbal process plus storage measures and comprehen­
sion; if this were the case, the math process plus storage/
comprehension correlation would tell us nothing about the
nature ofthe verbal process plus storage/comprehension
correlation. To rule out this possibility, one would need
to demonstrate that the math process plus storage mea­
sures and verbal process plus storage measures are cor­
related with one another, and that their shared variance
predicts comprehension. Of course, meta-analytic tech­
niques do not allow us to compute partial correlations.
However, individual studies have shown math and verbal
working memory measures to be correlated with one an­
other (e.g., Daneman & Tardif, 1987; Kyllonen, 1993;
Turner & Engle, 1989), and the correlation between math
span and comprehension or between verbal span and
comprehension is substantially lower when the effects of
the other span measure are statistically removed (Dane­
man & Tardif, 1987). Consequently, we feel confident in
concluding that the math and verbal measures draw on
the same limited-capacity working-memory system.

Even though a working-memory measure does not re­
quire a process component that taps verbal processes to
predict comprehension, the meta-analysis provides some
evidence to suggest that the domain of the process com­
ponent does make a difference. As seen in Table 6, the
meta-analysis shows that the verbal process plus storage
measures ofworking-memory capacity are better predic­
tors of global comprehension (.41) than are the math
process plus storage measures (.30). The verbal process
plus storage measures ofworking-memory capacity tend
to be better predictors of performance on specific tests
of comprehension (.52) than are the math process plus
storage measures (048), although here there is an overlap
in confidence intervals. The superior predictive power of
the verbal process plus storage measures over the math
process plus storage measures is unlikely to be attribut­
able to differences in the reliabilities of the two kinds of
measures. Our small meta-analysis of the reliability data
reported by Engle and colleagues (Engle et aI., 1992;
Engle et aI., 1991; La Pointe & Engle, 1990; Turner &
Engle, 1989) showed very similar reliability estimates
for the verbal and math working-memory measures. The
average weighted reliability estimate for the verbal pro­
cess plus storage measures was .80 (n = 473); the aver­
age weighted reliability estimate for the math process
plus storage measures was .76 (n = 393). These results
argue against differences in reliability being responsible
for the greater predictive power of the verbal process
plus storage measures of working-memory capacity.
Thus, whereas a more general measure ofan individual's
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efficiency at symbol manipulating processes in working
memory can be used to predict comprehension perfor­
mance, a measure of the individual's efficiency at spe­
cific linguistic processes will be a more sensitive pre­
dictor. 7

So far we have focused heavily on the process side of
the working-memory equation, as if the domain of the
storage component were not relevant. However, this does
not appear to be the case ifone compares the relative pre­
dictive powers of the verbal- versus math-storage-alone
tasks. As Table 6 shows, the verbal storage tasks (the word
spans and letter spans) are better predictors of verbal
comprehension (.28 and .40) than are the math storage
tasks (digit span, .14 and .30), a finding that suggests
that the domain ofthe storage component is relevant too.

Further support for the relevance of the domain of the
storage component comes from a subsidiary analysis
that we performed on a subset of studies involving the
math process plus storage measures. This subsidiary
analysis suggests that the predictive power of the math
process plus storage measures is better if these measures
include a verbal storage component rather than a math
storage component. Although most of the math process
plus storage tasks in the overall meta-analysis involved
the processing and storage ofdigits, one task involved the
processing of digits but the storage of words. As Table 3
shows, there were two versions of Turner and Engle's
(1989) math span tasks; in one version, participants ver­
ified an arithmetic equation [e.g., (2 X 3) - 2 = 4] and
then recalled the product of that operation (i.e., the stated
solution, 4); in the second version, they verified the same
arithmetic operation, but instead of recalling the stated
solution, they recalled a word that accompanied the equa­
tion (e.g., tree). In the overall meta-analysis presented in
Table 6, both versions ofTurner and Engle's (1989) math
span tasks were categorized as math process plus stor­
age measures because the categorization system was dic­
tated by the domain of the process component. In order
to determine whether the domain of the storage compo­
nent affects the predictive power of the math process plus
storage measures, we computed separate average effect
sizes for the global comprehension data, depending on
whether the storage component of the task required word
recall or digit recall. 8 Although we should treat these re­
sults as tentative because the number of independent
samples is small relative to those of the overall meta­
analysis, the pattern of results suggests that the predic­
tive power of the math process plus storage measures is
influenced by the domain of the storage component. If
the math process measure is accompanied by a verbal
storage component, the predictive power is .37 (N = 5,
n = 490, CI = .29-.45), a predictive power that approx­
imates that of the verbal process plus storage measures
(04\). In contrast, if the math process measure is accom­
panied by a math storage component, its predictive power
is only .25 (N = 11, n = 936, CI = .19-.31), a predic­
tive power no better than that of the traditional word span
or letter span tasks (.28). These results, together with the
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results of the overall meta-analysis (Table 6), illustrate
that one gets the best predictive power for measures that
tap verbal processes and verbal storage (e.g., reading
span), and the poorest predictive power for measures that
have no process component and a math storage compo­
nent (e.g., digit span).

CONCLUSIONS

The meta-analysis supports Daneman and Carpenter's
(1980) contention that working memory plays an impor­
tant role in language comprehension (see also Carpenter
& Just, 1989; Gathercole & Baddeley, 1993; Just & Car­
penter, 1992). It also supports Daneman and Carpenter's
(1980) approach for assessing an individual's working­
memory capacity during language comprehension by
showing that measures that tax the combined processing
and storage resources ofworking memory are better pre­
dictors oflanguage comprehension performance than are
measures that tax only storage. The meta-analysis also
rules out the "trivial" account of the working-memory/
comprehension correlation. The predictive power of the
working-memory measure does not depend on a process
component that taps language comprehension processes;
as long as the processes involve the manipulation of
symbolic information (i.e., words or digits), the process
plus storage span measures are better than the traditional
storage span measures at predicting comprehension. How­
ever, to achieve the best predictive validity, the meta­
analysis indicates that the working-memory measure
should include a verbal process component and a verbal
storage component.
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NOTES

I. A few studies have examined the association between working·
memory capacity and comprehension speed; however, because there
have not been a sufficient number of these studies, they were not in­
cluded in the meta-analysis.

2. A few studies have investigated the association between spatial
working-memory capacity and language comprehension; however, be­
cause there are so few of these studies, they were not included in the
formal meta-analysis.

3. In fact, whenever confidence intervals do not overlap, a t test
comparing the two correlation coefficients will reveal a statistically
significant difference.

4. The comparable average weighted effect sizes in Daneman and
Carpenter's (1980) Experiments I and 2 were .56 and. 76, for global
and specific comprehension, respectively.

5. It is worth noting that although the results of the meta-analysis
support Daneman and Carpenter's (1980) claim that measures of the
combined processing and storage resources of working memory are
better predictors of comprehension than are measures of storage
alone, they do not support Daneman and Carpenter's (1980) finding
that verbal-storage-alone measures are not significant predictors of
language comprehension. Indeed, the results of the meta-analysis
show a rather respectable correlation between verbal-storage-alone
measures and specific tests of comprehension.

6. The number in parenthesis following an effect size indicates the
confidence limits for the 95% confidence interval.

7. Further support for the relevance of the domain of the process
component comes from a few studies of spatial working memory that
were not included in the formal meta-analysis (e.g., Daneman &
Tardif, 1987; Kyllonen, 1993; Shah & Miyake, 1996). The results of
these studies suggest that verbal process plus storage measures are
better predictors of comprehension than are spatial process plus stor·
age measures.

8. A comparable analysis could not be done for the specific com­
prehension data because the studies that used the math process-verbal
storage version of Turner and Engle's (1989) task used only global/
standardized tests of language comprehension as criterion tasks.

APPENDIX
Effect Size and Number of Participants for Each

Sample in Each Cell of the Meta-Analysis

Study r n

Verbal Process Plus Storage/Global Comprehension

Baddeley, Logie, Nimmo-Smith, & Brereton
(1985): Experiment I .40 51

Baddeley, Logie, Nimmo-Smith, & Brereton
(1985): Experiment 2 .3l 102

Baker (1985) .67 28
Calvo, Ramos, & Estevez (1992) .32 36
Cantor, Engle, & Hamilton (1991) .42 49
Cherry & Park (1993): young adults .05 64
Cherry & Park (1993): old-low income .51 64
Cherry & Park (1993): old-univ ed .30 64
Daneman & Carpenter (1980): Experiment I .59 20
Daneman & Carpenter (1980): Experiment 2 .53 21
Daneman & Carpenter (1983): Experiment I .58 26
Daneman & Carpenter (1983): Experiment 2 .46 27
Daneman & Green ( 1986) .57 30
Daneman & Tardif (1987) .56 36
Dixon, LeFevre, & Twilley (1988) .37 95
Drevenstedt & Bellezza ( 1993) .50 67
Engle, Cantor, & Carullo (1992): Experiment 2 .40 70
Engle, Carullo, & Collins (1991): Grade 3 .53 40
Engle, Carullo, & Collins (1991 ): Grade 6 .44 40
Gaulin & Campbell (1994) .63 68
Haenggi & Perfetti (1974) .76 34
Hartley (1986) .47 72
Holland & Rabbitt (1990) .21 33
Jurden (1995): Experiment I .28 84
Jurden (1995): Experiment 2 .41 52
Kyllonen & Christal (1990): Study I .37 723
La Pointe & Engle (1990): Experiment I .54 37
Leather & Henry ( 1994) .51 71
Masson & Miller (1983) .53 29
Norman, Kemper, & Kynette (1992) .30 89
Radvansky, Gerard, Zacks, & Hasher (1990) .43 32
Rankin ( 1993) .39 63
Singer, Andrusiak, Reisdorf. & Black (1992) .26 135
Swanson (1992) .58 98
Swanson, Cochran, & Ewers (1989) .60 50
Turner & Engle (1989): Experiment I .33 243
Turner & Engle (1989): Experiment 2 .32 50
Wingfield, Stine, Lahar, & Aberdeen (1988) .33 68

Verbal Process Plus Storage/Specific Comprehension

Baker ( 1985) .50 28
Calvo, Ramos, & Estevez ( 1992) .28 36
Chen (1986) .46 32
Daneman (1988b) .66 49
Daneman & Carpenter (1980): Experiment I .83 20
Daneman & Carpenter (1980): Experiment 2 .70 21
Daneman & Carpenter (1983): Experiment 1 .71 32
Daneman & Carpenter (1983): Experiment 2 .60 27
Daneman & Green ( 1986) .69 30
Dixon, LeFevre. & Twilley ( J988) .28 95
Drevenstedt & Bellezza ( 1993) .56 67
Engle, Carullo, & Collins (1991 ): Grade 3 .27 40
Engle, Carullo, & Collins (1991): Grade 6 .48 40
Haenggi & Perfetti (1994) .68 34
Hartley ( 1986) .03 72
Hartley (1988) .33 94
Hess & Tate (1992) .32 65
Holland & Rabbit (1990) .23 33
Jurden & Reese (1992) .50 36
King & Just (1991): Experiment I .54 46
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Study r n Study r n

King & Just (1991): Experiment 2 .31 48 Engle, Nations, & Cantor (1990) .55 90
Kyllonen & Christal (1990): Study I .61 723 Farnham-Diggory & Gregg (1975) .11 24
Lee-Sammons & Whitney (199l) .73 48 Jackson & McClelland (1979) .37 24
Light & Anderson (1985): Experiment I .34 50 La Pointe & Engle (1990): Experiment 1 .37 37
Light & Anderson (1985): Experiment 2 .12 40 La Pointe & Engle (1990): Experiment 2 .49 37
Masson & Miller(1983) .56 29 Leather & Henry (1994) .27 71
Morrow, Leirer, & Altieri (1992) .27 75 Masson & Miller (1983) .03 29
Norman, Kemper, & Kynette (1992) .35 89 Rizzo (1939): Grade 3 .26 42
Pratt, Boyes, Robins, & Manchester (1989) .37 60 Rizzo (1939): Grade 4 .23 40
Salthouse & Babcock (1991): Experiment 1 .62 227 Rizzo (1939): Grade 5 .18 44
Salthouse & Babcock (1991): Experiment 2 .49 233 Rizzo (1939): Grade 6 .57 43
Stine, Lachman, & Wingfield (1993) .63 32 Rizzo (1939): Grade 8 .28 29
Stine & Wingfield (\ 987) .66 48 Rizzo (1939): Grade 10 .16 38
Stine, Wingfield, & Myers (1990) .62 24 Rizzo (1939): Grade 12 .19 38
Tirre & Pena (1992) .62 86 Swanson (1992) .33 98
Tun, Wingfield, & Stine (1991 ) .55 36 Turner & Engle (1989) .08 243

Math Process Plus Storage/Global Comprehension Wingfield, Stine, Lahar, & Aberdeen (1988) .18 68

Baddeley, Logie, Nimmo-Smith, & Brereton Verbal Storage Alone/Specific Comprehension

(\ 985) .23 102 Calvo, Ramos, & Estevez (1992) .22 36
Cherry & Park (1993): young adults .09 64 Daneman & Carpenter (1980): Experiment I .35 20
Cht:rry & Park (1993): old-low income .51 64 Dixon, LeFevre, & Twilley (1988) .09 95
Cherry & Park (1993): old-univ ed .33 64 Engle, Carullo, & Collins (1991): Grade 3 .48 40
Daneman & Tardif (1987) .47 36 Engle, Carullo, & Collins (1991): Grade 6 .51 40
Drevenstedt & Bellezza (1993) .44 67 Kyllonen & Christal (\ 990): Study 1 .28 723
Engle, Cantor, & Carullo (1992): Experiment I .34 70 Light & Anderson (1985): Experiment I .25 50
Engle, Nations, & Cantor (1990) .41 90 Light & Anderson (1985): Experiment 2 -.11 40
Jurden (1995): Experiment I .03 84 Masson & Miller (1983) .04 29
Jurden (1995): Experiment 2 .20 52 Salthouse & Babcock (1991): Experiment I .56 227
La Pointe & Engle (1990): Experiment 2 .54 37 Salthouse & Babcock (\ 991): Experiment 2 .48 233
Leather & Henry (1994) .27 71 Math Storage Alone/Global Comprehension
Norman. Kemper, & Kynette (1992) .30 89
Turner & Engle (1989): Experiment I .28 243 Cantor, Engle, & Hamilton (1991) .04 49

Turner & Engle ( 1989): Experiment 2 .20 50 Dixon, LeFevre, & Twilley (1988) .04 95
Gaulin & Campbell (1994) .35 68

Math Process Plus Storage/Specific Comprehension Kyllonen & Christal (1990): Study I .12 723
Drevenstedt & Bellezza ( 1993) .52 67 Kyllonen & Christal (1990): Study 2 .17 399
Light & Anderson (1985) .29 50 Kyllonen & Christal (1990): Study 4 .12 562
Light & Anderson (1985) .05 40 Norman, Kemper, & Kynette (1992) .23 89
Norman, Kemper, & Kynette (1992) .39 89 Perfetti & Goldman (1976) .15 48
Salthouse & Babcock (1991): Experiment I .57 227 Turner & Engle (1989): Experiment I .11 243
Salthouse & Babcock (1991): Experiment 2 .50 233 Wingfield, Stine, Lahar, & Aberdeen (1988) .16 68
Salthouse, Mitchell, Skovronek, & Babcock Math Storage Alone/Specific Comprehension

(1989) .48 120
Taylor et al. (1994) .56 30 Dixon, LeFevre, & Twilley (1988) .02 95

Light & Anderson (\ 985): Experiment I .26 50
Verbal Storage Alone/Global Comprehension Light & Anderson (1985): Experiment 2 .09 40

Calvo, Ramos, & Estevez (1992) .25 36 Norman, Kemper, & Kynette (1992) .21 89
Cariglia-Bull & Pressley (1990): imagery group .34 84 Salthouse & Babcock (1991 ): Experiment I .42 227
Cariglia-Bull & Pressley (1990): control group .46 81 Salthouse & Babcock (1991 ): Experiment 2 .39 233
Daneman & Carpenter (1980): Experiment 1 .35 20 Taylor et al. ( 1994) .47 30
Dixon, LeFevre. & Twilley (1988) .08 95
Engle, Cantor, & Carullo (1992): Experiment 3 .49 40
Engle, Carullo, & Collins (1991): Grade 3 .36 40 (Manuscript received September 1, 1995;
Engle, Carullo, & Collins (1991): Grade 6 .41 40 revision accepted for publication June 6, 1996.)




