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Abstract——We propose a technique to assess the vulnerability
of the power system state estimation. We aim at identifying the
measurements that have a high potential of being the target of
false data injection attacks. From the perspective of the adver‐
sary, such measurements have the following characteristics: ①
being influential on the variable estimates; ② corrupting their
measured values is likely to be undetected. Additionally, such
characteristics should not change significantly with the system
operation condition. The proposed technique provides a system‐
atic way of identifying the measurements with such characteris‐
tics. We illustrate our methodology on a 4-bus system, the New
England 39-bus system, and the IEEE 118-bus test system, re‐
spectively.

Index Terms——False data injection attack, state estimation,
sensitivity analysis, singular value decomposition.
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Real and imaginary parts of entry of admittance
matrix of line ij

Measurements of active and reactive power in‐
jection at bus i

Measurements of active and reactive power
flow measurement on line ij

Voltage magnitude and angle measurement at
bus i

Weighting factor for a measurement at bus i,
where superindex x=VPQ refers to voltage,
active power, and reactive power, respectively

Weighting factor for a measurement on line ij,
where superindex x=PQ refers to active power
and reactive power flows, respectively

Vector of measurements, zÎRp, z =
[vm

i θm
i P m

i Qm
i P m

ijQm
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Voltage magnitude and angle at bus i

Active and reactive power injections at bus i

Active and reactive power flows of line ij

Vector of optimization variables, xÎRn, x =
[viθ iPiQiPijQij]

Lagrange multiplier vector, λÎRr

Number of optimization variables

Number of measurements

Number of parameters

Number of equality constraints

Vector of t-dimensional all-ones column

Equality constraints representing pseudo-mea‐
surements, power flows, and power injections

Measurement error function

I. INTRODUCTION

ONE of the key functions of energy management sys‐
tems (EMSs) is state estimation, which aims at finding
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the most likely estimate of the system state (i.e., voltage pha‐
sors) given the network topology and parameters, and a set
of real-time measurements from telemetry and meters [1]. Al‐
though such measurements typically contain small errors due
to the accuracy of the corresponding meters, they may also
contain gross errors due to the failures in telemetry and/or
meters. Gross errors can also be intentionally injected to de‐
ceive the control decisions of the EMS functions (i.e., securi‐
ty assessment, automatic generation control, and economic
dispatch) by exploiting the vulnerabilities of the telemetry
systems to cyber attacks. Such cyber attacks, known as data-
integrity attacks, aim at altering the breaker status and/or
measurements while remaining undetected [2]-[5]. In particu‐
lar, we focus on a class of attacks known as false data injec‐
tion attacks (FDIAs) where an adversary compromises a
small subset of analog measurements (e. g., voltage magni‐
tudes and angles, power flows, and power injections) to con‐
ceal a particular goal, e. g., deceive the system operator into
changing generation dispatch, congesting transmission lines,
or producing cascading failures [2].

Within the context above, we aim at analyzing the vulnera‐
bilities of the state estimation against FDIAs based on sensi‐
tivity analysis. Such vulnerabilities are characterized in
terms of the chance of an attack to significantly influence (if
perturbed) the optimal estimates while remaining undetected.

The theoretical framework for sensitivity analysis in non‐
linear optimization used in this paper is stated in [6], [7], fol‐
lowing the pioneering works of [8]-[10]. The applications of
this sensitivity analysis framework in power system include
state estimation [11], [12] and pricing [13]. Other engineer‐
ing applications include reliability analysis [14], calculus of
variations [15], and optimal design of civil infrastruc‐
ture [16].

Given the characteristics of the nonlinear state estimation
[4], its vulnerability has been studied only in a few works.
The vulnerability of the state estimation has been quantified
by the minimum number of sensors that have to be compro‐
mised to stage a stealthy FDIA, which can be formulated as
a minimum cardinality problem [17], [18]. Reference [19]
proposes a graph-based algorithm to find the set of compro‐
mised sensors needed to stage an unobservable attack assum‐
ing that the adversary has perfect information of the system.
Reference [20] extends the work in [19] by considering in‐
complete information of the system. Reference [21] proposes
a framework to analyze the vulnerability of the nonlinear
state estimation from the perspective of the system operator
and presents countermeasures. Reference [22] uses the influ‐
ence function, which measures the sensitivity of state estima‐
tion to an infinitesimal fraction of contamination of the mea‐
surements, to identify the influential measurements and pa‐
rameters. Reference [23] formulates a framework based on a
semi-definite convexification of the FDIA to find a near-opti‐
mal attack strategy and analyzes the attack stealthiness. They
provide the theoretical guarantees of sparsity and unobserv‐
ability. However, this formulation depends on the adversar‐
ies’ objective, which is not necessarily always available to
the system operator.

In this paper, we tailor the sensitivity analysis methodolo‐

gy in [7] to efficiently analyze vulnerabilities in the state es‐
timation problem with respect to FDIAs. The proposed meth‐
odology is an off-line assessment to identify vulnerable mea‐
surements in the state estimation rather than to identify cor‐
rupted measurements during the system operation. Unlike
the existing literature, our methodology neither depends on
the adversary’s objective nor quantifies the vulnerability by
the minimum number of sensors needed to be compromised
to stage an unobservable FDIA. From the perspective of the
system operator, we rather focus on the vulnerability based
on endogenous factors of the state estimation and the power
grid such as the measurement configuration, system topolo‐
gy, and network parameters. The main contributions of this
paper are threefold.

1) The vulnerabilities of the state estimation with respect
to FDIAs based on sensitivity analysis are analyzed. We
identify such vulnerabilities in terms of the stealthiness and
impactfulness characteristics of an FDIA when it targets a
particular measurement. The sensitivity analysis methodolo‐
gy allows us to compute both characteristics of all the mea‐
surements simultaneously.

2) Three scores to quantify and rank the vulnerability of
each measurement to FDIAs are proposed, which can help
identify vulnerable areas of the system and improve its secu‐
rity.

3) The variations of the sensitivities with respect to differ‐
ent operating conditions based on a singular value decompo‐
sition (SVD) approach are assessed. We aim at identifying
whether the vulnerabilities of the state estimation vary with
respect to the operating condition of the system or they re‐
main almost invariant. The latter case would imply that the
vulnerabilities are mainly dependent on the network topolo‐
gy and its parameters, and the configuration of the measure‐
ments.

Although we illustrate our methodology in the weighted
least squared (WLS) state estimator, such methodology can
also be implemented using other estimators (e.g., robust esti‐
mators) as long as they can be stated as a continuous optimi‐
zation problem and their solution holds the Karush-Kuhn-
Tucker (KKT) optimality conditions.

The remainder of this paper is organized as follows. In
Section II, we present the characterization of vulnerable mea‐
surements, the state estimation formulation, and the analyti‐
cal expressions to compute the sensitivities. The method to
identify whether such sensitivities change with the operating
conditions of the system is described in Section III. The pro‐
posed methodology is validated through numerical experi‐
ments in two test illustrative systems in Section IV. The ef‐
fectiveness of the proposed methodology is verified using
the IEEE 118-bus test system in Section V. The main conclu‐
sions of the paper are summarized in Section VI.

II. VULNERABILITY ANALYSIS

In this section, we characterize the vulnerability of the
measurements against FDIA. Also, we present the state esti‐
mation formulation and derive the analytical expressions to
compute the sensitivities of the objective and estimated vari‐
ables with respect to parameters and measurements.
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A. Characterization of Vulnerable Measurements

The goal of an FDIA is to stealthily modify measurements
to introduce gross errors in the variable estimates, which are
then used in other control applications (e. g., security-con‐
strained optimal power flow and security analysis) [4]. This
goal shows two main characteristics as follows.
1) Stealthiness

Once the solution of the state estimation is computed,
gross errors are detected by comparing the sum of squared
errors with a bad data detection (BDD) flag. In the case of
the WLS estimation, the widely adopted criterion for this
flag comes from a χ2 distribution [1], [24]. Note that if the
state estimation is formulated as an optimization problem,
the sum of squared errors will be the value of the objective
function.

An adversary aims at modifying measurements without
triggering the BDD flag, which could hinder the successful
staging of the attack. Thus, an attacker would like to corrupt
the measurements that do not change significantly the objec‐
tive function when they are perturbed, which means that the
rate of change in the objective function with respect to the
measurement is small.

Although the vulnerability of a measurement can be in‐
duced by a low redundancy level around that measurement
(critical measurement is an extreme example of this), this is
not the only reason for high vulnerability. For example, a le‐
verage measurement, which shows a small rate of changes in
the objective function with respect to its perturbation, is also
highly vulnerable. The vulnerability of such measurements is
not caused by a lack of local redundancy, but by other fac‐
tors such as system topology and network parameters [25],
[26]. We use the χ2 test as a detection criterion, which al‐
lows us to use the sensitivities as a metric to know whether
changing a measurement will result in a large change in the
objective function.
2) Impactfulness

Besides remaining undetected, an adversary aims at caus‐
ing a large change in the variable estimates without signifi‐
cantly modifying the measurement under attack, i.e., the rate
of change in the variable estimate as a measurement change
has to be large. Since the state estimation can be also regard‐
ed as a nonlinear regression problem, this characteristic turns
out to be the definition of leverage point in regression analy‐
sis [27]. Measurements with high leverage have three impor‐
tant characteristics as follows. Firstly, they have a significant
influence on the variable estimate when they are perturbed.
Secondly, they can be eliminated without losing system ob‐
servability unless they are critical measurements [1], [25]. Fi‐
nally, such measurements can also affect the convergence of
the estimator [28].

A measurement with both characteristics is a high-poten‐
tial target for cyber attack as an adversary can stage an im‐
pactful attack while remaining likely undetected. We note
that both characteristics can be described in terms of the sen‐
sitivities of the objective function and the variable estimates
with respect to the measurements. The proposed sensitivity
analysis allows us to identify any vulnerable measurement of
the cause of the vulnerability, e.g., low local redundancy, sys‐
tem topology, and/or network parameters.

We note that since our perspective is that of the system
operator, it is a conservative assumption to consider that the
attacker has full knowledge of the system. The system hard‐
ware parameters, e.g., line parameters, system topology, gen‐
erator operating limits, and capacity of transmission lines,
can be obtained by probing the supervisory control and data
acquisition (SCADA) system [29]. The attacker needs to get
the appropriate credentials to read these data. Mainly, such
credentials can be obtained via implanting malware or com‐
promising the firewall [30]. On the other hand, the measure‐
ment weights depend on the accuracy of the measurements.
Generally, sensors must comply with a certain level of accu‐
racy (accuracy class), which is generally public information.
Additionally, system measurements, e.g., voltages, power in‐
jections, and power flows, can be obtained by compromising
remote terminal units (RTUs), or launching a man-in-the-
middle attack to the communication link between the field
devices and the SCADA system. Possible attack methods in‐
clude address resolution protocol (ARP) poisoning attack
[31] and dynamic host configuration protocol (DHCP) starva‐
tion attack [32].

The remainder of this section presents a technique to sys‐
tematically compute both sensitivities for all the measure‐
ments simultaneously solely using state estimation informa‐
tion.

B. State Estimation Formulation

The WLS state estimation can be formulated as an equali‐
ty-constrained optimization problem as follows.

min
x ∑
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2
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vj (Gijcos θ ij +Bijsin θ ij) iÎZ (6)

0= vi∑
jÎNi

vj (Gijsin θ ij -Bijcos θ ij) iÎZ (7)

The objective (1) is to minimize the weighted sum of
squared errors. Constraints (2) and (3) represent the active
and reactive power injections of the buses with available in‐
jection measurements, respectively. Constraints (4) and (5)
represent the active and reactive power flows of the lines
with available flow measurements, respectively. Constraints
(6) and (7) correspond to the zero-injections, i.e., exact pseu‐
do-measurements.

The above problem can be expressed in compact form as:
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min
x

J(xaz) (8)

s.t.
c(xa)= 0: λ (9)

Note that the equality constraints only depend on the opti‐
mization variables and the parameters, not the measurements.

In the following subsection, the feasible perturbations and
sensitivity analysis are derived assuming that we have a
clean set of measurements, i.e., there are not bad data. There‐
fore, neither the objective function value nor the normalized
residuals would trigger any flag.

C. Feasible Perturbations and Sensitivity Analysis

Let x* be a local optimal solution of (8) and (9), and assume
that x* is regular, i.e., the constraint gradients Ñxck (x*a)k =
12r are linearly independent [33]. Then, the KKT first-or‐
der optimality conditions are formulated as [33]:

Ñx J(x*az)+∑
k = 1

r

λ*kÑxck (x*a)= 0 (10)

ck (x*a)= 0 k = 12r (11)

The conditions in (11) are the primal feasibility ones.
To determine the sensitivity equations with respect to the

parameters and measurements, we perturb x*λ*J *az in
such a way that the KKT conditions still hold [7]. Thus, we
differenciate the objective function (8) and the optimality
conditions (10) and (11) as follows.

(Ñx J(x*az))Tdx + (Ña J(x*az))Tda+

(Ñz J(x*az))Tdz - dJ = 0 (12)

( )Ñxx J(x*az)+∑
k = 1

r

λ*kÑxxck (x*a) dx +

(Ñxa J(x*az)+∑
k = 1

r

λ*kÑxack (x*a))da+

Ñxz J(x*az)dz +Ñxc(x*a)dλ= 0 (13)

(Ñxc(x*a))Tdx + (Ñac(x*a))Tda= 0 (14)

The above system of equations can be expressed in matrix
form as:
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The vectors and submatrices are defined in Appendix A.
Then, (12) can be written as:

T [dx dλ dJ ]T = Sada+ Szdz (16)
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Therefore, (16) be expressed as:
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It can be solved using the superposition principle by re‐
placing dz and da by the p- and q-dimension identity matri‐
ces, respectively. Then, we obtain the matrices with all sensi‐
tivities with respect to the parameters and measurements.
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Clearly, the sensitivities of the objective and variable esti‐
mates with respect to the measurements, which allow us to
define the vulnerability of each measurement, can be com‐
puted by (20).

D. Identifying Vulnerable Measurements

To better visualize the stealthiness and impactfulness of a
measurement zℓ, we propose three scores to rank the vulnera‐
bility of zℓ: ① S-score, which quantifies how likely an FDIA
is to be undetected; ② L-score, which quantifies the influ‐
ence of an FDIA on the variables estimates; ③ V-score,
which is a convex combination of the previous scores. The
three scores are defined as (21)-(23), respectively.

Sscore (zℓ)= f (γ- |
|
|

|
|
| zℓ ( )¶J/ ¶zℓ max

1£ k £ p{ }||||
|
| zk ( )¶J ¶zk ) (21)

Lscore (zℓ)= g ( 





¶x
¶zℓ

2
) (22)

Vscore (zℓ)= αSscore (zℓ)+ (1- α)Lscore (zℓ) (23)

where γ> 0; αÎ[01]; and f (×) and g(×) are the non-decreasing
functions with range and domain on [01]. It is noteworthy
that in the computation of L-score, choosing different norms
could result in different values of such a score. To score the
leverage of zℓ, we consider the Euclidean norm of the sensi‐
tivities of all the variable estimates with respect to it. This al‐
lows us to take into account the influence of such measure‐
ment not only on its corresponding variable estimate (i. e.,
self-sensitivity), but also on the other variable estimates.

The proposed scores are closer to 1 when a measurement
is more vulnerable. It is noteworthy that f (×) and g(×) and
their arguments are user-defined. We suggest an S-shaped
function for both scores such as:

f (ξ)=

æ

è

ç

ç

ç

ç

ç
çç
ç
ç

ç

0 ξ £ 0

1

1+ ( )ξ
1- ξ

-β
0< ξ < 1

1 ξ ³ 1

(24)

where β > 0. We use the S-shaped function as a mechanism
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to visualize the vulnerability of the measurements. The pa‐
rameter β can be understood as a way of controlling how
conservative the identification of vulnerable measurements
is, i.e., smaller values of β render more conservative scores
because the function rapidly downweights the scores as they
distance from 1, as depicted in Fig. 1. Note that such a pa‐
rameter does not affect the order of the scores. For example,
in the case of L-score, a measurement with the largest sensi‐
tivity of the estimates will always have the highest L-score
independent of the choice of β.

Finally, the procedure to compute the sensitivities with re‐
spect to measurements and the proposed scores is summa‐
rized in Algorithm 1.

III. ROBUSTNESS ANALYSIS

In this section, we present a method to identify whether
or not the sensitivities change with the system operating con‐
dition.

A. Preprocessing

To determine if the sensitivity vectors show significant
changes with respect to the operating points, we consider t
different operating conditions and compute their correspond‐
ing sensitivities. Then, we arrange these sensitivities in matri‐
ces X ÎRt ´ np and J ÎRt ´ p as follows.

{X = [x1 x2  x t ]T

J = [J1 J2  J t ]T
(25)

where xk = vec(¶x/¶z) and Jk = ¶J/¶z are the sensitivities at a
given operating condition k. Each column of X and J corre‐
sponds to a particular sensitivity for all the operating condi‐
tions.

Note that in (25) we assume that every sensitivity vector

xk and Jk has the same dimension, i.e., the system topology
and measurement configuration remain unchanged, which
might not be always true. If the dimensions of the sensitivity
vectors are different, it is necessary to only keep the sensitiv‐
ities that are common for all the operating conditions.

SVD allows us to determine if such sensitivities signifi‐
cantly vary depending on the different operating points. Be‐
fore computing the SVD of both matrices, it is necessary to
subtract the mean of each column, i.e., the mean of each col‐
umn is zero. We compute the row vectors containing the
means of every column as:

ì

í

î

ï
ï
ï
ï

x̄ =
1
t∑k = 1

t

xk

j̄ =
1
t∑k = 1

t

Jk

(26)

where x̄ÎR1´ np and j̄ÎR1´ p. Then, we can compute the ele‐
ments of the mean-centered matrices X͂ and J͂ as:

{X͂ =X - 1 t x̄

J͂ = J - 1 t j̄
(27)

B. SVD

SVD is one of the most ubiquitous methods for process‐
ing and compressing data as well as dimensionality reduc‐
tion. Although SVD is considered as a computationally inten‐
sive matrix decomposition, significant efforts have been
made to propose reliable and numerically efficient algo‐
rithms to compute or approximate such decomposition in the
last two decades. In particular, the matrices with low-rank
structures can be efficiently decomposed by modern random‐
ized matrix algorithms [34].

SVD is helpful to determine if the sensitivities are signifi‐
cantly affected by the different operating points. We com‐
pute the SVD of both standardized matrices as:

ì

í

î

ï
ï
ï
ï

X͂ =UΣV T = ∑
i = 1

min{tnp}

σ i uiv
T
i

J͂ = ÛΣ̂V̂ T = ∑
i = 1

min{tp}

σ̂ i ûi v̂
T
i

(28)

where the diagonal elements of Σ and Σ̂ are the singular val‐
ues of X͂ and J͂, respectively, and they are ordered from the
largest to smallest.

If the largest singular values are significantly larger than
the smallest ones, the sensitivities are not strongly dependent
on the system operating condition. Such a characteristic is
key for a cyber-attack because it means that the sensitivities
depend on the factors that do not change significantly over
time, e. g., system topology, line parameters, and measure‐
ment locations and precisions. Thus, it allows the adversary
to identify the target measurements off-line, and to stage an
attack on one of these measurements without knowing other
measurements.

To quantify the proportion of the variance of the mean-
centered sensitivity matrices X͂ and J͂ captured by their first r
singular values σ i (i = 1, 2,, r), the cumulative energy (CE)
is defined as:

ξ
0 0.2

0.2

0.4

0.6

0.8

1.0

0.4 0.6 0.8 1.0

f (
ξ)

β = 0.5
β = 1.0
β = 1.5
β = 2.0
β = 3.0

Fig. 1. Curves of S-shaped function.

Algorithm 1: sensitivity analysis of state estimation

Input: optimal solution (J *, x*, λ*), parameters β > 0, γ> 0, and αÎ[01],
and functions f (·) and g(·)

Step 1: compute Hx, Hz, Jx, Jz

Step 2: compute ¶J/¶z and ¶x/¶z by (20)
Step 3: for ℓ = 12...p do

evaluate (21) - (23) for Sscore (zℓ), Lscore (zℓ), and Vscore (zℓ),
respectively

end for
Output: sensitivities (¶J/¶z, ¶x/¶z), Sscore (zℓ), Lscore (zℓ), and Vscore (zℓ), ℓ =

12...p
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(29)

IV. ILLUSTRATIVE EXAMPLES

In this section, two case studies are analyzed considering
a 4-bus system and the New England 39-bus system. The
weights of the voltage measurements are assumed to be wV =
1´ 104, whereas the remaining measurements have the
weight of w= 2.5´ 103. For the sake of simplicity, we weigh
the squared error of each measurement with the inverse of
the variance of its meter. We note that more sophisticated
weighting rules are possible [35]. We consider 24 operating
conditions, which are generated by multiplying all the de‐
mands by the scale factors, and that the topology of the sys‐
tems remains unchanged. Such scale factors are described in
Appendix B. Also, we set α= 0.3, and β = 1 and β = 1.5 for
the S-score and L-score, respectively.

A. 4-bus System

The 4-bus system and its measurement configuration are
depicted in Fig. 2, where P m

2 and Qm
2 are the zero-injection

measurements. The presented measurement configuration pro‐
vides a redundancy ratio of 1.71. The bus and branch data
are detailed in Appendix C.

The sensitivity of the objective function with respect to
the measurements is depicted in Fig. 3, where a darker color
means that the measurement is more likely to be a target of
undetected FDIAs. We note that the magnitudes of the sensi‐
tivities remain almost invariant with the operating condi‐
tions. P m

1 is the measurement with the largest normalized sen‐

sitivity ( || zk¶J/¶zℓ max
k

{ }|| zk¶J/¶zℓ ), thus is less vulnerable

in terms of stealthiness as an FDIA against it is unlikely to
remain undetected. Conversely, Qm

3 is the measurement with
the smallest sensitivity followed by Qm

3,4, Qm
1 , and P m

3,2, respec‐
tively.

Likewise, the sensitivity of the variable estimates with re‐
spect to the measurements at the maximum demand is depict‐
ed in Fig. 4. The sensitivities with larger absolute values are
depicted with darker colors. The measurements with the
highest self-sensitivities are Qm

1 Qm
3 P m

3 , and P m
1 , which are

the most vulnerable ones in terms of impactfulness. Specifi‐
cally, Qm

1 shows the largest self-sensitivity; vm
1 and vm

2 show
the largest impact on the other variable estimates (v3 and v4).
An FDIA compromising these measurements will have a sig‐
nificant impact on the corresponding variable estimates. Fur‐
thermore, it is convenient to analyze the dependence of the
variable estimates with respect to each measurement. vm

1 and
vm

2 have a significant influence on the estimates of v3 and v4,
respectively. Similarly, P m

1 and Qm
3 (P m

1,4 and Qm
3,4) have a sig‐

nificant influence on the variable estimates of P1,4 and Q3,4

(P1 and Q3), respectively.

Table I provides the three proposed scores of each mea‐
surement when the scale factor is 1. It can be seen that Qm

1

is the most vulnerable measurement followed by Qm
3 . All

these measurements are vulnerable due to the lack of redun‐
dancy of reactive power measurements near buses 1 and 3.
These measurements exhibit the highest potential to be tar‐
geted for cyber-attacks. The best chance to stage a stealthy
and impactful FDIA is corrupting any of these two measure‐
ments. To assess the impact of increasing the local redundan‐
cy of reactive power measurements near buses 1 and 3, we
add two new measurements, Qm

3,2 and Qm
1,4, which provide a

redundancy ratio of 2. As shown in Table II, the scores of
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Fig. 2. Single-line diagram and measurement location of 4-bus system.
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all the measurements decrease. That is, the measurements
are less vulnerable. In particular, the V-score of Qm

1 , which is
the most vulnerable measurement of the original measure‐
ment configuration, drops from 0.9366 to 0.6731.

SVD can be used to approximate matrices by keeping the
most dominant singular vectors, which allows retaining their
most relevant features. For example, in Fig. 5(a), the most
dominant (largest) singular value is at least one order of
magnitude greater than the second one and almost four or‐
ders of magnitudes greater than the third one, which means
that the most dominant singular value captures most of the
relevant features of matrices X and J. Figure 5 shows that
the leading singular values of X and J account for almost
95% and 96% of their variance, respectively. This means
that the other 23 singular vectors provide only about 5% of
the variance of the matrix, i. e., the matrix has a low-rank
structure. Thus, both sensitivity vectors are almost invariant
to the different operating points, which indicates that the vul‐
nerabilities are mainly dependent on the network topology
and its parameters, and the configuration of the measure‐
ments.

To validate the effectiveness of the proposed scores, we
corrupt Qm

1 , which is the most vulnerable measurement, in
such a way that it remains undetected.

We modify the value of Qm
1 from 2.032432 p. u. to

1.702162 p.u., which represents a deviation of 16.25% from
the original measured value. Figure 6 depicts three sets of
values, namely the true values, the estimated values without
corrupted measurements, and the estimated values with cor‐
rupted measurements. The estimated value of Q1 without cor‐
rupted measurements is 2.031062 p.u., whereas the estimated
value of Q1 with corrupted measurements is 1.708243 p. u.,
i.e., having a deviation of 15.89%.

B. New England 39-bus System

We consider that the New England 39-bus system has the
following measurements: all the voltage magnitudes, 10
pairs of active and reactive power injections at all generation
buses, and 46 pairs of active and reactive power flows at the
sending ends of all lines, which results in a redundancy lev‐
el of 1.96. The system data can be retrieved from MATPOW‐
ER [36].

The sensitivity of the variable estimates with respect to
the measurements is depicted in Fig. 7. Each block in Fig. 7
represents the sensitivities of a certain set of state estimates
with respect to a set of measurements. The voltage measure‐
ments are not leverage points since their self-sensitivities are
small. Conversely, the majority of the active and reactive
power flows and injection variables have high sensitivity
with respect to their corresponding measurements. Note that
some active and reactive power measurements show non-neg‐
ligible mutual sensitivities with some state estimates.

TABLE II
VULNERABILITY SCORES WITH HIGHER REDUNDANCY OF 4-BUS SYSTEM

Measurement

vm
1

vm
2

P m
1

P m
3

Qm
1

Qm
3

P m
14

P m
3,2

P m
3,4

Qm
3,4

Qm
3,2

Qm
1,4

S-score

0.1382

0.2918

0.0035

0.3465

0.2061

0.7698

0.0764

0.5271

0.3714

0.9370

0.9805

0.0061

L-score

1.0000

1.0000

0.8689

0.8791

0.8733

0.8761

0.6919

0.5110

0.2675

0.6929

0.5296

0.2494

V-score

0.7415

0.7875

0.6092

0.7193

0.6731

0.8442

0.5072

0.5159

0.2986

0.7661

0.6649

0.1764

TABLE I
VULNERABILITY SCORES OF 4-BUS SYSTEM

Measurement

vm
1

vm
2

P m
1

P m
3

Qm
1

Qm
3

P m
1,4

P m
3,2

P m
3,4

Qm
3,4

S-score

0.4037

0.3506

0.0334

0.5092

0.7913

0.8927

0.1974

0.6747

0.5331

0.8725

L-score

1.0000

1.0000

0.8692

0.8794

0.9989

0.9188

0.6919

0.5112

0.2678

0.6076

V-score

0.8211

0.8052

0.6184

0.7683

0.9366

0.9109

0.5436

0.5603

0.3474

0.6871
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Fig. 5. Singular value σr and CE in the first r singular values of 4-bus sys‐
tem. (a) σr. (b) CE.
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Additionally, Fig. 8 depicts the vulnerability scores of all
the measurements. An important number of measurements
has an S-score near 1. Hence, these measurements are attrac‐
tive to an attacker in view of the stealthiness since they can
be corrupted with gross errors without triggering the BDD
flag. The L-score does not show the same distribution; how‐
ever, there are 48 measurements whose L-score is greater
than 0.8, and 22 active and reactive power flow measure‐
ments have a V-score greater than 0.95. These results show
that the lack of redundancy of active and reactive power
measurements is not localized in a certain area of the sys‐
tem, which may be due to the low redundancy ratio.

We also provide the number of vulnerable measurements
as a function of different threshold values in Fig. 9. We con‐
sider that a measurement zℓ is vulnerable if Vscore (zℓ) is more
than the threshold. A smaller threshold implies higher conser‐
vativeness as it results in declaring a larger number of mea‐
surements as vulnerable. Table III lists the ten most critical
measurements, Vscore (zℓ)³0.9836, in descending order of
their V-score. Clearly, these measurements are potential tar‐
gets of FDIAs as their scores are close to 1, which means
that if they are perturbed, they significantly influence their
corresponding variable estimates.

The leading singular values of X and J, presented in Table
IV, capture around 65% and 80% of their variance, respec‐
tively. In the case of J, its first three singular values account
for more than 97% of its variance. On the other hand, the
four leading singular values of X capture around 90% of its
variance. These results show the low-rank characteristic of
both matrices.

V. CASE STUDY

In this section, we verify the effectiveness of the proposed
methodology using the IEEE 118-bus test system with the
following measurements: all the voltage magnitudes, 54
pairs of active and reactive power injections at all generation
buses, and 179 pairs of active and reactive power flows at
the sending ends of all lines, which results in a redundancy
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TABLE III
TEN MOST CRITICAL VULNERABILITY SCORES OF NEW ENGLAND 39-BUS

SYSTEM

Measurement

P m
19,20

Qm
1920

Qm
56

Qm
2223

Qm
1013

Qm
1718

Qm
1619

Qm
611

Qm
1011

P m
1619

S-score

0.999176

0.997233

0.998304

0.996568

0.992317

0.996833

0.969506

0.998550

0.960126

0.945391

L-score

1.000000

0.999953

0.996979

0.995312

0.997078

0.992793

0.999661

0.980853

0.997099

1.000000

V-score

0.999753

0.999137

0.997377

0.995689

0.995649

0.994005

0.990615

0.986162

0.986007

0.983617

TABLE IV
SVD RESULTS OF NEW ENGLAND 39-BUS SYSTEM

r

1

2

3

4

5

6

Singular value σr

J

304.2029

54.4586

14.2156

4.6080

2.2604

0.0398

X

3.4085

1.2666

0.4722

0.0643

0.0105

0.0011

CE

J

0.8010

0.9443

0.9818

0.9939

0.9999

1.0000

X

0.6525

0.8950

0.9854

0.9977

0.9997

0.9999
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level of 2.49. The system data can be retrieved from MAT‐
POWER [36]. The weights of the voltage measurements are
assumed to be wV = 1´ 104, whereas the remaining measure‐
ments have the weight of w= 2.5´ 103. We consider that the
topology remains unchanged and there are 24 operating con‐
ditions, which are generated by multiplying all the demands
by the scale factors presented in Appendix B. Additionally,
we select α= 0.3, and β = 1 and β = 1.5 for the S-score and L-
score, respectively.

We present the scores of the most vulnerable measure‐
ments in Table V. We note that these measurements present
attractive characteristics to be targeted by attackers. An at‐
tacker could corrupt any of these measurements without trig‐
gering the BDD routine and having a significant impact on
the state estimates. We note that, even though the measure‐
ment configuration results in a reasonable redundancy level,
there are 33 measurements, which represent 5.65% of the to‐
tal number of measurements, with V-scores higher than 0.95.

Figures 10-12 depict the distributions of the three pro‐
posed scores (scale factor is 1). Note that an important num‐
ber of measurements have an S-score close to 1, which im‐
plies that changing those measurements will not cause to
change the objective function significantly. In fact, more
than 61% of the measurements have an S-score greater than
0.9. Conversely, the distribution of L-score shows that a
smaller set of measurements has the potential to significantly
change the state estimation. There are 64 measurements with
L-score higher than 0.9. Figure 12 shows how V-score
weighs both characteristics to provide an insight into the vul‐
nerability of the measurements. We note that in this case
study, the measurements with a high L-score also have a
high S-score. The converse is not necessarily true.

Table VI presents the SVD results of X and J. The lead‐
ing singular values of X and J capture around 63% and

70%, respectively. The three leading singular values capture
more than 96% of the variance of both matrices, whereas the
8 largest singular values capture all the variances. Note as
well that the leading singular value of J is one order of mag‐
nitude greater than the second one and three orders of magni‐
tudes greater than the sixth one, which shows the low-rank
structure of J.

We also analyze the influence of an extreme operating
condition in the proposed V-score. We assume that the sys‐
tem is operating close to voltage collapse. Figure 13 depicts
the correlation between the V-scores of the measurements
when the system is operating in nominal condition (scale fac‐
tor is 1) and the ones when the system is operating close to
voltage collapse (scale factor is 1.75). The measurements
with higher V-scores are strongly correlated, i.e., if a V-score
is high in nominal condition, it is also high in the heavy
load condition.
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VULNERABILITY SCORES OF IEEE 118-BUS SYSTEM

Measurement

P m
76118

P m
114115

Qm
9192

P m
4951

P m
7782

P m
5559

Qm
5559

Qm
4951

Qm
1214

Qm
8687

P m
2527

P m
9192

Qm
7782

Qm
2527

P m
2223

Qm
2223

P m
1216

S-score

0.999576

0.999961

0.997856

0.998686

0.993701

0.991076

0.998807

0.999096

0.999696

0.992684

0.986790

0.955553

0.970189

0.999993

0.998919

0.999266

0.984885

L-score

0.999734

0.999097

0.994574

0.993842

0.993031

0.993085

0.989771

0.986709

0.986201

0.986354

0.985819

0.997469

0.989875

0.974777

0.974171

0.971170

0.976930

V-score

0.999687

0.999357

0.995559

0.995295

0.993232

0.992482

0.992481

0.990425

0.990250

0.988253

0.986110

0.984894

0.983969

0.982342

0.981595

0.979599

0.979317
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VI. CONCLUSION

This paper proposes a technique based on sensitivity anal‐
ysis to identify the measurements with a high potential of be‐
ing the target of FDIAs. We characterize the vulnerability of
each measurement as a function of their potential to impact
the variable estimates and to remain stealthy.

In our numerical studies, we demonstrate that there is a
subset of measurements that shows both characteristics, thus
being the most vulnerable to FDIAs. Furthermore, we numer‐
ically demonstrate that such vulnerabilities remain almost in‐
variant to the system operating condition, which implies that
they are mainly dependent on the network topology and its
parameters, and the measurement configuration.

The proposed technique can be used to identify the most
vulnerable measurements. Additionally, identifying such mea‐
surements can be used as an input to determine strategies to
secure the state estimator, which is out of the scope of this
work. Such strategies include: ① locating new measure‐
ments to improve local redundancy; ② securing the commu‐
nication with a small but important subset of measurements;
③ implementing robust estimators.

APPENDIX A

The auxiliary submatrices and vectors in (15) necessary for
computing the sensitivities are defined as:

Jx(1´ n) = (Ñx J(x*az))T (A1)

Ja(1´ q) = (Ña J(x*az))T (A2)

Jz(1´ p) = (Ñz J(x*az))T (A3)

Jxx(n´ n) =Ñxx J(x*az)+∑
k = 1

r

λ*kÑxxck (x*a) (A4)

Jxa(n´ q) =Ñxa J(x*az)+∑
k = 1

r

λ*kÑxack (x*a) (A5)

Jxz(n´ p) =Ñxz J(x*az)dz (A6)

Cx(r ´ n) = [Ñxc(x*a) ]T

(A7)

Ca(r ´ q) = [Ñac(x*a) ]T

(A8)

APPENDIX B

The scale factors of the 24 operating conditions are present‐
ed in Table BI [37].

APPENDIX C

The data of the 4-bus system are presented in Tables CI and
CII. The bus data correspond to the solution of the power flow
at the demand factor of 1.
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