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Abstract: This paper investigates the relationship between international reserves changes and
foreign exchange rate movements for five Far Eastern countries (China, Japan, Taiwan, Hong Kong,
and Korea) from January 1997 to May 2020. We use the quantile Granger causality test and the quantile
autoregressive model to capture the monetary authorities’ motivations for intervention. The primary
results of this study are as follows. First, in China and Hong Kong, we capture the mercantilists’
motive of accumulating their international reserves for the purpose of responding to the appreciation
of currencies. Relatively speaking, the monetary authorities’ motivation for precautionary stabilizing
their currencies is high in Korea and Japan. Second, we identify the asymmetric causal relationship
between the variables. Considering the causal relationship with significant regression coefficients,
these characteristics are found to be more evident in all countries. Last, we confirm the properties
of the quantile- and tail-dependent relationship between the variables. In particular, Korea has a
relatively stronger tail-dependence than other countries. That is, the causal relationship between the
Korean foreign exchange reserves and the exchange rate is stronger at the rapid fluctuations of the
variables, and this relationship is weakened at the moderate fluctuations of them.

Keywords: exchange rate; international reserves; intervention; quantile analysis

1. Introduction

The collapse of the Bretton Woods fixed exchange rate system in the early 1970s initiated the
flexible exchange rate system. Most countries have chosen a pure flexible exchange rate system,
in which monetary authorities do not intervene at all in their foreign exchange market. The pure
flexible exchange rate system means that the exchange rate is determined autonomously by market
forces such that the inflow and outflow of foreign exchange is balanced.

Interestingly, however, the rate at which a country accumulates foreign exchange reserves to
defend fixed exchange rates has not changed even after the adoption of a flexible exchange rate system.
This can be seen as a sign of scepticism about the flexible exchange rate system. The flexible exchange
rate system faced problems of high exchange rate volatility and weakening competitiveness in the
major developed countries. The excessive overvaluation of the U.S. dollar in the early- and mid-1980s,
and then the devaluation of the dollar in the late 1980s led the G7 developed countries to agree to a
coordinated formal intervention to stabilize the value of the U.S. dollar within an informal baseline [1,2].
Since then, policymakers have been tasked with adjusting the advantages of flexibility of exchange
rate as a shock absorber on one hand and as a mechanism to facilitate international competitiveness
and macroeconomic stability on the other.

In recent years, huge swings in global capital flows have led many countries, including
emerging market economies, to reconsider their foreign exchange market intervention strategies [3–5].
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Monetary authorities engage in the sale of foreign exchange to reduce the volatility of exchange
rates affecting international trade, international financial flows, and foreign investment, or, with the
ultimate goal of strengthening the nation’s macroeconomic fundamentals, to influence the value of its
currency [6,7].

Foreign exchange reserves are widely used as an official means of intervention in foreign exchange
markets. Monetary authorities around the world have adjusted the level or volatility of their currency
prices by buying and selling foreign exchange to prevent, as argued by Calvo and Reinhart [8],
the outbreak of the “fear of floating.” This practice means that the exchange rate system of countries
around the world is in fact a managed flexible exchange rate system.

Theoretically, under a pure flexible exchange rate system, countries need not have reserve
requirements. Even though under a pure flexible exchange rate system, countries may still hold
reserves as a precaution in the event that they return to a fixed exchange rate system. Thus, regardless of
the exchange rate between countries, the demand for reserves always exists [9]. However, since the
1990s, global foreign exchange reserves have increased gradually, especially in emerging economies.
Between 1999 and 2008, China’s foreign exchange reserves tripled and increased to $300 billion,
but they increased more than tenfold over the next decade. As of April 2020, China had accumulated
$3.1 trillion in foreign reserves, while the Asian countries’ foreign reserves had also increased sharply,
including Japan’s $1.4 trillion, Hong Kong’s $441.3 billion, Taiwan’s $481.8 billion, and Korea’s
$404.0 billion [10]. In the midst of the increasing global financial imbalance, the surge in foreign
exchange reserves in emerging economies has attracted the attention of academics, policymakers,
and financial market investors and has generated several controversies [11]. As Bernanke [12] argued,
an unprecedented amount of foreign exchange reserves contributed to excess savings that led to
global imbalances, and it is closely related to the recent global financial crisis [12–17]. On the contrary,
Borio and Disyatat [18] argued that the global imbalances cannot be the cause of the financial crisis,
and that it is more important to address the weaknesses of the international monetary and financial
system directly.

Emerging economies are a good case to analyze the relationship between changes in foreign
exchange reserves and fluctuations in exchange rates. Foreign exchange intervention is more effective
in developing countries than in advanced industrialized countries. One reason for this is that in the
developing countries, the intervention in the foreign exchange market is not fully sterilized. In other
words, monetary authorities in the countries fail to take sufficient actions to offset the impact of
fluctuations in foreign asset holdings on the domestic currency base [2]. Other reason is that the scale
of intervention is too large compared to the narrow foreign exchange market. In addition, the central
bank also has the advantage of having more information than other market participants [19]. This is
also because financial markets are incomplete in emerging economies, resulting in the costly and
sometimes impossible hedging of exchange rate risks [20] and in significant exchange rate volatility for
individual economic players and economies [6]. Even if successful intervention is made, the nominal
exchange rates of emerging economies cannot avoid some volatility [19]. Moreover, due to the external
liabilities denominated in foreign currencies, emerging markets have many foreign exchange reserves
to limit exchange rate volatility [21,22].

Using data from five well-known Far East countries (China, Japan, Taiwan, Hong Kong, and Korea),
this study analyzes the relationship between changes in international exchange reserves and foreign
exchange rate movements. We particularly investigate what monetary authorities in each country
are driving change their international exchange reserves. As we present in Section 2, the changes
in international exchange reserves are explained by several motives, mainly mercantilism motive
and precautionary motive, etc. Also, our analysis contains the confirmation of the sterilized and
unsterilized policy of the monetary authority.

To grasp the details of the relationship between changes in international exchange reserves
and foreign exchange rate movements, we apply quantile Granger causality and quantile regression
analysis. Since the demand for foreign currency reserves by monetary authorities varies depending
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on the conditional distribution of the reserves, the level of foreign reserves is as important as other
determinants for reserves demand [23]. Utilizing the quantile analysis advantage, namely, its ability
to provide information about upper and lower tail-dependence, this study identifies the asymmetric
effects of exchange rates on foreign exchange reserves. In other words, the characteristics of each
quantile that can be diluted in the general Granger causal analysis are identified by separating them in
the quantile Granger causal analysis.

The rest of this paper consists of four sections. Section 2 reviews the previous theoretical and
empirical literature on the motives for accumulating foreign exchange reserves. Section 3 describes the
method of quantile Granger causality and quantile regression. Section 4 presents the sample data and
investigates the empirical analysis results. Section 5 presents the conclusion of this study.

2. Literature Review on the Accumulation of Foreign Exchange Reserves

Calvo and Reinhart [8] investigated whether countries claiming to be floating are actually doing so.
They found that most countries that say they allow their exchange rate to float do not, and confirmed
that there are epidemic cases of “fear of floating,” such as a fear of large currency swings. They suggest
that the fear of floating phenomenon is widespread among emerging market countries and cuts
across regions and levels of development. Dutta and Leon [24] investigated the effects of official
intervention on real exchange rate movements by using data for 27 advanced and emerging market
economies and found evidence of a “dread of depreciation” in almost all countries. The result implies
that the monetary authorities actively intervene when real exchange rates depreciate. Contrastively,
Levy-Yeyati et al. [25] revealed that in most cases, interventions were aimed at limiting appreciations
rather than depreciations, and were often motivated from the neo mercantilist point of view of
depreciated real exchange rate to protect domestic industries. They showed that a depreciation in
exchange rate lead to higher growth, but rather than working through import substitutions or export
booms, as argued from the mercantilist point of view, its effects primarily works through deepening
domestic savings and capital accumulation.

Holding foreign exchange reserves results in costs [26–31]. Rodrik [29] estimated that the cost of
accumulating foreign exchange reserves was approximately 1% of the GDP in developing countries.
Gallagher and Shrestha [32] reported that the figure was more than 1.8% of the GDP in developing
countries and 3% in China. The yield on foreign exchange reserves is much lower than the government’s
financing costs for borrowing in local currency or dollars. However, policymakers and scholars argue
that the economic cost of holding foreign reserves is lower than the financial impact of an economic
crisis [33].

On the theoretical side, the motive for stockpiling foreign exchange reserves can be explained
from two perspectives. The first point of view is based on the modern mercantilism perspective,
explaining that the hoarding of international reserves is a part of a deliberate development strategy,
i.e., an outward-oriented growth strategy, which facilitates growth by maintaining an undervalued real
exchange rate to maintain a country’s export competitiveness [34–40]. Among others, Dooly et al. [38]
argued that China’s export-driven growth is supported by official capital outflow through yuan
(Renminbi) undervaluation, capital control, and the accumulation of foreign exchange reserves.
Foreign exchange reserves function to promote exports, create better jobs, and absorb abundant labor in
traditional sectors such as agriculture. The low valuation of the local currency for this purpose occurs
in most East Asian countries [34,35]. Srinivasan et al. [40] showed that concerns about India’s export
competitiveness seems to have contributed to a large stockpile of reserves. Srinivasan and Kumar [41]
found that when intervening, the Reserve Bank of India (RBI) responded much more strongly to
appreciating pressure than to depreciating pressure and that such a policy response accounted for
the large build-up in foreign exchange reserves. Delatte and Fouquau [37] found evidence that after
2000, mercantilist motives were the major driver of the accumulation of foreign exchange reserves by
emerging countries.
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An alternative explanation for the hoarding of international reserves is the self-insurance/

precautionary motive, explained as the view that as output stabilizers, international reserves can reduce
sovereign risk [42]. International reserves can bring down the probability of an output drop induced
by capital flight and/or can decrease the depth of the output collapse when the sudden stop happens.
Similar views have been presented by using more elaborate models [23,33,34,43–50]. These studies
concluded that some of the large increase in international reserves were consistent with self-insurance
motives for the sudden-stop risks. Among others, Aizenman and Marion [33] explored the interpretation
of the relatively high demand for international reserves in the Far East countries and the relatively low
demand in other developing countries. They showed that in the aftermath of the 1997 Asian financial
crisis, countries that had to deal with higher perceived sovereign risk and higher fiscal liabilities opted
to increase their demand for reserves. García and Soto [45] estimated the optimal reserve level for the
East Asian economies and for Chile and concluded that the current reserve inventory for most cases
were consistent with the optimal self-insurance policy. Aizenman and Lee [34] found that empirical
evidence supports precautionary motives in accounting for the patterns of hoarding reserves for most
countries, including China. The results suggest that when the economy is vulnerable to sudden rigidity,
there are many preventive demands for international reserves with their own insurance to avoid costly
liquidation of long-term projects. Korinek and Servén [48] pointed out the welfare effects of foreign
exchange reserves accumulation and real exchange rate undervaluation in an intertemporal setting: static
welfare loss experienced when reserve accumulation sacrifices current domestic spending and dynamic
welfare benefits experienced when reserve accumulation increases. They explained that the accumulation
of reserves could be a form of preventive saving to prepare for future country-specific adverse impacts.

In addition to these two main motivations, there are studies claiming that increasing the supply
of financial assets [51] and financial integration [44] are motivations for stockpiling foreign exchange
reserves. Recently, financial stability incentives have been pushing countries to stockpile foreign
currency reserves to limit losses after the onset of a financial crisis, through providing a sufficiently
large “buffer stock” [46,52]. As Lane and Burke [53] pointed out, during the Asian financial crisis,
countries with large reserves of foreign exchange reserves (such as Singapore and Taiwan) were
less strongly affected. Obstfeld et al. [50] showed that financial stability and financial openness are
important factors that can explain the rapid growth of international reserves in the emerging markets.

3. Methodology

In our empirical analysis, we employ the general Granger causality (Granger causality in
mean) and the Quantile Granger causality test (Granger causality in quantile). Let explanatory
vector It ≡

(
IX
t , IW

t

)′
∈ Rs+q, where Xt and Wt are strictly stationary time series processes with a

past information set IX
t = (Xt−1, · · · , Xt−s)

′
∈ Rs and IW

t =
(
Wt−1, · · · , Wt−q

)′
∈ Rq, respectively.

According to Granger [14], if a past Wt does not help to predict a future Xt, given the past Xt, it means
that a series Wt does not Granger cause another series Xt. The null hypothesis of Granger non-causality
in a distribution from Wt to Xt is the following Equation (1).

HW9X
0 : FX

(
x
∣∣∣∣IX

t , IW
t ) = FX

(
x
∣∣∣IX

t ) , for all x ∈ R (1)

where FX(·
∣∣∣IX

t , IW
t ) and FX(·

∣∣∣IX
t ) are the conditional distribution functions of Xt, given

(
IX
t , IW

t

)
and

(
IX
t

)
,

respectively. Because of the complexity of estimating the conditional distribution, the test of Granger
non-causality in mean, called the general Granger non-causality test, has been mainly proposed in
many papers. The null hypothesis of Granger non-causality in mean from Wt to Xt is the following
Equation (2).

HC: W9X
0 : E(Xt

∣∣∣IX
t , IW

t ) = E(Xt
∣∣∣IX

t ) , for all Xt ∈ R (2)

where E(Xt
∣∣∣IX

t , IW
t ) and E(Xt

∣∣∣IX
t ) are the means of FX(·

∣∣∣IX
t , IW

t ) and FX(·
∣∣∣IX

t ) , respectively.
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However, the test for Granger non-causality in mean is only a necessary condition for Equation
(1); therefore, its application may be limited if it is a distribution-dependent series. Thus, we consider
the test for Granger non-causality in conditional quantiles. Let QX, W

τ (·
∣∣∣IX

t , IW
t ) be the τ-quantile of

FX(·
∣∣∣IX

t , IW
t ) . Then, Equation (1) can be rewritten as Equation (3) as follows:

HQC: W9X
0 : QX, W

τ (Xt

∣∣∣∣IX
t , IW

t ) = QX
τ (Xt

∣∣∣∣IX
t ) , for all Xt ∈ R, τ ∈ T (3)

where T is a compact set, T ⊂ [0, 1], the conditional τ-quantile of Xt satisfies the following restrictions
in Equation (4).

Pr
{
Xt ≤ QX, W

τ (Xt
∣∣∣IX

t , IW
t )

∣∣∣IX
t , IW

t

}
τ, Pr

{
Xt ≤ QX

τ (Xt
∣∣∣IX

t )
∣∣∣IX

t

}
τ

for all Xt ∈ R, τ ∈ T
(4)

When an explanatory vector It is given, Pr
{
Xt ≤ QX

τ (Xt
∣∣∣IX

t )
∣∣∣IX

t

}
is equal to E

(
1
[
Xt ≤ QX

τ (Xt
∣∣∣IX

t )
]∣∣∣∣IX

t

)
,

and 1[Xt ≤ x] is an indicator function of the event that Xt ≤ x. Thus, the null hypothesis of Granger
non-causality in quantile from Wt to Xt is written in Equation (5) as follows:

HQC: W9X
0 : E(1

[
Xt ≤ QX, W

τ (Xt
∣∣∣IX

t , IW
t )

]∣∣∣∣IX
t , IW

t ) = E(1
[
Xt ≤ QX

τ (Xt
∣∣∣IX

t )
]∣∣∣∣IX

t )

for all Xt ∈ R, τ ∈ T
(5)

Following Troster [54], we assume that Qτ(·
∣∣∣It) is specified by a parametric quantile model

z(·,θ(τ)) belonging to functions Z =
{
z(·,θ(τ))

∣∣∣θ(·) : τ→ θ(τ) ∈ Θ ∈ Rp, f or τ ∈ T ⊂ [0, 1]
}
. We can

rewrite the null hypothesis of Granger non-causality in quantile in Equation (5) as the following
Equation (6):

HQC: W9X
0 : E(1

[
Xt ≤ z(IX

t ,θ0(τ)
]∣∣∣∣IX

t , IW
t ) = τ or

HQC: W9X
0 : E(1

[
Xt − z(IX

t ,θ0(τ) ≤ 0− τ
]∣∣∣∣IX

t , IW
t ) = 0

for all Xt ∈ R, τ ∈ T

(6)

By applying the test of Granger causality in quantile in Equation (6), it is possible to understand
and interpret the relations between the variables according to the quantiles, which could not be captured
in the test of Granger causality in mean in Equation (2). So, if we confirm the causal relationship for
the changes of two variables, the closer the quantile is to 0, the more it means the causality in the
rapid decrease in the changes, and the closer the quantile is to 1, the more it means the causality in the
rapid increase in the changes. Therefore, the causal relationship in quantile allows us to capture the
asymmetric causality of the magnitude of the changes.

Let Ψ be a T × n matrix with element ψi, j = Ψτ j

(
Xi − z

(
IX
i ,θT

(
τ j

)))
, where Ψτ j(·) is the function

Ψτ j(ε)1(ε ≤ 0) − τ j. The test statistic proposed by Troster [54] is written Equation (7) as follows:

ST =
1

Tn

∑m

j=1

∣∣∣∣ψ′· jYψ· j∣∣∣∣, (7)

where Y is T × T matrix with element υt,S = exp
[
−0.5(It − Is)

2
]

and ψ′
· j denotes the j-th column of

Ψ. The test statistic ST is calculated by the subsampling procedure of Troster [54]. Under the null
hypothesis of Granger non-causality in quantile in Equation (6), we apply three different quantile
autoregressive (QAR) models z(·) for all τ ∈ T ⊂ [0, 1] as the following Equation (8) and calculate the
test statistic in Equation (7).

QAR(1) : z1
(
IX
t ,θ(τ)

)
= µ1(τ) + µ2(τ)Xt−1 + σtΦ−1

u (τ),
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QAR(2) : z2
(
IX
t ,θ(τ)

)
= µ1(τ) + µ2(τ)Xt−1 + µ3(τ)Xt−2 + σtΦ−1

u (τ),

QAR(3) : z3
(
IX
t ,θ(τ)

)
= µ1(τ) + µ2(τ)Xt−1 + µ3(τ)Xt−2 + µ4(τ)Xt−3 + σtΦ−1

u (τ),
(8)

where Φ−1
u is the inverse of a standard normal distribution function and θ(τ) denotes the vector of

parameters (µ1(τ),µ2(τ),µ3(τ),µ4(τ), σt)
′ estimated by maximum likelihood in an equally spaced

grid of quantiles. If we use monthly data, QAR(1), QAR(2), and QAR(3) mean that the time lag is 1, 2,
and 3 months, respectively.

We use the quantile regression model as a continuation of the quantile Granger causal analysis.
The sign of the quantile causal relationship between two variables is estimated by the QAR(3) in
Equation (8) including the lagged variables of another variable as the following Equation (9):

QX
τ (Xt

∣∣∣IX
t , IW

t ) = µ1(τ) + µ2(τ)Xt−1 + µ3(τ)Xt−2 + µ4(τ)Xt−3 + β(τ)Wt−1 + σtΦ−1
u (τ) (9)

If the estimated coefficient β(τ) is positive (+), it means that an increase (decrease) in Wt leads to
an increase (decrease) in Xt. Conversely, if the estimation coefficient is negative (−), it means that an
increase (decrease) in Wt leads to a decrease (increase) in Xt.

4. Empirical analysis

4.1. Sample Data

We analyze the monthly data of the Far East (China, Japan, Taiwan, Hong Kong, and Korea)
countries for the period from January 1997 to April 2020. As of May 2020, these five countries are
among the world’s top 10 foreign exchange reserves [55]. The international exchange reserves and
U.S. bilateral nominal exchange rates were retrieved from FRED, the database of the Federal Reserve
Bank of St. Louis [56]. In the empirical analysis of this study, we use the U.S. dollar bilateral exchange
rate because the share of U.S. dollar holdings in global foreign exchange reserves was 60.9% in 2019,
followed by the Euro at 20.5% [57]. The nominal effective exchange rates sourced from the Bank for
International Settlements (BIS) [58], which are available as monthly averages (2010 = 100). In detail,
U.S. bilateral nominal exchange rates are the nominal exchange rates of the Chinese Yuan, Japanese Yen,
New Taiwan Dollar, Hong Kong Dollar, and Korean Won per U.S. dollar. Thus, an increase in the
nominal exchange rates indicates a depreciation of the country’s currency and an appreciation of
the U.S. dollar. The nominal exchange rate is limited in that it represents only the exchange rate of
two currencies, while the nominal effective exchange rate, expressed in U.S. dollars, is a weighted
average of the exchange rate obtained by using trade weights for various countries. An increase in
the nominal effective exchange rate means an appreciation of the country’s currency, and to measure
the international price competitiveness of a country, the nominal effective exchange rate is considered
more appropriate than the nominal exchange rate.

Appendix A Table A1 presents the descriptive statistics of the returns (i.e., % changes) series.
The means of the FX rate (nominal exchange rates) returns are negative for China and Japan, and the
means of the NEER (nominal effective exchange rates) returns are negative for Taiwan and Korea.
Only in Hong Kong are the means of both exchange rate returns positive. The means of RES
(international exchange reserves) returns are positive for all countries. Except for China, the signs
of the FX rate and NEER’s skewness are reversed. The FX rate and the NEER are exchange rates
expressed in the country’s own currency and in dollars, respectively; therefore, these results are
generally natural. RES distributions are skewed to the right (skewness < 0), except for Hong Kong and
Korea. The distributions of the three variables for all countries are highly leptokurtic (kurtosis > 3),
excluding China’s RES. The high kurtosis of the distributions implies a significant possibility of
fluctuations in the variables located near the tail and further away from the mean. In addition, making
quantile analysis more appropriate, it suggests that the relationship between international reserves
and exchange rates may vary at each different point of the conditional distribution. The results of the
Jarque-Bera test

(
J − B χ2

)
for normality show the null hypothesis of a normal distribution is rejected,
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except for China’s international reserves. The correlation between the FX rate and RES is negative for
all countries. However, the correlation between the NEER and RES was negative (−) for China and
Hong Kong, and positive (+) for Japan, Taiwan, and Korea. Further analysis needs to be made for
these differences.

Figure 1 plots the monthly percentage changes (%) in the FX rate (nominal exchange rates),
the NEER (nominal effective exchange rates in U.S. dollar), and RES (foreign exchange reserves). For all
countries except China, the three variables exhibit a pattern of convergence over time. As shown in the
figures, volatility persisted in China and Japan, even though the three series became less volatile after
2000. In addition, very high volatility emerged in the Asian financial crisis of 1999 and after the global
financial crisis of 2008 in Hong Kong and Korea.Sustainability 2020, 11, x FOR PEER REVIEW 7 of 24 
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Table 1 summarizes the results of the unit root tests for the log level and the percentage (%) changes
in the sample series. The null hypothesis of a unit root is tested by using an augmented Dickey–Fuller
(ADF) with break (DF_Break) test suggested by Perron [41] and Perron and Vogelsang [59,60] and
the PP test of Phillips and Perron [61]. The DF_Break test can overcome the weakness of the ADF
test, which has limited power in distinguishing the unit root null hypothesis from the trend stationary
alternative, and the PP test is based on a nonparametric method of controlling for serial correlation
when testing for a unit root. The results in Table 2 reveal that all series are stationary.

Table 1. Unit root tests.

FX rate NEER Res
DF_Break PP DF_Break PP DF_Break PP

Panel A: log level

China −2.6105 −0.3083 −3.7046 −2.1808 −3.3216 0.9943
Japan −3.8312 −1.8744 −3.8429 −2.6156 0.0098 −0.6691

Taiwan −4.8314 0.3079 −4.7049 −1.0805 −4.4674 −0.4097
Hong
Kong −3.5847 −2.8151 −4.4371 −1.8725 −4.3843 −2.3160

Korea −3.6834 0.5797 −3.5087 −0.4787 −2.6084 −1.6579

Panel B: % changes

China −11.0780 ***
−9.7466 ***

−11.9644 ***
−11.3113 ***

−11.8585 ***
−11.0664 ***

Japan −13.5555 ***
−12.6702 ***

−13.2861 ***
−12.3308 ***

−14.4436 ***
−13.8503 ***

Taiwan −12.3670 ***
−10.9003 ***

−14.1362 ***
−12.3854 ***

−13.7416 ***
−12.9082 ***

Hong
Kong −14.0329 ***

−13.0750 ***
−11.9612 ***

−11.1574 ***
−24.8354 ***

−16.0923 ***

Korea −15.9090 ***
−9.6270 ***

−17.0192 ***
−9.7006 ***

−12.4709 ***
−9.3397 ***

Notes: See the notes of Appendix A Table A1. The null hypothesis of the DF_Break and PP tests is that the
series are non-stationary. *** indicates the rejection of the null hypothesis at the 1% significance level. FX rate,
nominal exchange rate; NEER, nominal effective exchange rates; Res, international exchange reserves.

Table 2. Johansen linear cointegration test.

log(RES) and log(FX rate) log(RES) and log(NEER)
Test Statistic H0:rank=0 H0:rank=1 H0:rank=0 H0:rank=1

China
Trace 15.04 2.45 21.89 * 1.90

Max. eigenvalue 12.58 2.45 19.99 * 1.90

Japan Trace 10.80 4.29 * 14.13 4.72 *
Max. eigenvalue 6.51 4.29 * 9.41 4.72 *

Taiwan
Trace 31.63 * 1.93 18.49 3.70

Max. eigenvalue 29.70 * 1.93 14.79 3.70

Hong
Kong

Trace 8.82 0.86 8.54 0.67
Max. eigenvalue 7.96 0.86 7.86 0.67

Korea
Trace 42.41 * 13.28 * 47.69 * 11.42

Max. eigenvalue 29.13 * 13.28 * 36.27 * 11.42

Notes: See the notes of Appendix A Table A1. The null hypothesis is no cointegration. * indicates the rejection of the
null hypothesis at the 5% critical value.

Table 2 presents the results of the Johansen linear cointegration test of log level variables for the
FX rate and RES and the NEER and RES. The cointegration test proposed by Johansen [62,63] allows
the identification of the linear cointegration relationship between an I(1) variable with a unit root.
Each variable is unstable with a unit root, I(1), but if their linear combinations show stability without
unit roots, I(0), it is defined as a linear cointegration relationship between the two variables. As shown
in Table 2, since not all log level variables in the five countries have a cointegration relationship,
we proceed with further analysis by using differential variables.
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4.2. Empirical Results

The relationship between international reserves and foreign exchange rates may vary depending
on the country’s economic situation and policy intent. In the traditional theory of monetary policy,
if the monetary authority changes the amount of money in the market as opposed to increasing or
decreasing its international reserves, the value of that country’s currency changes; this strategy is
called the unsterilized policy. However, if the monetary authority responds to changes of reserves
in a different way, such as through government bonds rather than through changes in the amount of
money, it may not affect the value of its own currency. In this situation, the monetary authority uses a
sterilized policy. Thus, if the change in international reserves does not affect the foreign exchange rate,
it can be interpreted that the monetary authority has successfully intervened by using the sterilized
policy. However, even if the monetary authority changes international reserves to stabilize the value of
its own currency, changes in the value of its currency cannot be prevented, especially when foreign
investment funds are rapidly leaked due to negative economic situations or expectations. During the
financial crisis in East Asia in the late 1990s, major Asian countries experienced severe shortages in
reserves and a sharp decline in the value of their currencies.

In some cases, changes in the foreign exchange rates may cause changes in reserves, and the
effect of the changes in exchange rates on changes in the reserves may be reversed depending on the
country’s economic situation or the intervention of its monetary authority. In the traditional theory of
an open economy, a decrease in the value of the domestic currency can lead to an increase in export and
economic growth, but thereafter, pressure on the appreciation of the currency rises. At that time, if the
monetary authority wants its currency value to remain at the same low level as before, depreciation can
be induced by an intended intervention, called mercantilist interventions, that increases international
reserves and simultaneously increases the amount of money. On the other hand, international reserves
may decrease after exchange rate declines, and the monetary authority may actively intervene to
stabilize its currency value. In this case, the monetary authorities’ intervention aims to keep the
monetary value of its currency at an appropriate level. This intervention against “fear of floating” may
be particularly strong in the negative economic situation where the decline in monetary value can last
for a considerable period of time. Therefore, understanding the relationship between the exchange
rate movements and the changes in international reserves requires a comprehensive consideration of
whether the causal relationship is established and the direction and sign of the relationship.

Table 3 shows the results of the general causality test (Granger causality in mean) proposed by
Granger [14]. At lags 1 and 2, in China, the change in international reserves significantly Granger causes
the nominal exchange rate change at lags 1 and 2, but at most lags, no significant causal relationship is
found between the changes in reserves and nominal exchange rate movements. In the case of Japan,
the change in international reserves significantly Granger caused the change of the nominal exchange
rate only when the lags are 24. Taiwan has a uni- or bi-directional Granger causal relationship between
the changes in variables at most lags. In Hong Kong, the change in the nominal effective exchange rate
significantly Granger causes the change in international reserves at lags 3, 6, and 12. At all lags except
lag 24, Korea has a bi-directional Granger causal relationship between the changes in variables.

Meanwhile, the results of the general Granger causal relationship of China and Japan show
that exchange rate changes do not significantly cause changes in their foreign exchange reserves;
therefore, it is difficult to grasp the possibility of a mercantilist motive by the monetary authorities in
the two countries.

However, as suggested in previous studies, major Asian countries are suspected of maintaining a
depreciation of their currencies by the deliberate intervention of their monetary authorities to grow
their economies and, especially, to increase their export-led economic growth. Since the intention
of the monetary authority may vary depending on the level of international reserves and exchange
rates, it is necessary to take into account the characteristics of quantiles that are not captured in the
general Granger causality test. Thus, by using a quantile analysis, we analyze the relationship between
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changes in international reserves and exchange rate movements in five countries and systematically
grasp the intentions of the monetary authority to intervene in the market.

Table 3. Granger causality test between the % change of reserves and FX rate (and NEER).

Lag RES and FX rate RES and NEER
RES;FX Rate RES:FX Rate RES;NEER RES:NEER

China

1 5.1442 ** 0.4259 0.2143 1.1937
2 2.6269 * 0.0192 2.0098 0.9226
3 1.9727 0.3146 1.2990 0.7693
6 1.3415 0.2594 0.8076 0.2309
12 0.7054 0.7505 0.8476 1.1771
24 0.7226 0.6952 0.8333 1.0735

Japan

1 2.4976 1.5510 0.4612 1.8543
2 1.1288 1.0369 0.5139 1.1132
3 0.8623 1.1218 0.4753 0.7244
6 1.0129 0.6628 0.6047 0.5214
12 0.9118 0.7851 0.6625 0.6065
24 1.6070 ** 0.7683 1.3260 0.8236

Taiwan

1 1.1356 5.1212 ** 10.4280 *** 1.5418
2 3.0349 ** 3.2393 ** 5.7021 *** 2.9235 *
3 2.1099 * 2.0039 3.7513 ** 2.8496 **
6 2.8607 ** 1.0084 2.8757 *** 1.8554 *

12 2.5790 *** 1.6668 * 1.2917 1.4509
24 1.2747 1.7662 ** 1.2153 2.0896 **

Hong Kong

1 0.7690 0.1074 0.8897 1.8437
2 0.9028 0.2115 0.8284 1.1520
3 0.8492 0.6848 0.7583 3.5439 **
6 0.4356 0.8485 0.4380 2.6016 **
12 0.6045 0.5643 0.5408 4.4086 ***
24 0.3808 1.3789 1.0899 1.3244

Korea

1 70.037 *** 21.170 *** 63.050 *** 20.453 ***
2 28.937 *** 7.2478 *** 26.147 *** 7.1094 ***
3 25.268 *** 20.297 *** 23.767 *** 18.802 ***
6 15.873 *** 8.5854 *** 14.516 *** 9.5634 ***
12 2.5119 *** 4.8407 *** 2.8236 *** 4.4607 ***
24 1.1608 2.0358 *** 0.9982 1.7646 **

Notes: See the notes of Appendix A Table A1. The null hypothesis is Granger non-causality. The figures are the
F-statistics for the Granger causality test. *, **, and *** indicate the rejection of the null hypothesis at the 10%, 5%,
and 1% significance levels, respectively.

Appendix B Tables A2–A6, show the results of the quantile Granger causality (Granger causality
in quantile) of the five Far Eastern countries. Considering τ = {all}, both the changes in the nominal
exchange rate and the nominal effective exchange rate in all five countries Granger cause changes in
each country’s international reserves at the 1% of significant level. In detail, however, the change in
each country has different characteristics according to the quantiles of the distribution.

In Appendix B Table A2, for the quantiles τ = {all, 0.25, 0.30} at lags 1, 2, and 3, both the changes
in the nominal exchange rate and the nominal effective exchange rate in China significantly Granger
cause a change in Chinese foreign exchange reserves. The fact that China’s exchange rates significantly
quantile Granger cause changes in its reserves is also seen at the extreme tail of the conditional
distribution, τ = {0.85} at lag 3. This indicates the possibility of Chinese monetary authority’s policy
intervention against the fluctuations in the foreign exchange market. Overall, however, there are
more quantiles where the changes in the exchange rates in China do not Granger cause changes in
the international reserves. On the other hand, the changes in the Chinese international reserves are
more significant in relation to the changes in its nominal exchange rate than to the changes in its
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nominal effective exchange rate. The fact that the changes in international reserves have little effect
on the nominal effective exchange rate means that the monetary authority’s policy of sterilization is
working effectively.

Appendix B Table A3 shows the result of the quantile Granger causal relationship between the
Japanese exchange rate and its international reserves. At the quantiles of the conditional distributions,
τ = {0.05 to 0.35} or τ = {0.50 to 0.90}when the lags are 1, 2, and 3, the changes in the nominal exchange
rate and nominal effective exchange rate in Japan significantly quantile cause the changes in Japanese
foreign reserves. Therefore, it can be interpreted that there has been Japanese monetary authority
intervention in most exchange rate changes, except for the medium level (τ = {0.40, 0.45}) and the
extreme high tail level (τ = {0.95}) quantiles. The changes in Japanese international reserves do not
cause the changes in exchange rates in any quantiles of the distribution, which means the sterilized
policy by Japanese monetary authority is effectively being applied in the money market.

As shown in Appendix B Table A4, the changes in the nominal exchange rate and the nominal
effective exchange rate in Taiwan are found to significantly cause changes in Taiwan’s foreign exchange
reserves in the quartile ranges τ = {0.15 to 0.30} or τ = {0.55 to 0.75} at lags 1, 2, and 3. Therefore,
it can be seen that Taiwan’s policy intervention appears when the changes in the exchange rate exceed
a specified range, τ = {0.35 to 0.40}. For the extreme tails of the distribution on both sides, it is
possible that they reflect mercantilist intervention attempts, the results of which did not produce
significant changes. In addition, when the lags are 1 and 2, the change in Taiwan’s international
reserves significantly cause the nominal effective exchange rate change at the quantiles of tails
τ = {0.10, 0.80, 0.90}, which indicate the tail-dependent property of quantile analysis. Moreover, in the
wider range of quantiles, the changes in Taiwan’s international reserves significantly cause changes in
the nominal exchange rate.

Appendix B Table A5 shows the results of the quantile granger causality analysis in Hong Kong.
Except for the quantile τ = {0.25}, the changes in foreign exchange reserves in Hong Kong does not
significantly cause the changes in the nominal effective exchange rates. Therefore, it can be interpreted
that the stabilization policy of Hong Kong’s monetary authority, which defended the changes in its
currency value, is well reflected. However, the high fluctuations in the foreign exchange reserves
in Hong Kong quantile Granger cause changes in the nominal exchange rate of Hong Kong at the
edges of the distribution, τ = {0.15 to 0.25} or τ = {0.70 to 0.90}. The null hypothesis of quantile
Granger non-causality from the exchange rates to the international reserves is significantly rejected
in the ranges of quantiles τ = {0.05 to 0.40} or τ = {0.55 to 0.95} when the lags are 1 and 3, and in
the ranges of quantiles τ = {0.05 to 0.40} or τ = {0.55 to 0.90} when the lags are 2. This shows the
possibility of Hong Kong’s monetary authority intervening extensively in response to the changes in
its exchange rates.

In the case of Korea, in Appendix B Table A6, the null hypothesis of quantile Granger non-causality
from the changes in Korean international reserves to the changes in the nominal exchange rate
is significantly rejected, except for the quantiles τ = {0.40 to 0.60} or τ = {0.95}. In addition,
the relationship in which Korean international reserves cause changes in the nominal effective
exchange rate is statistically significant except for the quantiles τ = {0.45 to 0.55}. Conversely, with the
exception of quantiles τ = {0.45 to 0.50}, the changes in exchange rates Granger cause the changes in
Korean international reserves at the 1% significance level. This means that compared to other countries,
Korea has a stronger quantile-dependent causal relationship and bi-directional causality between the
two variables.

On the other hand, in order to understand the motivations of each country’s monetary authorities
to intervene in the market, it is necessary to analyze the causal relationship between the exchange rate
and the reserves as well as the regression coefficient between the two variables. In Tables 4 and 5,
we present the estimated coefficients β(τ) of the quantile autoregressive (QAR) regression model of the
relationship between the changes in international reserves and the changes in foreign exchange rates of
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each country. The shaded parts in Tables 4 and 5 denote the results of the estimated coefficients together
with the significant causal relationship between the two variables in Appendix B Tables A2–A6.

In the case of China and Hong Kong, the quantile regression coefficients between the changes in
the nominal exchange rate and the changes in foreign exchange reserves are not statistically significant
in all quantiles of the distribution. This means that on the partial quantiles in Appendix B Tables A2
and A5, in China and Hong Kong, there is a causal relationship between the nominal exchange rate
changes and the foreign reserves change, but the coefficient does not indicate a significant level.
In Taiwan, the quantile regression coefficients in the causal relationship of the changes from the
Taiwan international reserves to the changes in the nominal exchange rate in Appendix B Table A4
are significant at the quantiles τ = {0.35, 0.65}. This indicates that the positive changes in Taiwan
international reserves cause negative changes in the nominal exchange rates of the New Taiwan Dollar
per U.S. dollar, denoting the depreciation of the currency of Taiwan. In addition, in Korea, regarding
the relation of the changes from international reserves to the changes in nominal exchange rate, the
estimated coefficients indicating a significant causal relationship are negative in the ranges of quantiles
τ = {0.05 to 0.35} or τ = {0.65 to 0.85}. The estimated coefficient values are higher in both tails of the
significant quantiles than in the middle bounds; the estimated coefficients β(τ) are −0.487 and −0.308
at the quantiles τ = {0.05, 0.85}, respectively. This indicates the quantiles-dependence and the strong
tail-dependence of the distribution. Only in Korea, the significant coefficients in the causal relationship
of the changes from the nominal exchange rate to the changes in international reserves are found
at the quantiles τ = {0.60, 0.80}, but the intensities are smaller than the opposite causality. In short,
Table 4 shows that except for some quantiles in Taiwan and Korea, the quantile regression coefficients
evidencing a causal relationship between the changes in international reserves and the changes in
nominal exchange rate are not statistically significant. Thus, in this case, it is difficult to find evidence
of intentional intervention by the monetary authorities in each country.

However, in Table 5, the quantile regression coefficients indicative of a significant causal
relationship between the changes in foreign reserves and the changes in the nominal effective exchange
rate shows different evidence. In China, the estimated coefficients indicative of the significant causal
relationship of the changes from the nominal effective exchange rate to the changes in international
reserves are significantly negative in the quantiles τ = {0.20, 0.25, 0.65, 0.70, 0.85}. In addition, in
Hong Kong, the negative regression coefficients indicating the significant causal relationship between
the changes from the nominal effective exchange rate and changes to the international reserves, are
found in the ranges of quantiles τ = {0.10 to 0.40} or τ = {0.55 to 0.65}. This indicates that the negative
changes in the nominal effective exchange rate (in U.S. dollars) causes the positive changes in the
international reserves in China and Hong Kong. In other words, the depreciation of currencies can
cause an increase in foreign exchange reserves in China and Hong Kong. This can be interpreted that
the monetary authorities have the mercantilist motive for making a response against the pressure of
appreciation and the additional foreign capital inflows.

Conversely, in Japan, the estimated coefficients showing a significant causal relationship between
the changes from the nominal effective exchange rate and the changes to international reserves are
significantly positive in the ranges of quantiles τ = {0.20 to 0.35} or τ = {0.50, 0.55}. In Taiwan,
although the regression coefficients are not significant, they are generally positive. In addition, in Korea,
the positive regression coefficients indicative of a significant causal relationship between changes from
the nominal effective exchange rate and the changes to international reserves are found in the ranges
of quantiles τ = {0.05 to 0.40} or τ = {0.55 to 0.80}. These results can be interpreted as the monetary
authorities intervening in order to stabilize the value of their currencies. As these countries have
discovered in the past, the depreciation of their currency, particularly a depreciation caused by negative
economic shocks, has led to the continued declines in international reserves. The results of Japan and
Korea can be seen as evidence of this type of response by their monetary authorities.
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Table 4. Estimated coefficients of the quantile regression between % change of RES and FX rate.

Quantile
(τ)

China Japan Taiwan Hong Kong Korea

RES ;FX Rate FX Rate ;Res RES ;FX Rate FX Rate ;Res RES ;FX Rate FX Rate ;Res RES ;FX Rate FX Rate ;Res RES ;FX Rate FX Rate ;Res

0.05 0.097 −0.151 −0.158 0.028 −0.201 −0.127 0.007 2.263 −0.487 −0.210

0.10 0.041 0.069 −0.361 0.006 −0.032 −0.009 0.005 −0.789 −0.286 −0.169

0.15 0.039 0.027 −0.244 −0.025 −0.089 0.029 0.004 −0.791 −0.273 −0.061

0.20 0.058 −0.015 −0.254 −0.044 −0.134 −0.016 0.004 −0.609 −0.266 −0.030

0.25 0.045 −0.013 −0.314 −0.021 −0.150 0.008 0.002 −0.167 −0.239 −0.027

0.30 0.028 0.015 −0.147 −0.023 −0.176 0.019 0.002 0.310 −0.262 −0.030

0.35 0.020 −0.002 −0.240 −0.021 −0.191 0.020 0.002 0.520 −0.247 −0.042

0.40 0.006 −0.045 −0.100 −0.017 −0.205 0.030 0.002 0.511 −0.223 −0.022

0.45 0.003 −0.091 −0.101 −0.004 −0.198 0.046 0.001 0.455 −0.231 0.018

0.50 0.001 −0.041 −0.047 −0.012 −0.213 0.045 0.000 1.069 −0.234 0.035

0.55 0.000 0.017 −0.134 −0.023 −0.175 0.084 0.001 0.735 −0.183 0.052

0.60 0.000 −0.024 −0.097 −0.006 −0.150 0.070 0.000 0.544 −0.188 0.088

0.65 −0.002 −0.001 −0.091 −0.014 −0.164 0.099 0.000 0.721 −0.225 0.082

0.70 −0.005 0.037 −0.083 −0.003 −0.179 0.105 0.001 0.185 −0.206 0.080

0.75 −0.016 0.137 −0.053 −0.036 −0.213 0.089 0.001 −0.351 −0.229 0.114

0.80 −0.044 −0.066 −0.003 −0.029 −0.246 0.112 0.001 0.184 −0.267 0.168

0.85 −0.074 −0.272 0.026 −0.075 −0.186 0.115 0.001 −0.853 −0.308 0.174

0.90 −0.112 −0.058 −0.011 −0.114 −0.290 0.217 0.002 −4.750 −0.245 0.216

0.95 −0.178 0.212 −0.022 −0.143 −0.371 0.387 0.004 −1.652 −0.417 0.523

Notes: See the notes of Appendix A Table A1. This table presents the estimated coefficients β(τ) of the quantile autoregressive model in Equation (9). The bold text indicates the rejection of
the null hypothesis at least the 5% significance level. The shaded parts denote the results of the estimated coefficients together with the significant causal relationship in Tables 2–5 and A6
at lag 3.
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Table 5. Estimated coefficients of the quantile regression between % change of RES and NEER.

Quantile
(τ)

China Japan Taiwan Hong Kong Korea

RES ;NEER NEER ;Res RES ;NEER NEER ;Res RES ;NEER NEER ;Res RES ;NEER NEER ;Res RES ;NEER NEER ;Res

0.05 −0.025 −0.479 0.190 0.008 0.102 0.228 0.078 −0.505 0.288 0.593

0.10 0.016 −0.466 0.185 0.034 0.038 0.227 0.063 −0.550 0.071 0.445

0.15 −0.007 −0.443 0.114 0.070 0.048 0.161 0.053 −0.530 0.152 0.324

0.20 0.027 −0.346 0.092 0.089 0.007 0.126 0.042 −0.389 0.167 0.297

0.25 0.034 −0.263 0.039 0.105 −0.007 0.056 0.033 −0.259 0.157 0.273

0.30 0.024 −0.196 0.066 0.085 −0.049 0.056 0.030 −0.291 0.133 0.260

0.35 0.029 −0.216 0.076 0.093 −0.035 0.070 0.027 −0.313 0.179 0.254

0.40 0.038 −0.241 0.046 0.086 −0.043 0.040 0.021 −0.330 0.158 0.249

0.45 0.070 −0.262 0.004 0.084 −0.056 0.053 0.005 −0.397 0.171 0.260

0.50 0.086 −0.288 0.070 0.104 −0.030 0.030 −0.002 −0.375 0.204 0.261

0.55 0.051 −0.256 0.051 0.093 −0.038 0.064 −0.005 −0.380 0.176 0.262

0.60 0.069 −0.299 0.033 0.068 −0.055 0.045 −0.012 −0.361 0.185 0.222

0.65 0.074 −0.307 0.032 0.090 −0.071 0.023 −0.011 −0.324 0.171 0.245

0.70 0.063 −0.352 0.046 0.082 −0.101 0.032 −0.009 −0.270 0.210 0.236

0.75 0.088 −0.325 −0.016 0.080 −0.062 0.033 −0.006 −0.240 0.204 0.224

0.80 0.111 −0.354 −0.038 0.088 0.008 0.080 −0.002 −0.206 0.184 0.202

0.85 0.075 −0.360 0.018 0.120 0.017 0.015 0.005 −0.205 0.187 0.164

0.90 0.047 −0.409 0.226 0.192 −0.04 −0.122 0.010 −0.049 0.237 0.181

0.95 −0.002 −0.400 0.117 0.423 −0.124 −0.177 0.020 −0.081 0.269 0.160

Notes: See the notes of Appendix A Table A1. This table presents the estimated coefficients β(τ) of the quantile autoregressive model in Equation (9). The bold text indicates the rejection of
the null hypothesis at least the 5% significance level. The shaded parts denote the results of the estimated coefficients together with the significant causal relationship in Tables 2–5 and A6
at lag 3.
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Meanwhile, except for Korea, four countries do not have significant coefficients reflecting a causal
relationship of the changes from international reserves to the changes in the nominal effective exchange
rate. This is interpreted that each country’s sterilized policy is working well, except that of Korea.
In the case of Korea, the positive coefficients indicative of a significant causal relationship between
changes from international reserves to changes in the nominal effective exchange rate are found in the
quantiles in the ranges of quantiles τ = {0.20, 0.25}, τ = {0.35, 0.40}, or τ = {0.60 to 0.90}.

5. Conclusions

This study analyzed the relationship between the changes in international reserves and the
exchange rate movements for major Far Eastern countries (China, Japan, Taiwan, Hong Kong,
and Korea) from January 1997 to May 2020. This study used the quantile Granger causality (Granger
causality in quantile) test and the quantile autoregressive model QAR(3) to capture the monetary
authorities’ intervention motivations according to the quantiles of distribution. The main results of
this study are as follows.

First, the motivation for changing international reserves varies from country to country. In China
and Hong Kong, the causal relationship and the estimated coefficients show that in these countries,
there was a mercantilist motive of accumulating international reserves for the purpose of being
able to respond to the appreciation of currencies, and it would have helped to maintain the export
competitiveness of China and Hong Kong. The results of Korea and Japan show that the monetary
authorities’ motivation is relatively high for precautionary stabilizing their currencies. This would have
helped Korea and Japan defend against external negative economic shocks. Although the estimation
results were not significant, Taiwan was similar to Japan and Korea.

Second, we identified the asymmetric causal relationship between the changes in international
reserves and the changes in exchange rates. In most quantiles of each country, the changes in
international reserves did not significantly cause the changes in exchange rates. Considering the
causal relationship with significant regression coefficients, these characteristics were more evident in
all countries. It means that each monetary authorities’ sterilized policy is working well. Only, in some
quantiles of Korea, the bi-directional causality with significant regression coefficients was observed.

Last, we confirmed the existence of a quantile- and tail-dependent relationship between the
variables. In all countries, the causal relationship between the changes in international reserves and the
exchange rate movements was more clearly observed on both sides of the edge than in the middle level.
In particular, Korea had a relatively stronger tail-dependence than other countries. That is, the causal
relationship between the Korean foreign exchange reserves and the exchange rate is stronger at the
rapid fluctuations of the variables, and this relationship is weakened at the moderate fluctuations
of them.
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Appendix A

Table A1. Descriptive statistics for the % changes in the series.

China Japan Taiwan Hong Kong Korea

FX Rate NEER RES FX Rate NEER RES FX Rate NEER RES FX Rate NEER RES FX
Rate NEER RES

Mean −0.059 0.124 1.192 −0.032 0.104 0.660 0.032 −0.002 0.608 0.001 0.028 0.682 0.129 −0.087 0.921
Median −0.006 0.190 0.978 0.049 −0.049 0.295 −0.012 0.066 0.427 0.003 −0.025 0.456 −0.076 0.170 0.556
Std. dev. 0.629 1.182 1.693 2.441 2.344 1.877 1.298 0.980 1.198 0.111 1.064 3.553 3.418 3.100 3.112

Minimum −2.611 −3.537 −4.106 −10.52 −6.695 −8.313 −4.501 −5.705 −3.358 −0.555 −3.434 −44.47 −8.927 −35.26 −22.33
Maximum 3.813 4.964 6.046 7.379 10.559 10.278 6.826 2.914 5.848 0.385 4.741 18.825 36.878 9.207 17.798
Skewness 1.260 0.138 0.062 −0.334 0.503 2.085 0.539 −0.744 0.626 −0.633 0.340 −6.852 4.946 −5.545 −1.323
Kurtosis 11.045 4.247 3.122 4.156 4.848 12.912 6.469 6.593 6.245 7.828 4.667 97.462 51.934 62.803 23.465
J − B χ2 826.13 18.957 0.354 20.746 51.436 1344.3 153.41 175.81 154.55 289.60 37.67 105914 28974 43005 4950.4

Probability 0.000 0.000 0.838 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
Correlation −0.270 −0.118 − −0.277 0.092 − −0.461 0.183 − −0.034 −0.079 − −0.572 0.560 −

Notes: The FX rate denotes the % changes in the nominal exchange rates. The NEER denotes the % changes in the nominal effective exchange rates (in U.S. dollars). The RES denotes the %
changes in the foreign exchange reserves. J − B χ2 is the Jarque-Bera statistic. The probability is the p-value. The correlation is denoted by the coefficient between the RES and FX rate and
that between the RES and the NEER.

Appendix B

Table A2. Quantile Granger causality test between the % change of reserves and FX rate (and NEER) in case of China.

China RES;FX Rate RES:FX Rate RES;NEER RES:NEER

Quantile
(τ) Lags = 1 Lags = 2 Lags = 3 Lags = 1 Lags = 2 Lags = 3 Lags = 1 Lags = 2 Lags = 3 Lags = 1 Lags = 2 Lags = 3

all 0.004 0.004 0.004 0.009 0.009 0.004 0.222 0.487 0.330 0.009 0.009 0.004
0.05 0.574 0.487 0.530 0.843 0.800 0.570 0.191 0.209 0.048 0.843 0.800 0.570
0.10 0.157 0.009 0.013 0.448 0.409 0.661 0.357 0.752 0.809 0.448 0.409 0.661
0.15 0.004 0.004 0.004 0.122 0.174 0.152 0.174 0.187 0.174 0.122 0.174 0.152
0.20 0.004 0.004 0.004 0.022 0.026 0.004 0.278 0.017 0.409 0.022 0.026 0.004
0.25 0.017 0.022 0.022 0.004 0.004 0.004 0.139 0.061 0.004 0.004 0.004 0.004
0.30 0.017 0.017 0.022 0.004 0.004 0.004 0.065 0.022 0.004 0.004 0.004 0.004
0.35 0.017 0.065 0.017 0.004 0.057 0.013 0.030 0.143 0.283 0.004 0.057 0.013
0.40 0.091 0.083 0.083 0.004 0.117 0.822 0.452 1.000 0.691 0.004 0.117 0.822
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Table A2. Cont.

China RES;FX Rate RES:FX Rate RES;NEER RES:NEER

Quantile
(τ) Lags = 1 Lags = 2 Lags = 3 Lags = 1 Lags = 2 Lags = 3 Lags = 1 Lags = 2 Lags = 3 Lags = 1 Lags = 2 Lags = 3

0.45 0.087 0.070 0.083 0.452 0.796 1.000 0.704 0.913 0.783 0.452 0.796 1.000
0.50 0.113 0.109 0.100 0.361 0.857 0.304 0.643 0.648 0.865 0.361 0.857 0.304
0.55 0.004 0.004 0.004 0.243 0.313 0.109 0.691 0.691 0.674 0.243 0.313 0.109
0.60 0.004 0.004 0.004 0.257 0.174 0.143 0.204 0.857 1.000 0.257 0.174 0.143
0.65 0.004 0.004 0.004 0.109 0.074 0.004 1.000 0.809 1.000 0.109 0.074 0.004
0.70 0.004 0.004 0.004 0.030 0.004 0.004 0.548 0.530 1.000 0.030 0.004 0.004
0.75 0.004 0.004 0.004 0.017 0.026 0.043 0.761 0.791 0.757 0.017 0.026 0.043
0.80 0.004 0.004 0.004 0.374 0.274 0.183 0.083 0.013 0.430 0.374 0.274 0.183
0.85 0.004 0.004 0.004 0.039 0.070 0.004 0.461 1.000 1.000 0.039 0.070 0.004
0.90 0.191 0.191 0.191 0.113 0.713 0.639 0.165 0.474 0.696 0.113 0.713 0.639
0.95 1.000 0.709 0.730 1.000 1.000 0.283 0.004 0.265 0.004 1.000 1.000 0.283

Notes: See the notes of Appendix A Table A1. The null hypothesis is Granger non-causality. This table shows the p-values of the quantile Granger non-causality test. The bold text indicates
the rejection of the null hypothesis at the 1% significance level.

Table A3. Quantile Granger causality test between the % change of reserves and FX rate (and NEER) in case of Japan.

Japan RES;FX rate RES:FX rate RES;NEER RES:NEER
Quantile

(τ) Lags = 1 Lags = 2 Lags = 3 Lags = 1 Lags = 2 Lags = 3 Lags = 1 Lags = 2 Lags = 3 Lags = 1 Lags = 2 Lags = 3

all 0.230 0.387 0.430 0.004 0.004 0.004 0.209 0.161 0.083 0.004 0.004 0.004
0.05 1.000 0.817 1.000 0.004 0.004 0.004 0.252 0.117 0.113 0.004 0.004 0.004
0.10 0.313 0.235 0.257 0.004 0.004 0.004 0.243 0.296 0.139 0.004 0.004 0.004
0.15 0.091 0.743 0.735 0.004 0.004 0.004 0.100 0.026 0.017 0.004 0.004 0.004
0.20 1.000 0.639 0.570 0.004 0.004 0.004 1.000 1.000 0.548 0.004 0.004 0.004
0.25 0.152 0.778 0.526 0.004 0.004 0.004 0.822 0.804 0.748 0.004 0.004 0.004
0.30 0.252 0.296 0.687 0.004 0.004 0.004 0.191 0.057 0.126 0.004 0.004 0.004
0.35 0.791 0.817 0.783 0.004 0.004 0.004 0.565 0.774 1.000 0.004 0.004 0.004
0.40 0.239 0.161 0.483 1.000 0.983 0.865 0.491 0.304 0.026 0.926 0.943 0.865
0.45 0.174 0.335 0.613 0.113 0.309 0.452 0.704 0.291 0.339 0.113 0.309 0.452
0.50 0.226 0.187 0.135 0.004 0.004 0.004 0.322 0.296 0.187 0.004 0.004 0.004
0.55 0.100 0.252 0.165 0.004 0.004 0.004 0.117 0.061 0.100 0.004 0.004 0.004
0.60 0.239 0.348 0.013 0.004 0.004 0.004 0.296 0.317 0.122 0.004 0.004 0.004
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Table A3. Cont.

Japan RES;FX rate RES:FX rate RES;NEER RES:NEER
Quantile

(τ) Lags = 1 Lags = 2 Lags = 3 Lags = 1 Lags = 2 Lags = 3 Lags = 1 Lags = 2 Lags = 3 Lags = 1 Lags = 2 Lags = 3

0.65 0.291 0.630 0.135 0.004 0.004 0.004 0.030 0.026 0.039 0.004 0.004 0.004
0.70 0.496 0.304 0.570 0.004 0.004 0.004 0.104 0.213 0.309 0.004 0.004 0.004
0.75 0.465 0.161 0.065 0.004 0.004 0.004 0.265 0.257 0.304 0.004 0.004 0.004
0.80 0.483 0.483 0.417 0.004 0.004 0.004 0.396 0.496 0.130 0.004 0.004 0.004
0.85 0.274 0.248 1.000 0.004 0.004 0.004 0.035 0.052 0.039 0.004 0.004 0.004
0.90 0.065 0.065 0.252 0.004 0.004 0.004 0.700 0.687 0.357 0.004 0.004 0.004
0.95 0.122 0.091 0.157 1.000 0.457 0.322 1.000 1.000 1.000 1.000 0.457 0.322

Notes: See the notes of Appendix A Table A1. The null hypothesis is Granger non-causality. This table shows the p-values of the quantile Granger non-causality test. The bold text indicates
the rejection of the null hypothesis at the 1% significance level.

Table A4. Quantile Granger causality test between the % change of reserves and FX rate (and NEER) in case of Taiwan.

Taiwan RES;FX rate RES:FX rate RES;NEER RES:NEER
Quantile

(τ)
Lags = 1 Lags = 2 Lags = 3 Lags = 1 Lags = 2 Lags = 3 Lags = 1 Lags = 2 Lags = 3 Lags = 1 Lags = 2 Lags = 3

all 0.004 0.004 0.004 0.004 0.004 0.004 0.061 0.017 0.035 0.004 0.004 0.004
0.05 1.000 1.000 1.000 0.378 0.322 0.335 1.000 1.000 1.000 0.378 0.322 0.335
0.10 0.004 0.004 0.004 0.039 0.039 0.022 0.004 0.004 0.013 0.039 0.039 0.022
0.15 0.022 0.022 0.009 0.004 0.004 0.004 0.387 0.322 0.122 0.004 0.004 0.004
0.20 0.013 0.013 0.017 0.004 0.004 0.004 0.026 0.013 0.004 0.004 0.004 0.004
0.25 0.009 0.013 0.009 0.004 0.004 0.004 0.043 0.052 0.030 0.004 0.004 0.004
0.30 0.061 0.022 0.026 0.004 0.004 0.004 0.013 0.070 0.017 0.004 0.004 0.004
0.35 0.004 0.004 0.004 0.217 0.057 0.083 0.191 0.287 0.326 0.217 0.057 0.083
0.40 0.004 0.022 0.013 0.826 0.700 1.000 0.174 0.270 0.239 0.826 0.700 1.000
0.45 0.635 1.000 1.000 0.483 0.457 0.278 0.313 0.348 0.165 0.483 0.457 0.278
0.50 0.317 0.317 0.339 0.052 0.004 0.004 0.370 0.278 0.300 0.052 0.004 0.004
0.55 0.117 0.174 0.161 0.004 0.004 0.004 0.635 0.661 0.465 0.004 0.004 0.004
0.60 0.004 0.017 0.009 0.004 0.004 0.004 0.391 0.452 0.426 0.004 0.004 0.004
0.65 0.004 0.004 0.004 0.004 0.004 0.004 0.774 0.657 0.378 0.004 0.004 0.004
0.70 0.004 0.004 0.004 0.004 0.004 0.004 1.000 1.000 1.000 0.004 0.004 0.004
0.75 0.004 0.004 0.004 0.004 0.004 0.004 0.474 0.852 0.448 0.004 0.004 0.004
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Table A4. Cont.

Taiwan RES;FX rate RES:FX rate RES;NEER RES:NEER
Quantile

(τ)
Lags = 1 Lags = 2 Lags = 3 Lags = 1 Lags = 2 Lags = 3 Lags = 1 Lags = 2 Lags = 3 Lags = 1 Lags = 2 Lags = 3

0.80 0.004 0.004 0.004 0.104 0.165 0.378 0.004 0.048 0.052 0.104 0.165 0.378
0.85 0.004 0.052 0.017 1.000 0.361 0.174 0.004 0.004 0.057 1.000 0.361 0.174
0.90 0.035 0.017 0.004 0.426 0.774 1.000 0.004 0.004 0.004 0.426 0.774 1.000
0.95 1.000 1.000 1.000 0.087 0.070 0.074 0.074 0.022 0.022 0.087 0.070 0.074

Notes: See the notes of Table A1. The null hypothesis is Granger non-causality. This table shows the p-values of the quantile Granger non-causality test. The bold text indicates the rejection
of the null hypothesis at the 1% significance level.

Table A5. Quantile Granger causality test between the % change of reserves and FX rate (and NEER) in case of Hong Kong.

Hong Kong RES;FX rate RES:FX rate RES;NEER RES:NEER
Quantile

(τ)
Lags = 1 Lags = 2 Lags = 3 Lags = 1 Lags = 2 Lags = 3 Lags = 1 Lags = 2 Lags = 3 Lags = 1 Lags = 2 Lags = 3

all 0.004 0.039 0.022 0.004 0.004 0.004 0.183 0.309 0.313 0.004 0.004 0.004
0.05 1.000 1.000 1.000 0.004 0.004 0.004 0.709 0.600 0.657 0.004 0.004 0.004
0.10 0.096 0.248 0.213 0.004 0.004 0.004 0.448 0.496 0.726 0.004 0.004 0.004
0.15 0.004 0.004 0.004 0.004 0.004 0.004 0.074 0.052 0.030 0.004 0.004 0.004
0.20 0.004 0.004 0.004 0.004 0.004 0.004 0.039 0.057 0.043 0.004 0.004 0.004
0.25 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004
0.30 0.004 0.057 0.043 0.004 0.004 0.004 0.283 0.157 0.187 0.004 0.004 0.004
0.35 0.004 0.061 0.061 0.004 0.004 0.004 0.500 0.822 0.865 0.004 0.004 0.004
0.40 0.057 0.057 0.048 0.004 0.004 0.004 0.626 0.609 0.413 0.004 0.004 0.004
0.45 0.096 0.091 0.087 0.126 0.170 0.152 0.396 0.743 0.730 0.126 0.170 0.152
0.50 0.265 0.457 0.439 0.130 0.113 0.204 0.778 0.383 0.378 0.130 0.113 0.204
0.55 0.126 0.222 0.178 0.004 0.004 0.004 0.213 0.304 0.443 0.004 0.004 0.004
0.60 0.026 0.070 0.065 0.004 0.004 0.004 0.087 0.235 0.335 0.004 0.004 0.004
0.65 0.004 0.017 0.004 0.004 0.004 0.004 0.391 0.552 0.548 0.004 0.004 0.004
0.70 0.004 0.004 0.004 0.004 0.004 0.004 0.739 1.000 1.000 0.004 0.004 0.004
0.75 0.004 0.004 0.004 0.004 0.004 0.004 0.743 0.217 0.161 0.004 0.004 0.004
0.80 0.004 0.004 0.004 0.004 0.004 0.004 0.070 0.078 0.230 0.004 0.004 0.004
0.85 0.004 0.004 0.004 0.004 0.004 0.004 0.474 0.783 0.670 0.004 0.004 0.004
0.90 0.004 0.004 0.004 0.004 0.004 0.004 0.096 0.065 0.078 0.004 0.004 0.004
0.95 1.000 1.000 1.000 0.009 0.157 0.004 0.083 0.474 0.483 0.009 0.157 0.004

Notes: See the notes of Appendix A Table A1. The null hypothesis is Granger non-causality. This table shows the p-values of the quantile Granger non-causality test. The bold text indicates
the rejection of the null hypothesis at the 1% significance level.



Sustainability 2020, 12, 6961 20 of 23

Table A6. Quantile Granger causality test between the % change of reserves and FX rate (and NEER) in case of Korea.

Korea RES;FX rate RES:FX rate RES;NEER RES:NEER
Quantile

(τ)
Lags = 1 Lags = 2 Lags = 3 Lags = 1 Lags = 2 Lags = 3 Lags = 1 Lags = 2 Lags = 3 Lags = 1 Lags = 2 Lags = 3

all 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004
0.05 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004
0.10 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004
0.15 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004
0.20 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004
0.25 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004
0.30 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004
0.35 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004
0.40 0.104 0.439 0.122 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004
0.45 0.143 0.870 0.904 0.043 0.283 0.252 0.004 0.087 0.183 0.043 0.283 0.252
0.50 0.265 0.070 0.400 0.048 0.004 0.087 0.265 0.174 0.222 0.048 0.004 0.087
0.55 0.074 0.039 0.035 0.004 0.004 0.004 0.904 0.674 0.617 0.004 0.004 0.004
0.60 0.004 0.026 0.035 0.004 0.004 0.004 0.004 0.004 0.009 0.004 0.004 0.004
0.65 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004
0.70 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004
0.75 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004
0.80 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004
0.85 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004
0.90 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004 0.004
0.95 0.004 0.013 0.004 0.004 0.004 0.009 0.004 0.004 0.004 0.004 0.004 0.009

Notes: See the notes of Appendix A Table A1. The null hypothesis is Granger non-causality. This table shows the p-values of the quantile Granger non-causality test. The bold text indicates
the rejection of the null hypothesis at the 1% significance level.
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