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Preface

Generalized linear models provide a unified approach to many of the most
common statistical procedures used in applied statistics. They have ap-
plications in disciplines as widely varied as agriculture, demography, eco-
logy, economics, education, engineering, environmental studies and pollu-
tion, geography, geology, history, medicine, political science, psychology,
and sociology, all of which are represented in this text.

In the years since the term was first introduced by Nelder and Wedder-
burn in 1972, generalized linear models have slowly become well known and
widely used. Nevertheless, introductory statistics textbooks, and courses,
still most often concentrate on the normal linear model, just as they did in
the 1950s, as if nothing had happened in statistics in between. For students
who will only receive one statistics course in their career, this is especially
disastrous, because they will have a very restricted view of the possible
utility of statistics in their chosen field of work. The present text, being
fairly advanced, is not meant to fill that gap; see, rather, Lindsey (1995a).

Thus, throughout much of the history of statistics, statistical modelling
centred around this normal linear model. Books on this subject abound.
More recently, log linear and logistic models for discrete, categorical data
have become common under the impetus of applications in the social sci-
ences and medicine. A third area, models for survival data, also became a
growth industry, although not always so closely related to generalized linear
models. In contrast, relatively few books on generalized linear models, as
such, are available. Perhaps the explanation is that normal and discrete, as
well as survival, data continue to be the major fields of application. Thus,
many students, even in relatively advanced statistics courses, do not have
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an overview whereby they can see that these three areas, linear normal,
categorical, and survival models, have much in common. Filling this gap is
one goal of this book.

The introduction of the idea of generalized linear models in the early
1970s had a major impact on the way applied statistics is carried out. In the
beginning, their use was primarily restricted to fairly advanced statisticians
because the only explanatory material and software available were addressed
to them. Anyone who used the first versions of GLIM will never forget
the manual which began with pages of statistical formulae, before actually
showing what the program was meant to do or how to use it.

One had to wait up to twenty years for generalized linear modelling
procedures to be made more widely available in computer packages such
as Genstat, Lisp-Stat, R, S-Plus, or SAS. Ironically, this is at a time when
such an approach is decidedly outdated, not in the sense that it is no longer
useful, but in its limiting restrictions as compared to what statistical models
are needed and possible with modern computing power. What are now
required, and feasible, are nonlinear models with dependence structures
among observations. However, a unified approach to such models is only
slowly developing and the accompanying software has yet to be put forth.
The reader will find some hints in the last chapter of this book.

One of the most important accomplishments of generalized linear models
has been to promote the central role of the likelihood function in inference.
Many statistical techniques are proposed in the journals every year without
the user being able to judge which are really suitable for a given data
set. Most ad hoc measures, such as mean squared error, distinctly favour
the symmetry and constant variance of the normal distribution. However,
statistical models, which by definition provide a means of calculating the
probability of the observed data, can be directly compared and judged:
a model is preferable, or more likely, if it makes the observed data more
probable (Lindsey, 1996b). This direct likelihood inference approach will be
used throughout, although some aspects of competing methods are outlined
in an appendix.

A number of central themes run through the book:

• the vast majority of statistical problems can be formulated, in a uni-
fied way, as regression models;

• any statistical models, for the same data, can be compared (whether
nested or not) directly through the likelihood function, perhaps, with
the aid of some model selection criterion such as the AIC;

• almost all phenomena are dynamic (stochastic) processes and, with
modern computing power, appropriate models should be constructed;

• many so called “semi-” and “nonparametric” models (although not
nonparametric inference procedures) are ordinary (often saturated)
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generalized linear models involving factor variables; for inferences, one
must condition on the observed data, as with the likelihood function.

Several important and well-known books on generalized linear models are
available (Aitkin et al., 1989; McCullagh and Nelder, 1989; Dobson, 1990;
Fahrmeir and Tutz, 1994); the present book is intended to be complement-
ary to them.

For this text, the reader is assumed to have knowledge of basic statistical
principles, whether from a Bayesian, frequentist, or direct likelihood point
of view, being familiar at least with the analysis of the simpler normal linear
models, regression and ANOVA. The last chapter requires a considerably
higher level of sophistication than the others.

This is a book about statistical modelling, not statistical inference. The
idea is to show the unity of many of the commonly used models. In such
a text, space is not available to provide complete detailed coverage of each
specific area, whether categorical data, survival, or classical linear models.
The reader will not become an expert in time series or spatial analysis
by reading this book! The intention is rather to provide a taste of these
different areas, and of their unity. Some of the most important specialized
books available in each of these fields are indicated at the end of each
chapter.

For the examples, every effort has been made to provide as much back-
ground information as possible. However, because they come from such a
wide variety of fields, it is not feasible in most cases to develop prior the-
oretical models to which confirmatory methods, such as testing, could be
applied. Instead, analyses primarily concern exploratory inference involving
model selection, as is typical of practice in most areas of applied statistics.
In this way, the reader will be able to discover many direct comparisons
of the application of the various members of the generalized linear model
family.

Chapter 1 introduces the generalized linear model in some detail. The
necessary background in inference procedures is relegated to Appendices A
and B, which are oriented towards the unifying role of the likelihood func-
tion and include details on the appropriate diagnostics for model checking.
Simple log linear and logistic models are used, in Chapter 2, to introduce
the first major application of generalized linear models. These log linear
models are shown, in turn, in Chapter 3, to encompass generalized linear
models as a special case, so that we come full circle. More general regres-
sion techniques are developed, through applications to growth curves, in
Chapter 4. In Chapter 5, some methods of handling dependent data are de-
scribed through the application of conditional regression models to longit-
udinal data. Another major area of application of generalized linear models
is to survival, and duration, data, covered in Chapters 6 and 7, followed by
spatial models in Chapter 8. Normal linear models are briefly reviewed in
Chapter 9, with special reference to model checking by comparing them to
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nonlinear and non-normal models. (Experienced statisticians may consider
this chapter to be simpler than the the others; in fact, this only reflects
their greater familiarity with the subject.) Finally, the unifying methods
of dynamic generalized linear models for dependent data are presented in
Chapter 10, the most difficult in the text.

The two-dimensional plots were drawn with MultiPlot, for which I thank
Alan Baxter, and the three-dimensional ones with Maple. I would also like
to thank all of the contributors of data sets; they are individually cited with
each table.

Students in the masters program in biostatistics at Limburgs University
have provided many comments and suggestions throughout the years that
I have taught this course there. Special thanks go to all the members of the
Department of Statistics and Measurement Theory at Groningen University
who created the environment for an enjoyable and profitable stay as Visiting
Professor while I prepared the first draft of this text. Philippe Lambert,
Patrick Lindsey, and four referees provided useful comments that helped to
improve the text.
Diepenbeek J.K.L.
December, 1996
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