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Preface

The first course in statistics, no matter how “good” or “long” it is, typically
covers inferential procedures which are valid only if a number of preconditions
are satisfied by the data. For example, students are taught about regression
procedures valid only if the true residuals are independent, homoscedastic,
and normally distributed. But they do not learn how to check for indepen-
dence, homoscedasticity, or normality, and certainly do not learn how to
adjust their data and/or model so that these assumptions are met.

To help this student out® T designed a second course, containing a collec-
tion of statistical diagnostics and prescriptions necessary for the applied
statistician so that he can deal with the realities of inference from data, and
not merely with the kind of classroom problems where all the data satisfy the
assumptions associated with the technique to be taught. At the same time I
realized that I was writing a book for a wider audience, namely all those
away from the classroom whose formal statistics education ended with such
a course and who apply statistical techniques to data. Thus the book begins
with four chapters of diagnostics, answering in turn the following questions:

How do I find out whether my data came from normal distributions?
e How do I find out whether my data are homoscedastic?

e How do I find out whether my data are independent?

o How do I find out whether there are outliers in my data?

I know of no book that treats the material in Chapters 1, 2, and 3, let alone
combines those topics under one cover. Two books are devoted to the topic
covered in Chapter 4; we include the most relevant material between these
covers as well.

! This student’s thoughts as he takes the first course are recorded in Chapter 0, entitled “A
Thoughtful Student’s Retrospective on Statistics 101”.
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Next the book presents two chapters of prescriptions. Chapter 5 answers
the questions:

e How do I fix up my data so that we can treat them as if they were normally
distributed?

e How do I fix up my regression variables so that the residuals are homo-
scedastic? )

e How do I concoct an appropriate set of independent variables /,-t(or a
regression? ’

Chapter 6 answers the most frequently asked questions by the student in that
“first course™:

e How do I know how many independent variables to put into a regression
model?
o What do I do about multicollinearity?

The material in Chapter 5 is, to my knowledge, not to be found in any other
book. Answers to the questions covered in my Chapter 6 are well presented
in Chapter 6 of Draper and Smith [1966] or Chatterjee and Price [1977];
again my justification for writing this chapter is to include it between the
covers of a single book of the timbre of this one.

Finally, the book contains two chapters on techniques for making in-
ferences from specialized data, mixed categorical and measured data (Chapter
7), and cross-classified data (Chapter 8). Though the material in these chapters
can be found in a number of other books, our approach to this material may
be a little different from the usual fare, and this slant may give the reader added
insight into the techniques covered in these chapters—in the main, into
analysis of variance and into log r linear modeling of contingency tables.
Chapter 7 was motivated by the observation that a first course teaches the
student both the two-sample ¢ test and multiple regression. What would then
be more natural in a second course than to use the multiple regression model
with dummy independent variables as the vehicle for teaching students the
generalization of the ¢ test, the analysis of variance? Once dummy variables
are introduced in regression, a natural further topic is the use of a “dummy”
variable as a dependent variable. This, too, is included in Chapter 7.

The last topic, along with the technology of the analysis of variance, leads
naturally to a topic not treated in a first course but which is probably as
important as ¢ tests and regression, namely the analysis of counted data.
Chapter 8 gives a brief summary of log r linear model analysis for counted
data, more to give the reader an acquaintance with these methods, and whet
his appetite for more, than replace the many excellent books devoted to this
subject.

In summary, I have written a book that is ostensibly for a “second course”
in applied statistics but actually may have merit as a ready handbook for the
practitioner. To this end, it is self-contained in that all necessary tables are
included in this book. When there was a number of competitive procedures
for the same problem, I was faced with an editorial choice: Should I only
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include the best procedure and disregard the rest, or include them all? My
answer to that question was the latter, for a few reasons. First, in some cases
we don’t yet know which procedure is best. (Of course, for situations in which
something is known about the properties of the procedure, I include that
information.) Second, sometimes a “better” procedure may be more complex
to implement than a “worse” procedure; by describing both the reader can
select the one he chooses to use based not merely on “goodness” but on
practicality. Finally, some of the “not-so-good” procedures are so well known
and well ingrained in statistical practice, or are intellectual forerunners of the
“better” procedures, that their absence would be noticed (and have been, in
earlier drafts).

One institutional idiosyncrasy which creeps into this book, but in a minor
way and can be brushed aside by the disinterested reader, is my occasional
use of IDA, an interactive data analysis system available to students at the
University of Chicago Graduate School of Business (see Roberts and Ling
[1982]). These uses have purposely not been edited out, partly to enhance this
book’s direct value to my students, but also partly to stimulate the reader’s
interest in interactive data analysis systems as the “way of life” in current
statistical practice. Moreover, as MINITAB (see Ryan, Joiner, and Ryan
[1985]) embodies commands which implement some of the procedures de-
scribed herein, I include some examples on the use of that data analysis system
as well. '

As I was writing these chapters, [ had to grapple with the problem as to
what level of mathematical and statistical background to presuppose of the
reader. Some of the material requires no more mathematics than high school
algebra; others require a good knowledge of matrix algebra. To cope with this
range of prerequisites, I have adopted a number of expository ground rules:

(1) describe the procedures in as clear a manner as I can consonant with the
maturity level necessary for the user of the procedure;

(2) provide motivation for the procedure, but stop short of a mathematical
derivation;

(3) provide an example of the use and computation of each procedure;

(4) provide a FORTRAN computer program for implementing the more
mathematically complex procedures.

We require three items of statistics background:

(1) familiarity with multiple regression modeling and at least a nodding ac-
quaintance with the matricial representation of the regression parameter
estimates;

(2) exposure to the t, F, chi-square, beta, gamma, binomial, Poisson, and
uniform densities, at least to the point of knowing their mean and variance
and how to read tables of their distributions; and

(3) understanding of the workings of the expectation (&), variance (¥”), and
covariance (%) operators.

These are for the most part covered in a good first course in statistics. Any



xiv Preface

gap between what the reader has learned in such a course and a particular
fact needed to read this book can be bridged by the reader with a minimum
amount of individual effort.

Thus, the book is not written toward a single prototypical reader with a
specific background. The applied statistician with a background in matrix
algebra and a prior background in regression will find this book, at even its
most difficult points, right at his level and in its easiest parts quite tedious.
The reader whose background is merely high school algebra, and a first course
in statistics which treated only the normal distribution, will find some of the
material opaque. To him, I can only recommend that he read the opaque
material, at least to ascertain the general drift of the described material, in
order that, knowing of its existence, he can invoke it at appropriate occasions
with the help of a more mathematically trained statistician. I have helped the
reader along by segregating the material in each section of the book into
two categories, labeled “Prescription” and “Theorétical Background”, respec-
tively. I have tried to make the “Prescription” material more intuitive, read-
able to. the practitioner, and “cook-bookish”; and even in the “Theoretical
Background” most theoretical results are stated without proof. Of course, one
can pursue any topic in the book in greater depth by going back to the cited
references.

The reader should be forewarned that I am a bit idiosyncratic in my
notation. I use lowercase letters to denote scalar variables and uppercase
letters to denote matrix (and vector) variables. I use regular type to denote
nonrandom variables and boldface type to denote random variables. Thus we
can look at a symbol and know whether or not it is a matrix and whether or
not it is random. (No longer need we write X for a random variable and x for
its value, or equations like X = x, and no longer will we be confused about
what symbols to use for a random matrix and its value.) Schematically, the
notation is the following;

Nonrandom Random
Scalar x X
Matrix X X

At the blackboard one can easily denote randomness by using the printer’s
symbol ~under the letter to indicate randomness, e.g., what appears in this
book as u would be written on the blackboard as u. (This is by contrast to
those who are already denoting randomness by using the ~ above the letter
to indicate randomness.) Finally, I have attempted to name all parameters
with Greek letters, and here again the case of the letter indicates whether it is
a scalar or a matrix.

To make this book as usable as possible, I have appended to each chapter
all the specialized tables necessary to perform the statistical procedures de-
scribed therein, though in most cases only for the 59; significance level. Since
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tables of the ¥ and F distribution are necessary for almost all the chapters of
this book, I append them for ready reference in this Preface.
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Percentage Points of the y? Distribution.

x 0.995 0-990 . 0,975 0.950 0.900 | - 0.750 0.500
1 [392704.10-1°| 157088.10-°|982069.10-° | 393214.10-8| 0-0157908 | 0-1015308 | 0-454037
2 0-0100251 | 0-0201007 | 0-05608356 | 0-102587 0-210720 0-575364 1-38629
3 0-0717212 | 0-114832 0-215795 0-351846 0-584375 1:212534 2-36597
4 0-206990 0-297110 0-484419 0-710721 1-063623 1-92256 3-35670
5 0-411740 0-554300 0-831211 1-145476 1-61031 2-67460 4:35146
6 0675727 0-872085 1-237347 1-63539 2-20413 3-45460 5-34812
7 0-989265 1-239043 1-68987 2-18735 2:83311 4-25486 6-34581
8 1-344419 1-646482 2-17973 2-73264 3-48954 5-07064 7-34412
9 1-734926 2-087912 2-70039 3-32511 4-16816 5-89883 8-34283

10 2-15586 2-55821 3-24697 3-94030 4-86518 6-73720 9-34182
11 2-60321 3-06347 3-815675 4-57481 557779 7-58412 10-3410
12 3-07382 3-57056 4-40379 5-22603 6-30380 8:43842 11-3403
13 3:66503 4-10691 5-00874 5-89186 7-04150 9-29906 12-3308
14 4-07468 4-66043 5-62872 6-57063 7-78963 10-1653 13-3393
15 4:60094 5-22935 6-26214 7-26094 8:54675 11-0365 14-3389
16 5-14224 5-81221 6-90766 7-96164 9-31223 11-9122 15-3385
17 5-69724 6-40776 7-56418 8-67176 10-0852 12-7919 16-3381
18 6-26481 7-01491 8-23075 9-39046 10-8649 13-6753 17-3379
19 6-84398 7-63273 8-9068556 10-1170 11-6509 145620 18-3376
20 7-43386 8:26040 9-59083 10-8608 12-4426 15-4518 19-3374
21 8-03366 8-89720 10-28293 11-6913 13-2396 16-3444 20-3372
22 8-64272 9-54249 10-9823 12-3380 14-0416 17-2396 21-3370
23 9-26042 10-19567 11-6885 13-0905 14-8479 18-1373 22-3369
24 9-88623 10-8564 12-4011 13-8484 15-6687 19-0372 23-3367
25 10-5197 11-5240 13-1197 14-6114 16-4734 19-9393 24-3366
26 11-1603 12-1981 13-8439 16-3791 17-2919 20-8434 25-3364
27 11-8076 12-8786 14-5733 16-1513 18-1138 21.7494 26-3363
28 12-4813 13-5648 15-3079 16-9279 18-9392 22-6572 27-3363
29 13-1211 14-2565 168-0471 17-7083 19-7677 23-5666 28-3362
30 13-7867 14-9536 16-7908 18-4926 20-5992 24-4776 29-3360
40 | 20-7065 22:1643 244331 26-5093 29-0505 33-6603 39-3354
50 | 27-9907 29-7087 32-3674 34:7642 37-6886 42-9421 49-3349
60 | 35-5346 37-4848 40-4817 43-1879 46-4589 52-2938 59-3347
70 | 43-2752 464418 48-7576 51-7393 55-3290 61-6983 89-3344
80 | 51-1720 53:5400 571532 60-3915 64-2778 T1-1446 79-3343
9 59-1063 61:7541 65-8466 69-1260 73:2912 80-6247 80-3342
100 | 67-3276 70-0648 74-2219 77-9295 82:3581 90-1332 99-3341
X |-2-5758 - 2-3263 -1-9600 —~1-6449 —1-2816 —0-6745 0-0000

Sourck: Pearson and Hartley [1958]. Reprinted from Biometrika Tables for Statisticians, Vol. I, with
the permission of the Biometrika Trustees.
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Percentage Points of the y? Distribution (continued)

v Q 0.250 0.100 0-050 0.025 0.010 0.005 0.001
1 1-32330 270554 3-84146 502389 6-63490 7-87944 10-828
2 2-77259 4-60517 5-99147 7-37776 9-21034 10-5966 13-8:6
3 4-10836 6-25139 7-81473 934840 11-3449 12-8381 16-266
4 5-38627 7-77944 948773 11-1433 13-2767 14-8602 18-467
5 6-62568 9-23635 11-0705 12-8325 15-0863 16-7496 20-515
6 7-84080 10-6446 12-5916 14-4404 16-8119 18-5476 22-458
7 9-03716 12-:0170 14-0671 16-0128 18-4763 20-2777 24-322
8 10-2188 13-3616 15-5073 17-5346 20-0902 21-9550 26-125
9 11-3887 14-6837 16-9190 19-0228 21-6660 23-5893 27-877

10 12-5489 15-9871 18-3070 20-4831 23:2093 25-1882 29-588
11 13-7007 17-2750 19-6751 21-9200 24-7250 26-7569 31-264
12 14-8454 18-5494 21-0261 23-3367 26-2170 28-2995 32-909
13 15-9839 19-8119 22-3621 24-7356 27-6883 20-8194 34-528
14 171170 21-0842 23-6848 26-1190 29-1413 31-3193 36-123
15 18-2451 22-3072 24-9958 27-4884 30-5779 32-8013 37-697
16 19-3688 23-5418 26-2062 28-8454 31-9999 34-2672 39-252
17 20-4887 24-7690 27-56871 30-1910 33-4087 357186 40-790
18 21-6049 25-0894 28-8693 31-5264 34-8053 37-1564 42-312
19 22-7178 27-2036 30-1435 32-8523 36-1908 38-5822 43-820
20 23-8277 28-4120 31-4104 34-1696 37-5662 39-9968 45-315
21 24-9348 29-6151 32-6705 35-4789 38-9321 41-4010 46-797
22 26-0393 30-8133 33-9244 36-7807 40-2894 42-7956 48-268
23 27-1413 32-0069 35-1725 38-0757 41-6384 44-1813 40-728
24 28-2412 33-1963 36-4151 39-3641 42-9798 45-5685 51-179
25 29-3389 34-3816 37-8525 40-6465 44-3141 46-9278 52-620
26 30-4345 35-6631 38-8852 41-9232 45-6417 48-2899 54-052
27 31-5284 36-7412 40-1133 43-1944 46-9630 49-6449 55-476
28 32-6205 37-9159 41-3372 44-4607 48-2782 50-9933 56-892
29 33-7109 39-0876 42-5669 45-7222 49-5879 52-3356 58-:302
30 34-7998 40-2560 43-7729 46-9792 50-8922 53-6720 59-703
40 45-6160 51-8050 55:7686 59-3417 63-6907 66-7659 73-402
50 56-3336 63:1671 67-5048 71-4202 76-1639 79-4900 86-661
60 66-9814 74-3970 79-0819 83-2976 88:3794 91-9517 89-607
70 77-5766 85:56271 90-5312 95-0231 100-425 104-215 112-317
80 88-1303 96-5782 101-879 106-629 112-329 116-321 124-839
90 08-6499 107-565 113-145 118-136 124-116 128-299 137-208
100 109-141 118-498 124-342 129-561 135-807 140-169 149-449
X +0-6745 +1-2816 +1:6449 | +1-9600 +2-3263 +2:5768 + 3-0902

SOURCE: Pearson and Hartley [1958]. Reprinted from Biometrika Tables for Statisticians, Vol. I, with
the permission of the Biometrika Trustees.
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