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The effect that ratio schedules of reinforcement had upon variability of responding was investigated
in college students. Subjects were paid $0.02 contingent upon completion of eight presses, distributed
in any combination across two push buttons; 256 different sequences were possible. Sequence emission
was reinforced according to fixed- and variable-ratio schedules. Ratio requirements of 1, 2, 4 and 8
were presented in alternate components of a multiple schedule. The variability engendered by variable-
ratio schedules was also compared to that engendered by fixed ratios. Variability increased with ratio
size, irrespective of whether the schedule requirement was fixed or variable. The data demonstrate
the similarity between the determinants of human and nonhuman variability, and they illustrate the
role of ratio size in determining variability in operant behavior.
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A given response never occurs in exactly the
same way twice. Although variability is a fun-
damental characteristic of behavior, relatively
little research has addressed this phenomenon,
particularly with respect to humans. Some
studies have shown that variability may be
controlled by consequences, including a dem-
onstration of reinforcement of novel responses
emitted by porpoises (Pryor, Haag, & O'Reilly,
1969). Pigeons have also been operantly trained
to emit random distributions of right and left
responses (e.g., Neuringer, 1991; Page & Neu-
ringer, 1985). In contrast, the present paper
is concerned with variability in operant be-
havior that is not contingently related to re-
inforcement, but occurs as the result of envi-
ronmental events such as exposure to a
reinforcement schedule.
The explicit examination of variability dates
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at least to a 1937 study (Krechevsky, 1937a,
1937b) of variability in reinforced maze run-
ning. Studies in recent years have focused on
schedule-controlled behavior in order to elu-
cidate determinants of variability. For exam-
ple, McSweeney (1974) found, in a study in-
volving variable-interval (VI) schedules, that
variability decreased as a function of depri-
vation. In some respects this replicated the work
of Elliot (1934), who studied food deprivation
and maze-arm selection. Antonitis (1951)
demonstrated that variability in the location of
rats' nose pokes along a 10-cm slot in a wall
was greater when extinguished than when re-
inforced according to a fixed-ratio (FR) 1
schedule. Similarly, Notterman (1959) showed
that variability in lever-pressing force in-
creased during extinction, relative to FR 1 re-
inforcement.

Intermittent schedules have been shown to
engender a degree of variability intermediate
between the low levels observed on an FR 1
schedule and the high variability produced by
extinction. For example, Stebbins and Lanson
(1962) showed that the variability of lever re-
leasing of rats under a variable-ratio (VR) 3
schedule was intermediate between the levels
produced by FR 1 and by extinction. Using a
procedure similar to that of Antonitis (1951),
Eckerman and Lanson (1969) found further
support for the generalization that FR 1 en-
genders minimal response class variability, rel-
ative to random-interval (RI) schedules ar-
ranging from 0.4 to 2.0 reinforcers per minute.
Many experiments addressing behavioral
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variability have utilized a "lamp matrix" pro-
cedure. Vogel and Annau (1973) conducted
the first of these studies using a 4 x 4 matrix
of stimulus lamps, with pigeons as subjects.
Trials began with the upper left lamp illu-
minated, but responding on one key extin-
guished the presently illuminated lamp and
illuminated the lamp immediately to the right;
responding on the other key also extinguished
the current lamp and illuminated the lamp
below the current lamp. Reinforcers depended
upon illuminating the lower right lamp, which
could be accomplished by pecking each key
three times. Pecking either key more than three
times initiated a timeout. This procedure ar-
ranged reinforcement for any of 20 possible
sequences of left and right pecks. Over time
there was a marked decrease in the number of
different sequences emitted by the pigeons, with
each bird "locking into" a particular pattern.
Variability with pigeons responding on an 8
x 8 lamp matrix procedure was maximal with
extinction, minimal with an FR 1 schedule,
and intermediate with FR 4 and with fixed-
interval (FI) 2-min schedules (Schwartz, 1980,
1982a).
These studies demonstrated an inverse re-

lation between measures of variability and re-
inforcement rate: Schedules of reinforcement
that arrange food very frequently generate far
less variability than those that arrange food
less frequently. This has been demonstrated
in several nonhuman species and with several
experimental preparations (Antonitis, 1951;
Eckerman & Lanson, 1969; Schwartz, 1980,
1982a).

It is unclear whether variability in human
behavior is affected by reinforcement rate in
the same manner as variability in the behavior
of other species. Schwartz (1 982b) studied hu-
mans with a 5 x 5 lamp matrix procedure
and found that the two extremes of reinforce-
ment rate (FR 1 and extinction) produced re-
sults that replicated those that had been ob-
tained with nonhumans. However, experiments
with reinforcement rates between extinction
and FR 1 less clearly replicated the results of
research with nonhunman species. Schwartz
(1 982b) compared sequence completion in-
volving a random-ratio (RR) 2 to extinction
and FR 1. Although high levels of stereotypy
developed more slowly under RR 2 than under
the FR 1 condition, variability rapidly declined

to a low level and was essentially similar under
the two schedules.

It is puzzling that experiments with humans
have not replicated the well-documented in-
verse relation between reinforcement rate and
response variability found with nonhumans.
One interpretation of this discrepancy is that
random-ratio schedules do not enhance vari-
ability relative to FR 1 because there is a fun-
damental difference in the way that reinforce-
ment rate affects human versus nonhuman
behavioral variability. Data from nonhumans
comparing the variability induced by RR
schedules to the variability induced by FR 1
schedules do not exist, so at present this pos-
sibility cannot be ruled out. An alternative pos-
sibility is that sensitivity to reinforcement rate
has not been found with humans because RR
2 and FR 1 schedules both arrange very high
reinforcement rates. It is possible that results
comparable to those obtained with nonhumans
could be obtained with humans by using a
broader range of schedule parameters. There
is also the possibility that other procedural
differences in human versus nonhuman ex-
perimentation could be the key-differences
involving type of reinforcer, instructions, or
duration of exposure to experimental sessions
(see Perone, Galizio, & Baron, 1988).
The present experiment further examined

this issue of determining similarities and dif-
ferences in human behavioral variability com-
pared to nonhumans. The procedures used in
this experiment reinforced sequence comple-
tion according to ratio schedules. Although
specific sequences were not explicitly rein-
forced, some sequences happened to be fol-
lowed by reinforcement, whereas others were
not. It is possible that sequences that were
followed by reinforcement became more or less
likely to be repeated than sequences that did
not happen to produce reinforcers. This was
assessed by determining (a) whether the like-
lihood of repeating the sequence that produced
reinforcement was either enhanced or reduced
relative to whether the sequence had not been
reinforced, and (b) whether the reemission
probability was affected by the number of tri-
als since the last reinforcer was delivered.
The lamp matrix experiments reviewed

above permitted only four responses on each
key per each eight-member sequence of left
and right pecks. In contrast, the response unit
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in the present experiment was defined as eight
key presses distributed between two push but-
tons, without the four-response limit. Subjects
viewed a matrix (depicted in Figure 1) that
was structured such that any combination of
eight responses moved the cursor to the outside
of the figure (trials always began with the
cursor in the upper left corner). Every left
response moved the cursor on a computer dis-
play one square down, whereas every right
response advanced the cursor to the right. Re-
inforcement depended not upon moving the
cursor to the lower right corner, as in previous
studies, but simply upon moving the cursor to
the outside of the figure by emitting any of the
256 possible sequences of eight left and/or
right responses.
The subject received reinforcement based on

fixed- and variable-ratio sequence comple-
tions. The relation between ratio size and vari-
ability was investigated by presenting four
schedule sizes during every session. The rel-
ative contribution of reinforcement rate and
schedule periodicity to variability was also in-
vestigated by exposing subjects to a variety of
both FR and VR schedules; this issue has re-
ceived minimal prior attention (but see Eck-
erman & Lanson, 1969).

METHOD
Subjects

Five undergraduates served as subjects.
Subjects were selected without regard for gen-
der, but all subjects were male except M3.
Applicants who had completed more than one
course in psychology were rejected.

Apparatus
Experimental sessions took place in a win-

dowless room (1.5 m wide by 4 m long). The
subject was seated in front of a table with a
green monochrome computer monitor and a
response panel. The dimensions of the re-
sponse panel were 30 cm wide by 9.5 cm high
by 25 cm deep. The panel contained two push
buttons, each 2.3 cm in diameter, with the
center of the left button 10 cm from the left
edge and 4.25 cm above the base of the panel.
The center of the right button was 10 cm to
the right of the center of the left button.

During experimental sessions, the experi-

Fig. 1. A depiction of the matrix displayed to the
subject on the computer screen. The cursor was initially
located in the upper left block and moved one square to
the right with every press of the right push button. Left
presses moved the cursor down one square. Any combi-
nation of eight left and right presses caused the cursor to
exit from the figure; exits were reinforced according to FR
and VR schedules.

menter was located in an adjoining room, sep-
arated from the subject's area by a closed door.
The experimenter's room contained a micro-
computer that arranged and recorded all ex-
perimental events. The computer was inter-
faced to the response panel via solder
connections between keyboard and push but-
ton contacts.

Procedure
Subjects were asked to read and sign an

informed consent form prior to the start of the
first session. An important feature of this doc-
ument was a clause that held that in addition
to money earned during each experimental ses-
sion, the subject would be paid a $1.50 par-
ticipation fee for each session. The document
also indicated that the participation fee would
be withheld until the conclusion of the exper-
iment; failure to complete the experiment
would result in forfeiture of all retained par-
ticipation fees. After signing this document, the
subject was then exposed to an experimental
session. Following the first session, the subject
was paid for the session and given the oppor-
tunity to withdraw from the experiment.
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At the beginning of each session, "Press Ei-
ther Button to Begin Session" was displayed
on the computer monitor. Pressing a button
cleared the screen and displayed the following
instructions:

Thank you for agreeing to help me with my
experiment. The object of this experiment is to
earn as much money as possible. The money
you earn will be reflected on the counter which
will be displayed on the screen. Money is earned
by pressing the left and/or right red pushbut-
tons. Furthermore, the only time money is
earned is when the solid white square exits the
figure. Whenever money is earned, the amount
will be two cents.

Please perform the experiment until a mes-
sage appears on the screen indicating that the
session has ended.
PLEASE DO NOT DISCUSS THIS EX-

PERIMENT WITH ANYONE.
Thank you, and enjoy your session.

**PRESS A PUSHBUTTON TO CONTIN-
UE**

The instructions remained on the screen un-
til the subject pushed a button. Following the
instruction display, the screen cleared and
"Time for a 10" Break" was displayed in the
center of the screen. Ten seconds later the screen
cleared and the experimental display was
drawn.
The matrix (Figure 1) consisted of eight

rows of squares. The top row of the matrix
consisted of eight squares, and each succes-
sively lower line contained one less square than
the prior line, left justified, with the last row
containing one square. Cumulative within-ses-
sion earnings were displayed on an on-screen
counter centered above the matrix display. The
counter consisted of "Money Earned: $X.XX"
(where X represents a digit).
A small cursor (0.5 cm by 0.5 cm) was cen-

tered in the upper left matrix square at the
beginning of each trial. Pressing the left button
moved the cursor down one square, and press-
ing the right button moved the cursor one
square to the right. Eight presses, distributed
in any pattern ranging from all left presses to
all right presses, moved the cursor out of the
matrix. The cursor remained outside of the
matrix for 250 ms. On trials ending without
reinforcement, the cursor disappeared for 2 s,
followed by its reappearance in the upper left
square. On trials in which reinforcement oc-
curred, the offset of the cursor was followed

by a display, directly beneath the money coun-
ter, of the words, "2 Cents Earned." This mes-
sage flashed on and off every 250 ms for 2 s.
The money counter incremented by 2 cents at
the end of the 2-s reinforcer display, the cursor
returned to the upper left corner, and the next
trial began. Button pressing had no pro-
grammed consequences during the 2-s gap be-
tween cursor offset and the initiation of the
next trial.
The cursor disappeared from the matrix

whenever a press followed the preceding press
by less than 70 ms. The cursor reappeared in
the upper left square after 2 s, and a new trial
was begun. This contingency was designed to
reduce the incidence of pushing both buttons
essentially simultaneously (which would ad-
vance the cursor two squares at once). The
instructions for subjects M4 and M5 differed
from those of the other subjects in that they
also stated, "Do not press the buttons at an
extremely high rate-if you press too rapidly,
the cursor will exit the screen before reaching
the edge of the figure. This will not cost you
money, but will slow you down." This pair of
subjects also received supplemental feedback
when they pressed the buttons with intervals
of less than 70 ms between each press: "You
Pressed Too Fast" flashed beneath the money
counter during the 2-s timeout.

Sessions lasted approximately 30 min and
terminated following 300 trials, grouped into
four blocks of 75 trials. Each subject was ex-
posed to FR 1 and to VR 2, 4, and 8 during
each of the eight sessions of initial VR expo-
sure. (FR 1, when discussed with respect to
sessions in which VR schedules were also pre-
sented, will subsequently be referred to as VR
1 in order to simplify presentation.) Each VR
value was presented for 75 trials per session.
The component ratios of each VR were rect-
angularly distributed, with components rang-
ing from one to one less than twice the VR
size (e.g., VR 8 component ratios ranged from
1 to 15). The ratio required to earn each re-
inforcer was randomly selected from the rect-
angular distribution after each reinforcer.
Stimuli correlated with the VR or FR value
in effect were presented along the left and right
edges of the monitor display (see Table 1).
VR and FR values were incompletely coun-

terbalanced across sessions and subjects
(Christensen, 1980), as illustrated in Table 2.
Over the course of four sessions, each subject
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Table 1
The ASCII graphics characters presented along the left
and right borders of the screen as multiple schedule stimuli
during FR and VR schedule presentations.

Schedule Schedule ASCII Character
type value value appearance

VR 1 23
2 20 ¶
4 64
8 15 0

FR 1 158 Pt
2 234 Q
4 235 6
8 237 0

was exposed to each of the four VR values in
each of the four serial-presentation positions,
with each value following every other value
exactly once. Each subject received the same
sets of four sequences, but the order in which
each subject received the sequences was varied.
The order of presentation recycled after every
fourth session such that the order of VR pre-
sentations during Session 5 was the same as
during Session 1.

Following exposure to eight sessions of the
multiple VR schedule, subjects received four
multiple FR sessions, counterbalanced in the
same way as the VR components and sessions;
this was followed by another four sessions of
VR.
The screen cleared at end of each session

and the following display was generated:
"Thank You for Your Participation. You
Earned $X.XX." The subject was then paid
the amount of money displayed on the screen.

Data Analysis
Response variability was indexed by the

proportion of differing sequences and by the
proportion of dominant sequences. Propor-
tions were computed for each block of 75 trials
and then averaged across the four blocks of
trials that comprised each session. For ex-
ample, if three different sequences were emit-
ted within a block of 75 trials, the proportion
of different sequences for that block would be
.04 (3/75); this value would then be averaged
with the corresponding values from the re-
maining three blocks within the session. The
dominant sequence was defined for each block
as the sequence that occurred most frequently
within that block; the dominant sequence was

Table 2
The order of presentation of each schedule size within
successive four-session blocks; the order differed across
subjects. Upon completion of the four-block cycle, the order
of presentation was repeated.

Sub-
ject Session Schedule size

Ml 1 1 2 4 8
2 8 1 2 4
3 4 8 1 2
4 2 4 8 1

M2 1 2 4 1 8
2 4 8 2 1
3 8 1 4 2
4 1 2 8 4

M3 1 4 8 2 1
2 8 1 4 2
3 1 2 8 4
4 2 4 1 8

M4 1 1 2 8 4
2 2 4 1 8
3 4 8 2 1
4 8 1 4 2

M5 1 2 4 1 8
2 4 8 2 1
3 8 1 4 2
4 1 2 8 4

generally consistent across blocks and sessions.
The proportion of the dominant sequence was
averaged across the four blocks within each
session to determine the average proportion of
dominant sequences for the session. Calcula-
tion of the proportion of different and domi-
nant sequences within a block was sometimes
based upon data from fewer than 75 trials
because of a programming error that led to
occasional data-recording errors. It was pos-
sible to identify trials containing such errors,
so those trials were omitted from analysis. The
data of Ml, M2, and M3 were corrected for
the recording error; the data of M4 and M5
did not require adjustment.

RESULTS
Variability as a function of ratio require-

ment is presented in Figure 2. Each data point
is the average of four 75-trial exposures to a
particular ratio value; each panel presents data
averaged over four sessions. An exception to
this was Subject Ml, who inadvertently re-
ceived five exposures to VR 1 and three ex-
posures to VR 2 during Sessions 5 through 8
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Subjects Ml, M2, M4, and M5 clearly dis-
played sensitivity to VR size on at least one of
the two measures of variability. In each of
these cases, fewer different sequences were
emitted, and the dominant sequence was emit-
ted more reliably during exposure to VR 1
components than during VR 8 components.
This schedule sensitivity was especially evi-
dent during early sessions and generally de-
clined by the final four sessions. By the final
four sessions, 3 of the 5 subjects (M1, M2,
and M4) produced roughly equivalent levels
of variability during exposures to VR 2, 4, and
8, but displayed appreciably less variability
during VR 1 components. Comparing the first
block of VR exposures to the final block of
VR exposures also indicates that the differ-
entiation between the level of variability in-
duced during VR 1 components and the higher
components increased for these 3 subjects. The
other 2 subjects (M3 and M5) showed pro-
gressively less differentiation between the high
and low values. During FR exposures, all sub-
jects displayed a relation between schedule size
and variability that was very similar to that
displayed during VR components.
An evaluation of whether the overall degree

of sequence variability changed as a function
of extended exposure to the experiment is pre-
sented in Figure 3. The proportions of differ-
ent sequences and of the dominant sequence,
averaged over the four components of each ses-
sion without regard for schedule size, are plot-
ted as a function of successive sessions. Each
point is the result of averaging the different
sequence and dominant sequence proportions
for all four components presented during a
particular session. Only Subject M5 displayed
any appreciable decrease in variability as the
experiment progressed. This subject emitted a
dominant sequence on less than 65% of all
trials during the first four sessions, but by the
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Fig. 2. The proportion of different and dominant se-
quences as a function of schedule size. Data from each of
four 75-trial exposures to a schedule size within a four-
session block are averaged. The schedule values were pre-
sented within a multiple schedule, with the order of com-
ponent presentation different across subjects.
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final four sessions M5 emitted a dominant se-
quence on more than 95% of all trials. A sim-
ilar analysis failed to reveal systematic within-
session trends in the behavior of most subjects;
only M5 showed a systematic trend across
blocks. Initially, this subject's variability de-
clined across session quarters, but with suc-
cessive blocks of sessions, this trend leveled off.
By the final four sessions, this subject's vari-
ability was essentially unrelated to serial posi-
tion.

Reinforcement and Repetition Probability
A second major issue addressed by this study

was the extent to which reinforcement affected
the likelihood of emission of particular se-
quences. That is, when a sequence produces
a reinforcer, is it more likely to occur on sub-
sequent trials? This was examined by calcu-
lating the probability that the most recently
reinforced sequence would be repeated on suc-
cessive trials until another reinforcer was de-
livered. The probability of repeating nonrein-
forced sequences as a function of ordinal
position was also calculated and then sub-
tracted from the probability of repeating re-
inforced sequences to yield a measure of the
effect of reinforcer delivery on repetition prob-
ability. This approach assumes that the prob-
ability of repeating reinforced versus nonrein-
forced sequences should be different if
reinforcement influences repetition probabil-
ity.
The calculations may be illustrated by con-

sidering three response sequences that were
followed by a reinforcer and that were then
followed by two more sequences: LLLLRRRR
RRRRLLLL LLLLLLLL (reinforcer)
LLLLLLLL RRRRLLLL (reinforcer). The
probability of repeating reinforced sequences
would be computed by comparing the rein-
forced sequence (LLLLLLLL) to the se-
quence occupying the first ordinal position fol-
lowing reinforcement (LLLLLLLL). The
sequences are the same so the probability of
repeating a reinforced sequence in the first

Fig. 3. The proportion of different and dominant se-
quences as a function of sessions. Within each session, data
are averaged across schedule sizes. This presentation fa-
cilitates assessment of trends in variability as a function
of extended experimental exposure.
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postreinforcement ordinal position is 1. The
reinforced sequence (LLLLLLLL) is then
compared to the sequence in the second post-
reinforcement position (RRRRLLLL) and
classified as different, yielding a repetition
probability of 0 for the second ordinal position
following reinforcement. The analysis of the
reinforced sequence stopped at the second or-
dinal position due to the delivery of the next
reinforcer; if a subsequent reinforced sequence
was followed by three sequences prior to an-
other reinforcer delivery, the analysis of that
sequence would continue through the third or-
dinal position.
A similar set of calculations may be per-

formed on the sequences that were not im-
mediately followed by reinforcement. First,
each nonreinforced sequence may be catego-
rized with respect to whether it was repeated
on the next trial. LLLLRRRR, RRRRLLLL,
and LLLLLLLL were not repeated on the
immediately following trials, so the probability
of repeating a nonreinforced sequence on the
next trial was 0. The probability of repeating
a nonreinforced sequence two trials later may
be calculated. LLLLRRRR was followed two
trials later by LLLLLLLL, yielding a repe-
tition probability of 0. RRRRLLLL was not
included in the calculation because a reinforcer
was delivered.
The specific effect of reinforcement at each

ordinal position may then be computed by sub-
tracting the probability of repeating a non-
reinforced sequence from the probability of
repeating a reinforced sequence. The differ-
ence in repetition probability on the first trial
following reinforcement was 1 (1 - 0) and
was 0 (O - 0) on the second trial following
reinforcement, indicating that reinforcement
increased repetition probability on the im-
mediately following trial but had no effect on
repetition probability two trials following re-
inforcement. Negative values indicate that re-
inforcement produced a relative decrease in
repetition probability relative to nonreinforce-
ment.

The filled circles of Figure 4 show the effect
of reinforcement on repetition probability for
Subjects M4 and M5 (Ml, M2, and M3 are
not shown due to occasionally missing data).
The rectangular distribution of ratio compo-
nents permits examination of repetition prob-
abilities through the third, seventh, and 15th
ordinal positions following reinforcement for
VR 2, 4, and 8 and the second, fourth, and
eighth positions for FR 2, 4, and 8. The prob-
ability of repeating a nonreinforced sequence
can be computed for one less ordinal position
than is possible for a reinforced sequence. Con-
sequently, the probability of repeating a re-
inforced sequence is plotted in Figure 4 for
one more ordinal position than has been plot-
ted for the nonreinforcement effect measure.
The number of opportunities to categorize se-
quences declines as a function of ordinal po-
sition, so presentation of data for VR 8 was
limited to the 10th ordinal position. This en-
sured that all data points in Figure 4 are based
upon at least 10 sequences. Data for both mea-
sures are plotted for a comparable number of
ordinal positions because the effect of rein-
forcement could be calculated through the 1 0th
ordinal position. The data plotted for M4 in-
dicate that the probability of repeating the se-
quence that produced reinforcement was typ-
ically increased by reinforcement to the greatest
extent on the trial immediately following re-
inforcement. The increase in repetition prob-
ability following reinforcement declined over
subsequent trials, often to near 0. The effect
of reinforcement on repetition probability on
the first trial following reinforcement was
greatest during the first two blocks of VR ex-
posure and declined during the subsequent FR
and VR exposures. Across all blocks of sessions
and schedule sizes (except FR 2), it can be
seen that reinforcement increased the likeli-
hood of repeating a sequence above the base-
line likelihood of repeating a nonreinforced
sequence. This effect declined over successive
trials, and in many cases reinforcement actu-
ally decreased the likelihood of repeating a

Fig. 4. Relations between reinforcement and sequence repetition as a function of trials since reinforcement and
schedule size, plotted as a function of successive four-session blocks. Open circles indicate the probability of repeating
the most recently reinforced sequence on the nth trial since reinforcement. Filled circles reflect the effect of reinforcement
on repetition probability. The effect of reinforcement on repetition probability was computed by subtracting the
probability of repeating a nonreinforced sequence from the probability of repeating a reinforced sequence. Data for
M4 and M5 are presented because there are no missing data for these subjects.
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sequence after several nonreinforced trials. On
lower schedule sizes, reinforcement increased
the likelihood of repetition at almost all num-
bers of trials since reinforcement. Particularly
during VR 8, however, the probability of rep-
etition after about six trials postreinforcement
decreased relative to nonoccurrence of the se-
quence.
The panels portraying repetition data for

M5 show data similar to those of M4, partic-
ularly during the first VR exposure and, to a
lesser degree, during the second VR exposure.
In both of these blocks of sessions, the effect
of reinforcement on repetition declined as a
function of trials since reinforcement. During
FR sessions and the final block of VR sessions
a different pattern emerged-the probability
of repeating a reinforced sequence was largely
unaffected by reinforcement.

DISCUSSION
This experiment demonstrated that human

behavioral variability increases as a function
of ratio size. This is consistent with accounts
of nonhuman subjects and extends the evidence
for cross-species generality of ratio size as a
determinant of variability.

These results indicate comparability be-
tween the sensitivity of variability in human
and nonhuman behavior to schedules of re-
inforcement. These results stand in contrast to
those of Schwartz (1 982b), in which variability
in human behavior was not shown to be sen-
sitive to ratio size. The reasons for this dis-
crepancy are not clear, in part because the
experimentation was not designed to factor out
the many procedural issues that may have ac-
counted for the differing results. Although the
experimentation did not isolate the procedural
differences that may have accounted for these
discrepant results, there are several possibili-
ties that could be tested. Probably the most
important difference in the two experiments
is the shape of the matrix and the degree of
procedural constraint. Schwartz's 5 x 5 ma-
trix included the four-per-key constraint that
permits only 70 different sequences to be emit-
ted. In contrast, the present experiment used
a modified matrix that permits up to eight
presses on each button, so that 256 different
sequences could be reinforced. Thus, it is pos-
sible that Schwartz's matrix was not a suffi-
ciently sensitive gauge of the effects of rein-
forcement schedules on variability.

A related possibility is that because
Schwartz's matrix reinforced exiting at only
one location (the lower right corner), subjects
may have maintained a single pattern that
caused the cursor to exit at this point. In con-
trast, the matrix used in the present experi-
ments had nine exits. This may have supported
more variability and discouraged locking into
a limited number of routes leading to a single
exit point.
A rather surprising but clear-cut result is

that equivalent levels of variability were main-
tained during both VR and FR conditions.
The variability induced by VR schedules ap-
parently was not due to the varying numbers
of response units required from reinforcer to
reinforcer, because the FR schedules induced
comparable levels of variability. The func-
tional equivalence of these schedules in the
present experiment suggests that rate of re-
inforcement controls the degree of variability
induced by response-based schedules.

This experiment also provides a clearer un-
derstanding of the manner in which reinforce-
ment rate affects behavioral variability by il-
lustrating the effects of reinforcement on the
likelihood of specific members of the reinforced
class of behavior. Data from Subjects M4 and
M5 were analyzed in a manner that illumi-
nates the extent to which reinforcement affects
the likelihood that the most recently reinforced
sequence will be repeated after a given number
of trials since reinforcement. It was found that
reinforcement affected the likelihood of the most
recently reinforced sequence, in relation to its
baseline probability, as a function of trials since
reinforcement. This is especially interesting
because few studies have examined the effect
of reinforcement upon individual members of
a response class composed of members of equal
effort and eligibility for reinforcement. Given
that it is virtually axiomatic within behavior
analysis that reinforcement increases the prob-
ability of recurrence of members of a response
class such as lever pressing (Ferster & Skinner,
1957), analysis of the effects that individual
reinforcers have upon specific members clearly
merits closer attention.
The data presented in Figure 4 on repetition

probability suggest a possible mechanism
whereby variability is affected by schedule size.
Reinforcement had the greatest effect on rep-
etition during the first few trials following re-
inforcement; after several consecutive nonrein-
forced trials, however, the probability of
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emission of the most recently reinforced se-
quence decreased below the baseline (i.e., non-
reinforcement) probability of repetition. This
may account for the greater variability engen-
dered by high ratio sizes relative to lower ratio
sizes, because on higher schedule values more
sequences are emitted far enough from the re-
inforced sequence for extinction to decrease the
probability of repetition. Almost all sequences
engendered by lower ratio sizes are emitted
within the range of trials during which rein-
forcement substantially increases repetition
probability. Further support for this assertion
(that changes in the effect of reinforcement on
repetition probability influence variability) can
be drawn by comparing data from M5 dis-
played in Figures 2 and 4. It can be seen that
the greatest effects of reinforcement on repe-
tition occurred during the same blocks of trials
in which the greatest effects of ratio size on
variability were obtained. The corresponding
data for M4 less clearly support this possibil-
ity, particularly during the block of FR ses-
sions. Although this relation between schedule
effects on variability and repetition is corre-
lational, it suggests interesting directions for
future research.
The present research illustrates the impor-

tance of carefully examining apparent dis-
crepancies between results obtained with dif-
ferent species. Additional research should be
conducted to understand better the molecular
characteristics of behavioral variability. Among
the potential benefits that could derive from
an enhanced understanding of variability would
be a technology for systematically modulating
variability in human behavior. Such a tech-
nology could have important implications in
education and the arts, because it would fa-
cilitate development of creativity in endeavors
in which creativity is beneficial. Conversely, it
might be useful to foster consistency in critical
behavior such as looking both ways when
crossing an intersection. As the study of vari-
ability proceeds, additional principles and ap-
plications are likely to unfold.
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