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Abst ract

Thi s document describes the use of RSVP (Resource Reservation
Protocol ), including all the necessary extensions, to establish

| abel -swi tched paths (LSPs) in MPLS (Multi-Protocol Label Swi tching).
Since the flow along an LSP is conpletely identified by the |abel
applied at the ingress node of the path, these paths nmay be treated
as tunnels. A key application of LSP tunnels is traffic engineering
with MPLS as specified in RFC 2702.

We propose several additional objects that extend RSVP, allow ng the
establi shnent of explicitly routed | abel switched paths using RSVP as
a signaling protocol. The result is the instantiation of I|abel-
switched tunnels which can be automatically routed away from network
failures, congestion, and bottl enecks.
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1. Introduction

Section 2.9 of the MPLS architecture [2] defines a | abel distribution
protocol as a set of procedures by which one Label Switched Router
(LSR) inforns another of the nmeaning of |abels used to forward
traffic between and through them The MPLS architecture does not
assune a single |abel distribution protocol. This docunent is a
specification of extensions to RSVP for establishing | abel switched
paths (LSPs) in MPLS networks.

Several of the new features described in this docunent were notivated

by the requirenents for traffic engineering over MPLS (see [3]). In
particular, the extended RSVP protocol supports the instantiation of
explicitly routed LSPs, with or w thout resource reservations. |t

al so supports snooth rerouting of LSPs, preenption, and | oop

det ecti on.

The LSPs created with RSVP can be used to carry the "Traffic Trunks"
described in [3]. The LSP which carries a traffic trunk and a
traffic trunk are distinct though closely related concepts. For
exanpl e, two LSPs between the same source and destination could be

| oad shared to carry a single traffic trunk. Conversely severa
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traffic trunks could be carried in the same LSP if, for instance, the
LSP were capabl e of carrying several service classes. The
applicability of these extensions is discussed further in [10].

Since the traffic that flows along a | abel -switched path is defined
by the | abel applied at the ingress node of the LSP, these paths can
be treated as tunnels, tunneling below normal |IP routing and
filtering mechanisnms. Wien an LSP is used in this way we refer to it
as an LSP tunnel

LSP tunnels allow the inplenentation of a variety of policies related
to network perfornmance optimization. For exanple, LSP tunnels can be
automatically or manually routed away from network failures,
congestion, and bottlenecks. Furthernore, nmultiple parallel LSP
tunnel s can be established between two nodes, and traffic between the
two nodes can be mapped onto the LSP tunnels according to | oca
policy. Although traffic engineering (that is, performance
optinization of operational networks) is expected to be an inportant
application of this specification, the extended RSVP protocol can be
used in a much wi der context.

The purpose of this docunent is to describe the use of RSVP to
establish LSP tunnels. The intent is to fully describe all the
obj ects, packet formats, and procedures required to realize

i nteroperable inplenentations. A few new objects are al so defined
that enhance nmanagenent and di agnostics of LSP tunnels.

The docunent al so descri bes a neans of rapid node failure detection
via a new HELLO nessage.

Al'l objects and nessages described in this specification are optiona
with respect to RSVP. This docunent discusses what happens when an
obj ect described here is not supported by a node.

Throughout this docunent, the discussion will be restricted to
uni cast | abel switched paths. Milticast LSPs are left for further
st udy.

1. 1. Background

Hosts and routers that support both RSVP [1] and Multi-Protocol Label
Switching [2] can associate |abels with RSVP flows. Wen MPLS and
RSVP are conbined, the definition of a fl ow can be nade nore
flexible. Once a |label switched path (LSP) is established, the
traffic through the path is defined by the |abel applied at the

i ngress node of the LSP. The mapping of |abel to traffic can be
acconpl i shed using a nunber of different criteria. The set of
packets that are assigned the sane | abel value by a specific node are
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said to belong to the sane forwardi ng equi val ence class (FEC) (see
[2]), and effectively define the "RSVP flow." When traffic is nmapped
onto a | abel -switched path in this way, we call the LSP an "LSP
Tunnel ". When | abels are associated with traffic flows, it becones
possible for a router to identify the appropriate reservation state
for a packet based on the packet’s |abel value

The signaling protocol nodel uses downstream on-dermand | abe
distribution. A request to bind |abels to a specific LSP tunnel is
initiated by an ingress node through the RSVP Path nmessage. For this
purpose, the RSVP Path nessage is augnmented with a LABEL_REQUEST
object. Labels are allocated downstream and di stributed (propagated
upstrean) by neans of the RSVP Resv nessage. For this purpose, the
RSVP Resv nessage is extended with a special LABEL object. The
procedures for | abel allocation, distribution, binding, and stacking
are described in subsequent sections of this docunent.

The signaling protocol nodel also supports explicit routing
capability. This is acconplished by incorporating a sinple
EXPLI Cl T_ROUTE object into RSVP Path nmessages. The EXPLICI T_ROUTE
obj ect encapsul ates a concatenation of hops which constitutes the
explicitly routed path. Using this object, the paths taken by

| abel - swi tched RSVP-MPLS fl ows can be pre-determ ned, independent of
conventional IP routing. The explicitly routed path can be

adm nistratively specified, or automatically conputed by a suitable
entity based on QS and policy requirenents, taking into
consideration the prevailing network state. 1In general, path
conputation can be control-driven or data-driven. The nmechani sns,
processes, and algorithnms used to conmpute explicitly routed paths are
beyond t he scope of this specification.

One useful application of explicit routing is traffic engineering.
Using explicitly routed LSPs, a node at the ingress edge of an MPLS
domain can control the path through which traffic traverses from
itself, through the MPLS network, to an egress node. Explicit
routing can be used to optinmize the utilization of network resources
and enhance traffic oriented performance characteristics.

The concept of explicitly routed | abel switched paths can be
generalized through the notion of abstract nodes. An abstract node
is a group of nodes whose internal topology is opaque to the ingress
node of the LSP. An abstract node is said to be sinmple if it
contains only one physical node. Using this concept of abstraction
an explicitly routed LSP can be specified as a sequence of |IP
prefixes or a sequence of Autononous Systens.
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The signaling protocol nodel supports the specification of an
explicit path as a sequence of strict and | oose routes. The
conbi nati on of abstract nodes, and strict and | oose routes
significantly enhances the flexibility of path definitions.

An advant age of using RSVP to establish LSP tunnels is that it
enabl es the allocation of resources along the path. For exanple,
bandwi dth can be allocated to an LSP tunnel using standard RSVP
reservations and Integrated Services service classes [4].

Wil e resource reservations are useful, they are not mandatory.

I ndeed, an LSP can be instantiated without any resource reservations
what soever. Such LSPs without resource reservations can be used, for
exanple, to carry best effort traffic. They can also be used in nany
other contexts, including inplenmentation of fall-back and recovery
policies under fault conditions, and so forth.

1.2. Term nol ogy
The key words "MJST", "MJST NOT', "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMVENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC2119 [6].

The reader is assumed to be famliar with the ternmnology in [1], [2]
and [ 3].

Abstract Node
A group of nodes whose internal topology is opaque to the ingress
node of the LSP. An abstract node is said to be sinple if it
contains only one physical node.

Explicitly Routed LSP

An LSP whose path is established by a nmeans other than normal IP
routing.

Label Switched Path
The path created by the concatenation of one or nore | abel
swi tched hops, allowi ng a packet to be forwarded by swapping
| abel s froman MPLS node to another MPLS node. For a nore precise
definition see [2].
LSP

A Label Swi tched Path
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LSP Tunne

An LSP which is used to tunnel below normal |P routing and/or
filtering mechani sms.

Traffic Engi neered Tunnel (TE Tunnel)
A set of one or nore LSP Tunnels which carries a traffic trunk
Traffic Trunk

A set of flows aggregated by their service class and then pl aced
on an LSP or set of LSPs called a traffic engineered tunnel. For
further discussion see [3].

2. Overview
2.1. LSP Tunnels and Traffic Engi neered Tunnels

According to [1], "RSVP defines a 'session’ to be a data flowwith a
particul ar destination and transport-|ayer protocol." However, when
RSVP and MPLS are conbined, a flow or session can be defined with
greater flexibility and generality. The ingress node of an LSP can
use a variety of means to deternine which packets are assigned a
particular label. Once a label is assigned to a set of packets, the
| abel effectively defines the "flow' through the LSP. W refer to
such an LSP as an "LSP tunnel" because the traffic through it is
opaque to internedi ate nodes al ong the | abel switched path.

New RSVP SESSI ON, SENDER TEMPLATE, and FI LTER _SPEC objects, called
LSP_TUNNEL_I Pv4 and LSP_TUNNEL_I Pv6 have been defined to support the
LSP tunnel feature. The semantics of these objects, fromthe
perspective of a node along the |abel switched path, is that traffic
bel onging to the LSP tunnel is identified solely on the basis of
packets arriving fromthe PHOP or "previous hop" (see [1]) with the
particul ar | abel value(s) assigned by this node to upstream senders
to the session. |In fact, the |IPv4(v6) that appears in the object
nane only denotes that the destination address is an |Pv4(v6)
address. Wen we refer to these objects generically, we use the
qual i fier LSP_TUNNEL.

In sone applications it is useful to associate sets of LSP tunnels.
This can be useful during reroute operations or to spread a traffic
trunk over nmultiple paths. In the traffic engineering application
such sets are called traffic engineered tunnels (TE tunnels). To
enabl e the identification and association of such LSP tunnels, two
identifiers are carried. A tunnel IDis part of the SESSI ON object.
The SESSI ON obj ect uniquely defines a traffic engineered tunnel. The
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SENDER _TEMPLATE and FI LTER SPEC objects carry an LSP ID. The
SENDER _TEMPLATE (or FILTER SPEC) object together with the SESSI ON
obj ect uniquely identifies an LSP tunne

2.2. Qperation of LSP Tunnels

This section sumari zes sone of the features supported by RSVP as
extended by this docunent related to the operation of LSP tunnels.
These include: (1) the capability to establish LSP tunnels with or
wi t hout QoS requirements, (2) the capability to dynamcally reroute
an established LSP tunnel, (3) the capability to observe the actua
route traversed by an established LSP tunnel, (4) the capability to
identify and di agnose LSP tunnels, (5) the capability to preenpt an
establi shed LSP tunnel under admi nistrative policy control, and (6)
the capability to perform downstream on-denmand | abel allocation
distribution, and binding. |In the follow ng paragraphs, these
features are briefly described. Mre detailed descriptions can be
found i n subsequent sections of this docunent.

To create an LSP tunnel, the first MPLS node on the path -- that is,
the sender node with respect to the path -- creates an RSVP Path
message with a session type of LSP_TUNNEL | Pv4 or LSP_TUNNEL_IPv6 and
inserts a LABEL_REQUEST object into the Path nmessage. The

LABEL REQUEST object indicates that a label binding for this path is
requested and al so provides an indication of the network |ayer
protocol that is to be carried over this path. The reason for this
is that the network | ayer protocol sent down an LSP cannot be assuned
to be IP and cannot be deduced fromthe L2 header, which sinply
identifies the higher |ayer protocol as MLS.

If the sender node has know edge of a route that has high |ikelihood
of meeting the tunnel’s QoS requirenents, or that nmakes efficient use
of network resources, or that satisfies sone policy criteria, the
node can decide to use the route for some or all of its sessions. To
do this, the sender node adds an EXPLICl T_ROUTE object to the RSVP
Pat h message. The EXPLICl T_ROUTE object specifies the route as a
sequence of abstract nodes.

If, after a session has been successfully established, the sender
node di scovers a better route, the sender can dynam cally reroute the
session by sinmply changing the EXPLICI T_ROUTE object. |If problens
are encountered with an EXPLI Cl T_ROUTE obj ect, either because it
causes a routing | oop or because sonme intermediate routers do not
support it, the sender node is notified.

By addi ng a RECORD_ROUTE obj ect to the Path nmessage, the sender node

can receive information about the actual route that the LSP tunne
traverses. The sender node can also use this object to request
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notification fromthe network concerning changes to the routing path.
The RECORD ROUTE object is anal ogous to a path vector, and hence can
be used for | oop detection.

Finally, a SESSI ON_ATTRI BUTE obj ect can be added to Path nessages to
aid in session identification and diagnostics. Additional contro

i nformation, such as setup and hold priorities, resource affinities
(see [3]), and local-protection, are also included in this object.

Routers along the path may use the setup and hold priorities al ong
wi t h SENDER _TSPEC and any PCLI CY_DATA objects contained in Path
nmessages as input to policy control. For instance, in the traffic
engi neering application, it is very useful to use the Path nmessage as
a neans of verifying that bandwi dth exists at a particular priority
along an entire path before preenpting any |lower priority
reservations. |If a Path nessage is allowed to progress when there
are insufficient resources, then there is a danger that | ower
priority reservations downstreamof this point will unnecessarily be
preempted in a futile attenpt to service this request.

When the EXPLICI T_ROUTE object (ERO is present, the Path nmessage is
forwarded towards its destination along a path specified by the ERO
Each node along the path records the EROin its path state bl ock.
Nodes may al so nodify the ERO before forwardi ng the Path nessage. In
this case the nodified ERO SHOULD be stored in the path state bl ock
in addition to the received ERO

The LABEL_REQUEST obj ect requests internediate routers and receiver
nodes to provide a |label binding for the session. If a node is

i ncapabl e of providing a |abel binding, it sends a Pat hErr nmessage
with an "unknown object class" error. |If the LABEL_REQUEST object is
not supported end to end, the sender node will be notified by the
first node which does not provide this support.

The destination node of a |abel-switched path responds to a

LABEL REQUEST by including a LABEL object in its response RSVP Resv
nmessage. The LABEL object is inserted in the filter spec |ist
imediately following the filter spec to which it pertains.

The Resv nmessage is sent back upstreamtowards the sender, follow ng
the path state created by the Path nessage, in reverse order. Note
that if the path state was created by use of an ERO then the Resv
message will follow the reverse path of the ERO

Each node that receives a Resv message containing a LABEL object uses
that |abel for outgoing traffic associated with this LSP tunnel. If
the node is not the sender, it allocates a new | abel and places that
| abel in the correspondi ng LABEL object of the Resv nessage which it
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sends upstreamto the PHOP. The |abel sent upstreamin the LABEL
object is the |abel which this node will use to identify incom ng
traffic associated with this LSP tunnel. This |abel also serves as
shorthand for the Filter Spec. The node can now update its "l ncom ng
Label Map" (ILM, which is used to map incom ng | abel ed packets to a
"Next Hop Label Forwarding Entry" (NHLFE), see [2].

When the Resv message propagates upstreamto the sender node, a
| abel -swi tched path is effectively established.

2.3. Service C asses

Thi s docunent does not restrict the type of Integrated Service
requests for reservations. However, an inplenentati on SHOULD support
the Controll ed-Load service [4] and the Null Service [16].

2.4. Reservation Styles

The receiver node can select fromanong a set of possible reservation
styles for each session, and each RSVP session nust have a particul ar
style. Senders have no influence on the choice of reservation style.
The receiver can choose different reservation styles for different
LSPs.

An RSVP session can result in one or nore LSPs, depending on the
reservation style chosen.

Sone reservation styles, such as FF, dedicate a particul ar
reservation to an individual sender node. Oher reservation styles,
such as W and SE, can share a reservation anong several sender
nodes. The follow ng sections discuss the different reservation
styles and their advantages and di sadvantages. A nore detail ed

di scussion of reservation styles can be found in [1].

2.4.1. Fixed Filter (FF) Style

The Fixed Filter (FF) reservation style creates a distinct
reservation for traffic fromeach sender that is not shared by other
senders. This style is comon for applications in which traffic from
each sender is likely to be concurrent and i ndependent. The tota
anount of reserved bandwi dth on a link for sessions using FF is the
sum of the reservations for the individual senders.

Because each sender has its own reservation, a unique |abel is

assigned to each sender. This can result in a point-to-point LSP
bet ween every sender/receiver pair.
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2.4.2. Wldcard Filter (W) Style

Wth the Wldcard Filter (W) reservation style, a single shared
reservation is used for all senders to a session. The total
reservation on a link remains the sane regardl ess of the nunber of
senders.

A single nultipoint-to-point |abel-switched-path is created for al
senders to the session. On links that senders to the session share,
a single |abel value is allocated to the session. |If there is only
one sender, the LSP | ooks |like a nornal point-to-point connection
When nultiple senders are present, a nultipoint-to-point LSP (a
reversed tree) is created.

This style is useful for applications in which not all senders send
traffic at the sanme tinme. A phone conference, for exanple, is an
application where not all speakers talk at the sane tinme. |If,
however, all senders send simultaneously, then there is no neans of
getting the proper reservations nade. Either the reserved bandw dth
on links close to the destination will be |less than what is required
or then the reserved bandwi dth on Iinks close to sonme senders wll be
greater than what is required. This restricts the applicability of
WF for traffic engineering purposes.

Furt hernore, because of the nerging rules of WF, EXPLICI T_ROUTE

obj ects cannot be used with WF reservations. As a result of this

i ssue and the lack of applicability to traffic engineering, use of W
is not considered in this docunent.

2.4.3. Shared Explicit (SE) Style

The Shared Explicit (SE) style allows a receiver to explicitly
specify the senders to be included in a reservation. There is a
single reservation on a link for all the senders |isted. Because
each sender is explicitly listed in the Resv nessage, different

| abel s may be assigned to different senders, thereby creating
separate LSPs.

SE style reservations can be provided using multipoint-to-point

| abel - swi tched-path or LSP per sender. Miltipoint-to-point LSPs nmay

be used when path nessages do not carry the EXPLICI T_ROUTE object, or
when Path nessages have identical EXPLICI T_ROUTE objects. In either

of these cases a conmon | abel may be assi gned.
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Pat h nessages fromdifferent senders can each carry their own ERO
and the paths taken by the senders can converge and diverge at any
point in the network topology. When Path nessages have differing
EXPLI CI T_ROUTE obj ects, separate LSPs for each EXPLI CI T_ROUTE obj ect
nmust be established.

2.5. Rerouting Traffic Engineered Tunnels

One of the requirenents for Traffic Engineering is the capability to
reroute an established TE tunnel under a nunmber of conditions, based
on administrative policy. For exanple, in sone contexts, an

adm nistrative policy may dictate that a given TE tunnel is to be
rerouted when a nore "optinmal" route beconmes avail able. Another

i mportant context when TE tunnel reroute is usually required i s upon
failure of a resource along the TE tunnel’s established path. Under
sone policies, it may al so be necessary to return the TE tunnel to
its original path when the failed resource becones re-activated.

In general, it is highly desirable not to disrupt traffic, or
adversely inpact network operations while TE tunnel rerouting is in
progress. This adaptive and snooth rerouting requirenment
necessitates establishing a new LSP tunnel and transferring traffic
fromthe old LSP tunnel onto it before tearing down the old LSP
tunnel. This concept is called "nmake-before-break." A problem can
ari se because the old and new LSP tunnels m ght conpete with each
other for resources on network segnents which they have in comon.
Dependi ng on availability of resources, this conpetition can cause
Admi ssion Control to prevent the new LSP tunnel from being
established. An advantage of using RSVP to establish LSP tunnels is
that it solves this problemvery elegantly.

To support nmake-before-break in a snmooth fashion, it is necessary
that on links that are common to the old and new LSPs, resources used
by the old LSP tunnel should not be rel eased before traffic is
transitioned to the new LSP tunnel, and reservations should not be
counted twi ce because this m ght cause Adnmission Control to reject
the new LSP tunnel

A simlar situation can arise when one wants to increase the

bandwi dth of a TE tunnel. The new reservation will be for the full
anount needed, but the actual allocation needed is only the delta
bet ween the new and ol d bandwidth. |If policy is being applied to
PATH nessages by internedi ate nodes, then a PATH nessage requesting
too much bandwi dth will be rejected. |In this situation sinply

i ncreasing the bandwi dth request w thout changing the
SENDER_TEMPLATE, could result in a tunnel being torn down, depending
upon | ocal policy.
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The conbination of the LSP_TUNNEL SESSI ON object and the SE
reservation style naturally accommbdates snooth transitions in

bandwi dth and routing. The idea is that the old and new LSP tunnels
share resources along |inks which they have in comobn. The
LSP_TUNNEL SESSI ON object is used to narrow the scope of the RSVP
session to the particular TE tunnel in question. To uniquely
identify a TE tunnel, we use the conbination of the destination IP
address (an address of the node which is the egress of the tunnel), a
Tunnel 1D, and the tunnel ingress node’'s |IP address, which is placed
in the Extended Tunnel 1D field.

During the reroute or bandw dth-increase operation, the tunne

i ngress needs to appear as two different senders to the RSVP session.
This is achieved by the inclusion of the "LSP ID', which is carried
in the SENDER TEMPLATE and FI LTER SPEC objects. Since the semantics
of these objects are changed, a new C Types are assi gned

To effect a reroute, the ingress node picks a new LSP ID and forns a
new SENDER_TEMPLATE. The ingress node then creates a new ERO to
define the new path. Thereafter the node sends a new Path Message
usi ng the original SESSION object and the new SENDER TEMPLATE and
ERO. It continues to use the old LSP and refresh the old Path
message. On links that are not held in conmon, the new Path nessage
is treated as a conventional new LSP tunnel setup. On links held in
common, the shared SESSI ON object and SE style allow the LSP to be
establ i shed sharing resources with the old LSP. Once the ingress
node receives a Resv nessage for the new LSP, it can transition
traffic to it and tear down the old LSP.

To effect a bandwi dt h-i ncrease, a new Path Message with a new LSP_ID
can be used to attenpt a |l arger bandwi dth reservation while the
current LSP_ID continues to be refreshed to ensure that the
reservation is not lost if the [arger reservation fails.

2.6. Path MU

Standard RSVP [1] and Int-Serv [11] provide the RSVP sender with the
m ni mum MIU avai | abl e between the sender and the receiver. This path
MIU identification capability is also provided for LSPs established
via RSVP.

Path MIU information is carried, depending on which is present, in
the Integrated Services or Null Service objects. Wen using
Integrated Services objects, path MIU is provi ded based on the
procedures defined in [11]. Path MIU identification when using Nul
Service objects is defined in [16].
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Wth standard RSVP, the path MIU information is used by the sender to
check which I P packets exceed the path MIU. For packets that exceed
the path MIU, the sender either fragnents the packets or, when the IP
datagram has the "Don’t Fragnent" bit set, issues an | CVP destination
unreachabl e nessage. This path MIU related handling is also required
for LSPs established via RSVP.

The followi ng algorithmapplies to all unlabeled IP datagranms and to
any | abel ed packets which the node knows to be I P datagrans, to which
| abel s need to be added before forwardi ng. For |abel ed packets the
bottom of stack is found, the I P header exam ned.

Using the terninology defined in [5], an LSR MJUST execute the
followi ng algorithm

1. Let N be the nunber of bytes in the |abel stack (i.e, 4 tines the
nunber of | abel stack entries) including | abels to be added by
t hi s node.

2. Let Mbe the snmaller of the "Maximum Initially Labeled | P Datagram
Size" or of (Path MIU - N).

Wien the size of an IPv4 datagram (without |abels) exceeds the val ue
of M

If the DF bit is not set in the |Pv4 header, then

(a) the datagram MUST be broken into fragnments, each of whose
size is no greater than M and

(b) each fragment MJST be | abel ed and t hen forwarded.
If the DF bit is set in the |IPv4 header, then
(a) the datagram MJUST NOT be forwarded
(b) Create an | CVWP Destination Unreachabl e Message:
i. set its Code field [12] to "Fragnentation Required and
DF Set",
ii. set its Next-Hop MIU field [13] to M

(c) If possible, transnmit the | CVMP Destination Unreachabl e
Message to the source of the of the discarded datagram

VWhen the size of an | Pv6 datagram (wi thout | abels) exceeds the
val ue of M

Awduche, et al. St andards Track [ Page 14]



RFC 3209 Ext ensions to RSVP for LSP Tunnels Decenmber 2001

(a) the datagram MUST NOT be forwarded

(b) Create an | CVMP Packet too Big Message with the Next-Hop
link MU field [14] set to M

(c) If possible, transmt the | CMP Packet too Big Message to
the source of the of the discarded datagram

3. LSP Tunnel related Message Formats

Fi ve new objects are defined in this section:

hj ect nane Appl i cabl e RSVP nessages
LABEL_REQUEST Pat h

LABEL Resv

EXPLI Cl T_ROUTE Pat h

RECORD_RQOUTE Pat h, Resv

SESSI ON_ATTRI BUTE Pat h

New C-Types are al so assigned for the SESSI ON, SENDER _TEMPLATE, and
FI LTER _SPEC, obj ects.

Det ai | ed descriptions of the new objects are given in |ater sections.
Al'l new objects are OPTIONAL with respect to RSVP. An inplenentation
can choose to support a subset of objects. However, the

LABEL REQUEST and LABEL objects are nandatory with respect to this
speci fication.

The LABEL and RECORD ROUTE objects, are sender specific. |In Resv
nmessages they MUST appear after the associated FILTER SPEC and pri or
to any subsequent FILTER SPEC.

The rel ative placenent of EXPLIC T_ROUTE, LABEL_ REQUEST, and

SESSI ON_ATTRI BUTE obj ects is sinply a recomendation. The ordering
of these objects is not inportant, so an inplenmentation MIST be
prepared to accept objects in any order.

3.1. Path Message
The format of the Path nessage is as foll ows:

<Pat h Message> ::= <Conmmon Header> [ <I NTEGRI TY> |
<SESSI ON> <RSVP_HOP>
<Tl ME_VALUES>
[ <EXPLIC T_ROUTE> ]
<LABEL_REQUEST>
[ <SESSI ON_ATTRI BUTE> ]
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<sender descriptor> ::

3.2. Resv Message

Ext ensions to RSVP for

LSP Tunnel s Decenber 2001

[ <POLI CY_DATA> ... ]
<sender descriptor>

<SENDER TEMPLATE> <SENDER TSPEC>
[ <ADSPEC> ]
[ <RECORD ROUTE> ]

The format of the Resv nessage is as foll ows:

<Resv Message> ::

<fl ow descriptor list> ::

<FF flow descriptor list> ::

<FF fl ow descriptor> ::

<SE fl ow descriptor> ::

<SE filter spec list> ::

<SE filter spec> ::

Not e:

LABEL and RECORD ROQUTE (if present),
precedi ng FI LTER _SPEC.

<Common Header> [ <INTEGRI TY> ]
<SESSI ON> <RSVP_HOP>
<Tl ME_VALUES>

[ <RESV_CONFIRM> 1 [
[ <POLI CY_DATA> ... ]
<STYLE> <fl ow descri ptor

<SCOPE> |

list>

<FF fl ow descriptor list>
| <SE fl ow descriptor>

<FLONSPEC> <FI LTER_SPEC>
<LABEL> [ <RECORD_ROUTE> ]

| <FF flow descriptor list>
<FF fl ow descriptor>

[ <FLOWSPEC> | <FI LTER SPEC> <LABEL>
[ <RECORD ROUTE> ]

<FLOASPEC> <SE filter spec list>

<SE filter spec>
| <SE filter spec list> <SE filter spec>

<FI LTER_SPEC> <LABEL> [ <RECORD ROUTE> ]

are bound to the
No nmore than one LABEL and/or

RECORD ROUTE nay foll ow each FILTER SPEC.
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4. LSP Tunnel related ojects
4.1. Label Object

Label s MAY be carried in Resv nessages. For the FF and SE styles, a
| abel is associated with each sender. The label for a sender MJST

i mediately follow the FILTER SPEC for that sender in the Resv
nessage.

The LABEL object has the follow ng format:
LABEL class = 16, C Type =1

0 1 2 3
01234567890123456789012345678901
T S i i S S S S s st I S S S i i ot SR S
[ (top | abel) [
e s i e el i e S S S S T S S

The contents of a LABEL is a single |abel, encoded in 4 octets. Each
generic MPLS label is an unsigned integer in the range 0 through
1048575. Generic MPLS | abel s and FR | abel s are encoded right aligned
in 4 octets. ATM Il abels are encoded with the VPl right justified in
bits 0-15 and the VCl right justified in bits 16-31.

4.1.1. Handling Label hjects in Resv nessages

In MPLS a node may support multiple | abel spaces, perhaps associating
a uni que space with each incomng interface. For the purposes of the
foll owi ng discussion, the term"sane | abel" neans the identical | abel
val ue drawn fromthe identical |abel space. Further, the follow ng
applies only to unicast sessions.

Label s received in Resv nmessages on different interfaces are al ways
considered to be different even if the |abel value is the sane.

4,1.1.1. Downstream

The downstream node selects a label to represent the flow If a
| abel range has been specified in the | abel request, the |abel MJST
be drawn fromthat range. |If no | abel is avail able the node sends a

Pat hErr nessage with an error code of "routing problem and an error
val ue of "label allocation failure"

If a node receives a Resv nessage that has assigned the sane | abe

value to nultiple senders, then that node MAY al so assign a single
val ue to those sane senders or to any subset of those senders. Note
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that if a node intends to police individual senders to a session, it
MUST assign uni que | abels to those senders.

In the case of ATM one further condition applies. Sonme ATM nodes
are not capable of nerging streans. These nodes MAY indicate this by
setting a bit in the |abel request to zero. The Mbit in the
LABEL_REQUEST obj ect of C Type 2, |abel request with ATM | abel range
serves this purpose. The Mbit SHOULD be set by nodes which are
nmerge capable. |If for any senders the Mbit is not set, the
downstream node MUST assign unique | abels to those senders.

Once a label is allocated, the node formats a new LABEL object. The
node then sends the new LABEL object as part of the Resv nessage to
the previous hop. The node SHOULD be prepared to forward packets
carrying the assigned | abel prior to sending the Resv nessage. The
LABEL object SHOULD be kept in the Reservation State Block. It is
then used in the next Resv refresh event for formatting the Resv
nessage.

A node is expected to send a Resv nessage before its refresh tinmers
expire if the contents of the LABEL object change.

4.1.1.2. Upstream
A node uses the label carried in the LABEL object as the outgoing
| abel associated with the sender. The router allocates a new | abel
and binds it to the inconming interface of this session/sender. This
is the sane interface that the router uses to forward Resv nessages
to the previous hops.
Several circunmstance can |ead to an unacceptabl e | abel

1. the node is a nerge incapable ATM switch but the downstream
node has assigned the sane | abel to two senders

2. The inplicit null |abel was assigned, but the node is not
capabl e of doing a penultimte pop for the associated L3PID

3. The assigned | abel is outside the requested |abel range
In any of these events the node send a ResvErr nmessage with an error

code of "routing problem and an error value of "unacceptabl e | abel
val ue".
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4.1.2. Non-support of the Label bject

Under normal circunstances, a node shoul d never receive a LABEL
object in a Resv nessage unless it had included a LABEL REQUEST
object in the corresponding Path nmessage. However, an RSVP router
that does not recognize the LABEL object sends a ResvErr with the
error code "Unknown object class" toward the receiver. This causes
the reservation to fail.

4.2. Label Request bject

The Label Request Class is 19. Currently there are three possible

C Types. Type 1 is a Label Request w thout |abel range. Type 2 is a
| abel request with an ATM | abel range. Type 3 is a |abel request
with a Frane Relay | abel range. The LABEL_REQUEST object formats are
shown bel ow.

4.2.1. Label Request without Label Range
Class = 19, C Type =1
0 1 2 3

01234567890123456789012345678901
L

[ Reserved [ L3PI D [
B S T o T i T S S S S S i S S S S T i s s S s

Reserved

This field is reserved. It MJST be set to zero on transmn ssion
and MJST be ignored on receipt.

L3PI D

an identifier of the layer 3 protocol using this path.
St andard Et hertype val ues are used.
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4.2.2. Label Request with ATM Label Range
Class = 19, C Type = 2

0 1 2 3
01234567890123456789012345678901
R i ok I R i e S it o S i S e e it S R o S S i 2
[ Reser ved [ L3PI D [
R i o R e I i i ol Sl o S e T s i L S S e 5
|M Res | M ni mum VPI [ M ni mum VCI |
e e o i i e e e e S T e e o
| Res | Maxi mum VPI [ Maxi mum VCl [
B i i i o o R I T it i T s ai S S DU SR Y ST S S S S

Reserved (Res)

This field is reserved. It MJST be set to zero on transmn ssion
and MUST be ignored on receipt.

L3PI D

an identifier of the |ayer 3 protocol using this path.
St andard Et hertype val ues are used

Setting this bit to one indicates that the node is capabl e of
nmerging in the data pl ane

M ni mum VPl (12 bits)

This 12 bit field specifies the | ower bound of a bl ock of
Virtual Path Identifiers that is supported on the originating
switch. If the VPI is less than 12-bits it MJST be right
justified in this field and preceding bits MIST be set to zero.

M ni mum VCl (16 hits)

This 16 bit field specifies the | ower bound of a bl ock of
Virtual Connection ldentifiers that is supported on the
originating switch. |If the VCl is less than 16-bits it MJST be
right justified in this field and preceding bits MJST be set to
zero.
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Maxi mum VPl (12 hits)

This 12 bit field specifies the upper bound of a bl ock of
Virtual Path Identifiers that is supported on the originating
switch. If the VPI is less than 12-bits it MJST be ri ght
justified in this field and preceding bits MIST be set to zero.

Maxi mum VCl (16 bits)

This 16 bit field specifies the upper bound of a bl ock of
Virtual Connection Identifiers that is supported on the
originating switch. |If the VCl is less than 16-bits it MJST be
right justified in this field and preceding bits MJST be set to
zero.

4.2.3. Label Request with Frane Rel ay Label Range
Class = 19, C Type = 3
0 1 2 3
01234567890123456789012345678901
R R R ok ok T T T e S e e e e S e e e e e R R o E o o -
[ Reserved [ L3PI D [
i e S S s S S S S i 2 s S e e e Th sl i S S SEpS
| Reserved | DLI | M ni num DLCI [
B S T o T i T S S S S S i S S S S T i s s S s
| Reserved | Maxi mum DLC |
Tk S S S S S R R R R R e e R o o E ok s s S S e o

Reserved

This field is reserved. It MJIST be set to zero on transmn ssion
and ignored on receipt.

L3PI D

an identifier of the layer 3 protocol using this path.
St andard Et hertype val ues are used.

DLI

DLClI Length Indicator. The nunber of bits in the DLCI. The
foll owi ng val ues are support ed:

Len DLClI bits

0 10
2 23
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M ni num DLCI

This 23-bit field specifies the | ower bound of a bl ock of Data
Li nk Connection ldentifiers (DLCls) that is supported on the
originating switch. The DLCI MJST be right justified in this
field and unused bits MJST be set to O.

Maxi mum DLC

This 23-bit field specifies the upper bound of a bl ock of Data
Li nk Connection ldentifiers (DLCls) that is supported on the
originating switch. The DLCI MJST be right justified in this
field and unused bits MJST be set to O.

4.2.4. Handling of LABEL_REQUEST

To establish an LSP tunnel the sender creates a Path nessage with a
LABEL _REQUEST object. The LABEL_REQUEST object indicates that a

| abel binding for this path is requested and provides an indication
of the network |ayer protocol that is to be carried over this path.
This permits non-1P network | ayer protocols to be sent down an LSP
This information can al so be useful in actual |abel allocation,
because sonme reserved | abels are protocol specific, see [5].

The LABEL REQUEST SHOULD be stored in the Path State Bl ock, so that
Path refresh nmessages will also contain the LABEL REQUEST obj ect.
When the Pat h nessage reaches the receiver, the presence of the

LABEL _REQUEST obj ect triggers the receiver to allocate a |abel and to
pl ace the | abel in the LABEL object for the correspondi ng Resv
message. |If a label range was specified, the | abel MJST be allocated
fromthat range. A receiver that accepts a LABEL REQUEST object MJST
include a LABEL object in Resv nmessages pertaining to that Path
message. |f a LABEL_REQUEST object was not present in the Path
message, a node MJUST NOT include a LABEL object in a Resv nessage for
that Path nmessage’s session and PHOP

A node that sends a LABEL_REQUEST object MJUST be ready to accept and
correctly process a LABEL object in the correspondi ng Resv nmessages.

A node that recognizes a LABEL_REQUEST object, but that is unable to
support it (possibly because of a failure to allocate |abels) SHOULD
send a PathErr with the error code "Routing problent and the error

val ue "MPLS | abel allocation failure.” This includes the case where
a | abel range has been specified and a | abel cannot be allocated from
t hat range.
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A node which receives and forwards a Path nessage each with a
LABEL _REQUEST obj ect, MJST copy the L3PID fromthe received
LABEL_REQUEST object to the forwarded LABEL_ REQUEST obj ect.

If the receiver cannot support the protocol L3PID, it SHOULD send a
PathErr with the error code "Routing problem and the error val ue
"Unsupported L3PID." This causes the RSVP session to fail.

4.2.5. Non-support of the Label Request Object

An RSVP router that does not recognize the LABEL _REQUEST object sends
a PathErr with the error code "Unknown object class" toward the
sender. An RSVP router that recogni zes the LABEL_REQUEST obj ect but
does not recogni ze the C Type sends a PathErr with the error code
"Unknown object C Type" toward the sender. This causes the path
setup to fail. The sender should notify managenent that a LSP cannot
be established and possibly take action to continue the reservation
wi t hout the LABEL_REQUEST.

RSVP is designed to cope gracefully wi th non-RSVP routers anywhere
bet ween senders and receivers. However, obviously, non-RSVP routers
cannot convey labels via RSVP. This neans that if a router has a
nei ghbor that is known to not be RSVP capable, the router MJUST NOT
advertise the LABEL_REQUEST object when sendi ng messages that pass
through the non-RSVP routers. The router SHOULD send a PathErr back
to the sender, with the error code "Routing problent and the error
val ue "MPLS bei ng negoti ated, but a non-RSVP capable router stands in
the path." This same nessage SHOULD be sent, if a router receives a
LABEL _REQUEST object in a nessage froma non-RSVP capabl e router.
See [1] for a description of how a downstreamrouter can determne
the presence of non-RSVP routers.

4.3. Explicit Route (bject
Explicit routes are specified via the EXPLI Cl T_ROUTE object (ERO).
The Explicit Route Class is 20. Currently one C Type is defined,

Type 1 Explicit Route. The EXPLICI T_ROUTE object has the follow ng
format:
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Class = 20, C Type =1

0 1 2 3
01234567890123456789012345678901
T S i T S e A i S S S i S D

I I
/1 (Subobj ect s) /1

R R o E o s i T o S e e e S S S e e e R o ok -
Subobj ect s

The contents of an EXPLICI T_ROUTE object are a series of variable-
Il ength data itens call ed subobjects. The subobjects are defined in
section 4.3.3 bel ow

If a Path nessage contains multiple EXPLICI T_ROUTE objects, only the
first object is neaningful. Subsequent EXPLICI T_ROUTE objects MAY be
i gnored and SHOULD NOT be propagat ed.

4.3.1. Applicability

The EXPLICI T_ROUTE object is intended to be used only for unicast
situations. Applications of explicit routing to nulticast are a
topic for further research.

The EXPLICI T_ROUTE object is to be used only when all routers al ong
the explicit route support RSVP and the EXPLICI T_ROUTE object. The
EXPLI CI T_ROUTE obj ect is assigned a class value of the form Obbbbbbb.
RSVP routers that do not support the object will therefore respond
with an "Unknown Object C ass" error.

4.3.2. Semantics of the Explicit Route Object

An explicit route is a particular path in the network topol ogy.
Typically, the explicit route is determ ned by a node, with the
intent of directing traffic along that path.

An explicit route is described as a |ist of groups of nodes along the
explicit route. 1In addition to the ability to identify specific
nodes along the path, an explicit route can identify a group of nodes
that nust be traversed along the path. This capability allows the
routing systema significant anount of local flexibility in
fulfilling a request for an explicit route. This capability allows
the generator of the explicit route to have inperfect information
about the details of the path
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The explicit route is encoded as a series of subobjects contained in

an EXPLI Cl T_ROUTE obj ect. Each subobject identifies a group of nodes
in the explicit route. An explicit route is thus a specification of

groups of nodes to be traversed.

To formalize the discussion, we call each group of nodes an abstract
node. Thus, we say that an explicit route is a specification of a
set of abstract nodes to be traversed. |[If an abstract node consists
of only one node, we refer to it as a sinple abstract node.

As an exanpl e of the concept of abstract nodes, consider an explicit
route that consists solely of Autononpbus System nunber subobjects.
Each subobj ect corresponds to an Autononmpbus Systemin the gl oba
topology. 1In this case, each Autononbus Systemis an abstract node,
and the explicit route is a path that includes each of the specified
Aut ononobus Systens. There nmay be nultiple hops within each

Aut ononpbus System but these are opaque to the source node for the
explicit route.

4.3.3. Subobjects

The contents of an EXPLICI T_ROUTE object are a series of variable-
I ength data itens call ed subobjects. Each subobject has the form

0 1
0123456789012345
R ok ok o o T S T S S e e e e S S I +
| L| Type | Length | (Subobject contents)
R ok ok ol T S S S S S e e e S S S I e +
L

The L bit is an attribute of the subobject. The L bit is set
if the subobject represents a | oose hop in the explicit route.
If the bit is not set, the subobject represents a strict hop in
the explicit route

Type

The Type indicates the type of contents of the subobject.
Currently defined val ues are:

1 | Pv4 prefix

2 | Pv6 prefix
32 Aut ononpus syst em nunber
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Length
The Length contains the total length of the subobject in bytes,
including the L, Type and Length fields. The Length MJUST be at
|l east 4, and MJST be a nmultiple of 4.
4.3.3.1. Strict and Loose Subobjects

The L bit in the subobject is a one-bit attribute. |If the L bit is

set, then the value of the attribute is 'loose.” Qherw se, the
value of the attribute is "strict.” For brevity, we say that if the
val ue of the subobject attribute is 'loose’ then it is a 'loose
subobject.” Oherwise, it’s a 'strict subobject.’” Further, we say

that the abstract node of a strict or |oose subobject is a strict or
a | oose node, respectively. Loose and strict nodes are al ways
interpreted relative to their prior abstract nodes.

The path between a strict node and its precedi ng node MJST i ncl ude
only network nodes fromthe strict node and its precedi ng abstract
node.

The path between a | oose node and its precedi ng node MAY i ncl ude
ot her network nodes that are not part of the strict node or its
precedi ng abstract node.

4.3.3.2. Subobject 1: [|Pv4 prefix

0 1 2 3
01234567890123456789012345678901
B i e e ik o ToIE R R e e e e e sTE I S TR I R S e e S i st S
L Type | Length | I'Pv4 address (4 bytes) |
B i el e S i il ol EIE R R Rl R R R R SRR R SRR R
Pv4 address (continued) | Prefix Length | Resvd |

+
+
I
i I S D T T i s sl i S S S

L

The L bit is an attribute of the subobject. The L bit is set
if the subobject represents a |oose hop in the explicit route.
If the bit is not set, the subobject represents a strict hop in
the explicit route

Type
0x01 | Pv4 address

Awduche, et al. St andards Track [ Page 26]



RFC 3209 Ext ensions to RSVP for LSP Tunnels Decenmber 2001

Length

The Length contains the total length of the subobject in bytes,

including the Type and Length fields. The Length is always 8.
| Pv4 address
An | Pv4 address. This address is treated as a prefix based on
the prefix length value below Bits beyond the prefix are
i gnored on recei pt and SHOULD be set to zero on transm ssion.
Prefix length
Length in bits of the | Pv4d prefix
Paddi ng
Zero on transm ssion. lgnored on receipt.
The contents of an |IPv4 prefix subobject are a 4-octet |Pv4 address,
a l-octet prefix length, and a 1-octet pad. The abstract node
represented by this subobject is the set of nodes that have an I P

address which lies within this prefix. Note that a prefix length of
32 indicates a single |Pv4d node.

4.3.3.3. Subobject 2: |Pv6 Prefix

0 1 2 3
01234567890123456789012345678901
i I T e R S T ok i i S S e S O e e ik ST TR T R TR S S
Type | Length | IPv6 address (16 bytes) |
i i S o e S e h o i S e S O S O s ik ol oI ST R TR S R S S
Pv6 address (continued) |
i i o R S O ki il s St RIS SR S R S B o S S e S il ot TR S R S 5
| Pv6 address (continued) |
R R LR R e L o o h o h T T . e S S S s i S S S S S e s &
| Pv6 address (continued) [
B S T o T i T S S S S S i S S S S T i s s S s
| I'Pv6 address (continued) | Prefix Length | Resvd |
Tk S S S S S R R R R R e e R o o E ok s s S S e o

+
L
+
|
+

+

I
+-
I
+-
|
+-
|

L

The L bit is an attribute of the subobject. The L bit is set
i f the subobject represents a |oose hop in the explicit route.

If the bit is not set, the subobject represents a strict hop in

the explicit route
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Type
0x02 | Pv6 address

Length

The Length contains the total length of the subobject in bytes,
i ncluding the Type and Length fields. The Length is always 20.

| Pv6 address

An | Pv6 address. This address is treated as a prefix based on
the prefix length value below. Bits beyond the prefix are
i gnored on recei pt and SHOULD be set to zero on transni ssion.

Prefix Length

Length in bits of the IPv6 prefix.
Paddi ng

Zero on transm ssion. lgnored on receipt.

The contents of an |Pv6 prefix subobject are a 16-octet |Pv6 address,
a 1l-octet prefix length, and a 1-octet pad. The abstract node
represented by this subobject is the set of nodes that have an I P
address which lies within this prefix. Note that a prefix length of
128 indicates a single | Pv6 node.

4.3.3.4. Subobject 32: Autononmous System Nunber

The contents of an Autononous System (AS) nunber subobject are a 2-
octet AS nunber. The abstract node represented by this subobject is
the set of nodes bel onging to the autononous system

The length of the AS nunber subobject is 4 octets.
4.3.4. Processing of the Explicit Route nject
4.3.4.1. Selection of the Next Hop

A node receiving a Path nessage containing an EXPLI Cl T_ROUTE obj ect

must determi ne the next hop for this path. This is necessary because
the next abstract node along the explicit route mght be an I P subnet
or an Autonompus System Therefore, selection of this next hop may

i nvol ve a decision froma set of feasible alternatives. The criteria
used to nake a selection fromfeasible alternatives is inplenmentation
dependent and can al so be inpacted by |ocal policy, and is beyond the
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scope of this specification. However, it is assumed that each node
will make a best effort attenpt to deternmine a |oop-free path. Note
that paths so determ ned can be overridden by |ocal policy.

To deternmi ne the next hop for the path, a node performs the follow ng
st eps:

1) The node receiving the RSVP nessage MJST first evaluate the first

subobject. If the node is not part of the abstract node described
by the first subobject, it has received the message in error and
SHOULD return a "Bad initial subobject" error. |If there is no

first subobject, the nessage is also in error and the system
SHOULD return a "Bad EXPLI CI T_ROUTE object" error.

2) If there is no second subobject, this indicates the end of the
explicit route. The EXPLICI T_ROUTE obj ect SHOULD be renoved from
the Path nessage. This node nay or may not be the end of the
path. Processing continues with section 4.3.4.2, where a new
EXPLI CI T_ROUTE obj ect MAY be added to the Path nessage.

3) Next, the node eval uates the second subobject. |If the node is
al so a part of the abstract node described by the second
subobj ect, then the node deletes the first subobject and continues
processing with step 2, above. Note that this nmakes the second
subobject into the first subobject of the next iteration and
all ows the node to identify the next abstract node on the path of
the message after possible repeated application(s) of steps 2 and
3

4) Abstract Node Border Case: The node deternines whether it is
topol ogi cal ly adjacent to the abstract node described by the
second subobject. |If so, the node selects a particular next hop
which is a menber of the abstract node. The node then del etes the
first subobject and continues processing with section 4.3.4.2.

5) Interior of the Abstract Node Case: Ot herw se, the node selects a
next hop within the abstract node of the first subobject (which
t he node belongs to) that is along the path to the abstract node
of the second subobject (which is the next abstract node). |If no
such path exists then there are two cases:

5a) If the second subobject is a strict subobject, there is an error
and the node SHOULD return a "Bad strict node" error.

5b) O herwise, if the second subobject is a | oose subobject, the node
sel ects any next hop that is along the path to the next abstract
node. |If no path exists, there is an error, and the node SHOULD
return a "Bad | oose node" error.
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6) Finally, the node replaces the first subobject with any subobject
that denotes an abstract node containing the next hop. This is
necessary so that when the explicit route is received by the next
hop, it will be accepted.

4.3.4.2. Addi ng subobjects to the Explicit Route Cbject

After selecting a next hop, the node MAY alter the explicit route in
the foll owi ng ways.

If, as part of executing the algorithmin section 4.3.4.1, the

EXPLI CI T_ROUTE object is renmoved, the node MAY add a new
EXPLI CI T_ROUTE obj ect.

G herwise, if the node is a nenber of the abstract node for the first
subobj ect, a series of subobjects MAY be inserted before the first
subobj ect or MAY replace the first subobject. Each subobject in this
series MJUST denote an abstract node that is a subset of the current
abstract node.

Alternately, if the first subobject is a | oose subobject, an
arbitrary series of subobjects MAY be inserted prior to the first
subobj ect .

4.3.5. Loops

Wil e the EXPLI CI T_ROUTE object is of finite length, the existence of
| oose nodes inplies that it is possible to construct forwardi ng | oops
during transients in the underlying routing protocol. This can be
detected by the originator of the explicit route through the use of
anot her opaque route object called the RECORD ROUTE object. The
RECORD ROUTE object is used to collect detailed path informtion and
is useful for |oop detection and for diagnostics.

4.3.6. Forward Conpatibility

It is anticipated that new subobjects nay be defined over tine. A
node whi ch encounters an unrecogni zed subobject during its normal ERO
processing sends a PathErr with the error code "Routing Error" and
error value of "Bad Explicit Route Object" toward the sender. The
EXPLI Cl T_ROUTE object is included, truncated (on the left) to the

of f endi ng subobj ect. The presence of an unrecogni zed subobj ect which
is not encountered in a node’s ERO processing SHOULD be ignored. It
is passed forward along with the rest of the remai ni ng ERO st ack.
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4.3.7. Non-support of the Explicit Route Object

An RSVP router that does not recogni ze the EXPLI CI T_ROUTE obj ect
sends a PathErr with the error code "Unknown object class" toward the
sender. This causes the path setup to fail. The sender should
notify managenment that a LSP cannot be established and possibly take
action to continue the reservation without the EXPLICI T_ROUTE or via
a different explicit route.

4.4. Record Route bject

Rout es can be recorded via the RECORD ROUTE object (RRO).
Optionally, |abels nay al so be recorded. The Record Route Cass is
21. Currently one C Type is defined, Type 1 Record Route. The
RECORD ROUTE obj ect has the follow ng fornat:

Class = 21, C Type =1

0 1 2 3
01234567890123456789012345678901
R R o E o s i T o S e e e S S S e e e R o ok -
I I
I (Subobj ect s) I

e e S T S S i T o o S S S e T sl I S S S S
Subobj ect s

The contents of a RECORD ROUTE object are a series of
variable-length data itens call ed subobjects. The subobjects
are defined in section 4.4.1 bel ow.

The RRO can be present in both RSVP Path and Resv nessages. If a
Pat h nessage contains multiple RROs, only the first RROis

nmeani ngful .  Subsequent RROs SHOULD be ignored and SHOULD NOT be
propagated. Simlarly, if in a Resv nmessage multiple RRGs are
encountered following a FILTER SPEC before another FILTER SPEC is
encountered, only the first RROis nmeaningful. Subsequent RRCs
SHOULD be i gnored and SHOULD NOT be propagat ed.

4.4.1. Subobjects

The contents of a RECORD ROUTE object are a series of variable-length
data itenms called subobjects. Each subobject has its own Length
field. The length contains the total length of the subobject in
bytes, including the Type and Length fields. The |ength MJST al ways
be a multiple of 4, and at |east 4.
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Subobj ects are organized as a last-in-first-out stack. The first
subobj ect relative to the beginning of RROis considered the top.

The | ast subobject is considered the bottom Wen a new subobject is
added, it is always added to the top

An enpty RRO with no subobjects is considered illegal.
Three kinds of subobjects are currently defined.
4.4.1.1. Subobject 1: |Pv4 address
0 1 2 3
01234567890123456789012345678901
I R e i i o S e N ek i i T S S R e =
Type | Length | I'Pv4 address (4 bytes) |
i T T R i ik ok sl i R T e T T e e i s sl i S S

+
| Pv4 address (continued) | Prefix Length | Fl ags |
R s T o e S O i i i s ik ST S TR R SR S R T S R T S e S Nt I TR S

+-
I
+-
I
+-
Type
0x01 | Pv4 address
Length

The Length contains the total |length of the subobject in bytes,
including the Type and Length fields. The Length is always 8.

| Pv4 address
A 32-bit unicast, host address. Any network-reachabl e
interface address is allowed here. 1llegal addresses, such as
certain | oopback addresses, SHOULD NOT be used
Prefix length
32
Fl ags
0x01 Local protection avail able
I ndicates that the link downstream of this node is
protected via a local repair mechanism This flag can
only be set if the Local protection flag was set in the

SESSI ON_ATTRI BUTE obj ect of the correspondi ng Path
nessage.
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Local protection in use

I ndicates that a local repair nechanismis in use to
mai ntain this tunnel (usually in the face of an outage
of the link it was previously routed over).

4.4.1.2. Subobject 2: |Pv6 address

0

1 2 3

01234567890123456789012345678901
T T S S S S S T S T s e S S T S e T

Type

[ Lengt h | 1Pv6 address (16 bytes) [

e e S T S S i T o o S S S e T sl I S S S S
| 1Pv6 address (continued) [
s e e T S S i S S S S S T st TSI S S S S
| I'Pv6 address (continued) |
R R R R E o s s T S S S S S S S S S S S S S S e e R R e o &
| I'Pv6 address (continued) |
R R R Rt s s s T S S S S S S S S S S S S S S i S S S S S
| I'Pv6 address (continued) | Prefix Length | Fl ags |
R R o E o s i T o S e e e S S S e e e R o ok -

Type

0x02

Length

| Pv6 address

The Length contains the total length of the subobject in bytes,
including the Type and Length fields. The Length is always 20.

| Pv6 address

A 128-

bit unicast host address.

Prefix length

128
Fl ags
0x01
Awduche, et al.

Local protection avail able

I ndicates that the |link downstream of this node is
protected via a local repair mechanism This flag can
only be set if the Local protection flag was set in the
SESSI ON_ATTRI BUTE obj ect of the correspondi ng Path
nessage.
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0x02 Local protection in use
I ndicates that a local repair nechanismis in use to
mai ntain this tunnel (usually in the face of an outage
of the link it was previously routed over).
4.4.1.3. Subobject 3, Labe
0 1 2 3
01234567890123456789012345678901
s I S o i s cn it NI S SR S S S
[ Type [ Lengt h [ Fl ags [ C Type [
e e S T S S i T o o S S S e T sl I S S S S

[ Contents of Label Object [
s e e T S S i S S S S S T st TSI S S S S

Type
0x03 Label
Length

The Length contains the total |ength of the subobject in bytes,
i ncluding the Type and Length fi el ds.

Fl ags
0x01 = d obal I abel
This flag indicates that the I abel will be understood
if received on any interface.

C Type

The G Type of the included Label Object. Copied fromthe Labe
oj ect .

Contents of Label bject
The contents of the Label Object. Copied fromthe Label bject
4.4.2. Applicability
Only the procedures for use in unicast sessions are defined here.
There are three possible uses of RROin RSVP. First, an RRO can
function as a | oop detection nmechanismto discover L3 routing |oops,

or loops inherent in the explicit route. The exact procedure for
doing so is described later in this docunent.

Awduche, et al. St andards Track [ Page 34]



RFC 3209 Ext ensions to RSVP for LSP Tunnels Decenmber 2001

Second, an RRO coll ects up-to-date detailed path i nformati on hop-by-
hop about RSVP sessions, providing valuable information to the sender
or receiver. Any path change (due to network topol ogy changes) will
be reported.

Third, RRO syntax is designed so that, with ninor changes, the whole
obj ect can be used as input to the EXPLICI T_ROUTE object. This is
useful if the sender receives RROfromthe receiver in a Resv
message, applies it to EXPLICIT_ROUTE object in the next Path nessage
in order to "pin down session path".

4.4.3. Processing RRO

Typically, a node initiates an RSVP session by adding the RROto the
Path nessage. The initial RRO contains only one subobject - the
sender’s | P addresses. |If the node also desires |abel recording, it
sets the Label Recording flag in the SESSI ON ATTRI BUTE obj ect .

When a Path nmessage containing an RROis received by an internedi ate
router, the router stores a copy of it in the Path State Block. The
RRO is then used in the next Path refresh event for formatting Path
messages. Wien a new Path nessage is to be sent, the router adds a
new subobj ect to the RRO and appends the resulting RROto the Path
nmessage before transm ssion

The newl y added subobject MUST be this router’'s | P address. The
address to be added SHOULD be the interface address of the outgoing
Pat h nessages. |If there are multiple addresses to choose from the
decision is a local matter. However, it is RECOMVENDED that the sane
address be chosen consistently.

When the Label _Recording flag is set in the SESSI ON _ATTRI BUTE obj ect,
nodes doi ng route recordi ng SHOULD i nclude a Label Record subobject.
If the node is using a gl obal |abel space, then it SHOULD set the

G obal Label fl ag.

The Label Record subobject is pushed onto the RECORD ROUTE obj ect
prior to pushing on the node’s | P address. A node MJST NOT push on a
Label Record subobject without also pushing on an |Pv4 or |Pv6

subobj ect .

Note that on receipt of the initial Path nessage, a node is unlikely
to have a label to include. Once a |abel is obtained, the node
SHOULD i nclude the label in the RROin the next Path refresh event.

If the newy added subobject causes the RROto be too big to fit in a

Path (or Resv) nessage, the RRO object SHALL be dropped fromthe
nmessage and message processing continues as normal. A PathErr (or
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ResvErr) message SHOULD be sent back to the sender (or receiver). An
error code of "Notify" and an error value of "RROtoo large for MIU'
is used. |If the receiver receives such a ResvErr, it SHOULD send a
Pat hErr nessage with error code of "Notify" and an error val ue of
"RRO notification".

A sender receiving either of these error values SHOULD renove the RRO
fromthe Path nmessage.

Nodes SHOULD resend the above PathErr or ResvErr nessage each n
seconds where n is the greater of 15 and the refresh interval for the
associ ated Path or RESV nmessage. The node MAY apply limits and/or
back-of f timers to limt the nunber of nessages sent.

An RSVP router can decide to send Path nessages before its refresh
time if the RROin the next Path nessage is different fromthe
previous one. This can happen if the contents of the RRO received
fromthe previous hop router changes or if this RROis newWy added to
(or deleted fronm the Path nessage.

When the destinati on node of an RSVP session receives a Path nessage
with an RRO this indicates that the sender node needs route
recording. The destination node initiates the RRO process by adding
an RRO to Resv nmessages. The processing mrrors that of the Path
nmessages. The only difference is that the RROin a Resv nessage
records the path information in the reverse direction.

Not e that each node along the path will now have the conplete route
fromsource to destination. The Path RROw ||l have the route from
the source to this node; the Resv RROw ||l have the route fromthis
node to the destination. This is useful for network nanagemnent.

A received Path nessage without an RRO indicates that the sender node
no | onger needs route recording. Subsequent Resv nessages SHALL NOT
contain an RRO

4.4.4. Loop Detection
As part of processing an inconmng RRO, an internmediate router | ooks
into all subobjects contained within the RRO. If the router
determines that it is already in the list, a forwarding | oop exists.
An RSVP session is |oop-free if downstream nodes receive Path

messages or upstream nodes receive Resv nessages with no routing
| oops detected in the contained RRO
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There are two broad classifications of forwarding | oops. The first
class is the transient |oop, which occurs as a normal part of
operations as L3 routing tries to converge on a consistent forwarding
path for all destinations. The second class of forwarding |oop is
the permanent | oop, which normally results fromnetwork m s-
configuration

The action performed by a node on recei pt of an RRO depends on the
message type in which the RROis received.

For Path nessages containing a forwarding |oop, the router builds and
sends a "Routing problent PathErr message, with the error value "l oop
detected,"” and drops the Path nessage. Until the loop is elimnated
this session is not suitable for forwardi ng data packets. How the

| oop elimnated is beyond the scope of this docunent.

For Resv nmessages containing a forwarding |loop, the router sinply
drops the nmessage. Resv messages should not loop if Path nessages do
not | oop.

4.4.5. Forward Compatibility

New subobj ects may be defined for the RRO. Wen processing an RRO
unr ecogni zed subobj ects SHOULD be ignored and passed on. \en
processing an RRO for | oop detection, a node SHOULD parse over any
unrecogni zed objects. Loop detection works by detecting subobjects
which were inserted by the node itself on an earlier pass of the
object. This ensures that the subobjects necessary for |oop
detection are al ways under st ood.

4.4.6. Non-support of RRO

The RRO object is to be used only when all routers along the path
support RSVP and the RRO object. The RRO object is assigned a class
val ue of the form Obbbbbbb. RSVP routers that do not support the
object will therefore respond with an "Unknown (bject Cl ass" error.

4.5. Error Codes for ERO and RRO
In the processing described above, certain errors nmust be reported as
either a "Routing Problenf or "Notify". The value of the "Routing

Probl emt error code is 24; the value of the "Notify" error code is
25.
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The follow ng defines error values for the Routing Problem Error
Code:

Val ue Error:
1 Bad EXPLI Cl T_ROUTE obj ect
2 Bad strict node
3 Bad | oose node
4 Bad initial subobject
5 No route available toward destination
6 Unaccept abl e | abel val ue
7 RRO i ndi cated routing | oops
8 MPLS bei ng negoti ated, but a non- RSVP-capabl e router
stands in the path
9 MPLS | abel allocation failure
10 Unsupported L3PID

2001

For the Notify Error Code, the 16 bits of the Error Value field are:

ss00 cccc ccece cccce

The high order bits are as defined under Error Code 1. (See [1]).

Wien ss = 00, the follow ng subcodes are defined
1 RRO too large for MIU
2 RRO noti fication
3 Tunnel locally repaired
4.6. Session, Sender Tenplate, and Filter Spec Objects

New C- Types are defined for the SESSI O\, SENDER TEMPLATE and
FI LTER_SPEC obj ect s.

The LSP_TUNNEL objects have the follow ng format:
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4.6.1. Session (Object
4.6.1.1. LSP_TUNNEL | Pv4 Session Object
Class = SESSI ON, LSP_TUNNEL_I Pv4 C Type = 7

0 1 2 3
01234567890123456789012345678901
R R o E o s i T o S e e e S S S e e e R o ok -
[ | Pv4 tunnel end point address [
R s i e e e R D R R ok R RN R
| MJST be zero [ Tunnel 1D [
e e S T S S i T o o S S S e T sl I S S S S
[ Ext ended Tunnel 1D [
s e e T S S i S S S S S T st TSI S S S S

| Pv4 tunnel end point address
| Pv4 address of the egress node for the tunnel
Tunnel 1D

A 16-bit identifier used in the SESSION that renai ns constant
over the |life of the tunnel.

Ext ended Tunnel 1D

A 32-bit identifier used in the SESSION that renains constant
over the life of the tunnel. Normally set to all zeros.

I ngress nodes that wish to narrow the scope of a SESSION to the
i ngress-egress pair may place their |1 Pv4 address here as a
global Iy unique identifier.
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4.6.1.2. LSP_TUNNEL | Pv6 Session (Object

Class = SESSION, LSP_TUNNEL I Pv6 C Type = 8

0 1 2 3
01234567890123456789012345678901
B I i S e I S i S S e e

I Pv6 tunnel end point address

+

+

(16 bytes) [

+

T T S S s st S S S S S e i S S S S
MJUST be zero Tunnel | D

T T S e S S e T s T T s s S S s S S S o

I

+

I

+

Ext ended Tunnel |D [
+

(16 bytes) [

+
I
+

e Tt el T e S e R AL

T s S S e S S e R e R R LR et E s s s S S S S S o
| Pv6 tunnel end point address
| Pv6 address of the egress node for the tunnel
Tunnel 1D

A 16-bit identifier used in the SESSION t hat remai ns const ant
over the life of the tunnel.

Ext ended Tunnel 1D

A 16-byte identifier used in the SESSION that remnai ns constant
over the life of the tunnel. Nornmally set to all zeros.

I ngress nodes that wish to narrow the scope of a SESSION to the

i ngress-egress pair nay place their I Pv6 address here as a
global Iy unique identifier.

4.6.2. Sender Tenpl ate Cbject

4.6.2.1. LSP_TUNNEL_I Pv4 Sender Tenpl ate Cbject

Cl ass = SENDER _TEMPLATE, LSP_TUNNEL_I Pv4 C Type = 7
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0 1 2 3

01234567890123456789012345678901
s e e T S S i S S S S S T st TSI S S S S
| | Pv4 tunnel sender address |
R R R R E o s s T S S S S S S S S S S S S S S e e R R e o &
| MJIST be zero | LSP ID |
R R R Rt s s s T S S S S S S S S S S S S S S i S S S S S

| Pv4 tunnel sender address
| Pv4 address for a sender node

LSP ID
A 16-bit identifier used in the SENDER TEMPLATE and t he
FI LTER _SPEC that can be changed to allow a sender to share
resources with itself.

4.6.2.2. LSP_TUNNEL_I Pv6 Sender Tenpl ate Obj ect
Cl ass = SENDER_TEMPLATE, LSP_TUNNEL_ | Pv6 C Type = 8
0 1 2 3

01234567890123456789012345678901
T e S T R SEE S S i il DR T G AR e .

+
I
+
| Pv6 tunnel sender address |
+
I
+
I

Rl S i ol T I I R S S SR S S I S R S R R el I S R T i S
MJST be zero [ LSP ID |
R i T o e S i et ot S o S e S O i ol TR S e S e s

+-
I
+
I
+
I (16 bytes)
+
I
+-
I
+-
| Pv6 tunnel sender address
| Pv6 address for a sender node
LSP I D
A 16-bit identifier used in the SENDER TEMPLATE and t he

FI LTER _SPEC t hat can be changed to allow a sender to share
resources with itself.
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4.6.3. Filter Specification bject
4.6.3.1. LSP_TUNNEL | Pv4 Filter Specification Object
Class = FILTER SPECI FI CATI ON, LSP_TUNNEL_I Pv4 C- Type = 7

The format of the LSP_TUNNEL_I Pv4 FILTER SPEC object is identical to
the LSP_TUNNEL_I| Pv4 SENDER TEMPLATE obj ect.

4.6.3.2. LSP_TUNNEL_ | Pv6 Filter Specification Object
Class = FILTER SPECI FI CATI ON, LSP_TUNNEL_I| Pv6 C Type = 8

The format of the LSP_TUNNEL | Pv6 FILTER SPEC object is identical to
the LSP_TUNNEL_I| Pv6 SENDER TEMPLATE obj ect.

4.6.4. Reroute and Bandwi dth | ncrease Procedure

This section describes howto setup a tunnel that is capable of

mai nt ai ni ng resource reservations (w thout double counting) while it
is being rerouted or while it is attenpting to increase its
bandwidth. In the initial Path nessage, the ingress node forns a
SESSI ON obj ect, assigns a Tunnel _ID, and places its IPv4 address in
t he Extended_Tunnel _ID. It also forns a SENDER TEMPLATE and assi gns
a LSP ID. Tunnel setup then proceeds according to the nornal
procedure.

On receipt of the Path nessage, the egress node sends a Resv nessage
with the STYLE Shared Explicit toward the ingress node.

When an ingress node with an established path wants to change that
path, it forns a new Path nessage as follows. The existing SESSI ON
object is used. In particular the Tunnel _I D and Extended_Tunnel _ID
are unchanged. The ingress node picks a new LSP_ID to forma new
SENDER _TEMPLATE. It creates an EXPLI CI T_ROUTE object for the new
route. The new Path nmessage is sent. The ingress node refreshes
both the old and new path nessages.

The egress node responds with a Resv nessage with an SE fl ow
descriptor fornatted as:

<FLOWSPEC><ol d_FI LTER_SPEC><ol d_LABEL_OBJECT><new_FI LTER _SPEC>
<new_LABEL_OBJECT>

(Note that if the PHOPs are different, then two nessages are sent
each with the appropriate FILTER SPEC and LABEL_OBJECT.)
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When the ingress node receives the Resv Message(s), it may begin
using the new route. It SHOULD send a PathTear nessage for the old
route.

4.7. Session Attribute Object

The Session Attribute Cass is 207. Two C Types are defined,
LSP_TUNNEL, C- Type = 7 and LSP_TUNNEL_RA, C-Type = 1. The
LSP_TUNNEL_RA C-Type includes all the sanme fields as the LSP_TUNNEL
C- Type. Additionally it carries resource affinity information. The
formats are as foll ows:

4.7.1. Format wi thout resource affinities
SESSI ON_ATTRI BUTE cl ass = 207, LSP_TUNNEL C Type = 7

0 1 2 3

01234567890123456789012345678901
R i ok I R i e S it o S i S e e it S R o S S i 2
| Setup Prio | Holding Prio | Fl ags | Nane Length |
R i o R e I i i ol Sl o S e T s i L S S e 5

/ Sessi on Nane (NULL padded display string) /

/ /
e e S T S S i T o o S S S e T sl I S S S S
Setup Priority

The priority of the session with respect to taking resources,
in the range of 0 to 7. The value 0 is the highest priority.
The Setup Priority is used in deciding whether this session can
preenpt anot her sessi on.

Hol ding Priority
The priority of the session with respect to hol ding resources,
in the range of 0 to 7. The value 0 is the highest priority.

Holding Priority is used in deciding whether this session can
be preenpted by anot her session.
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Fl ags

0x01 Local protection desired
This flag permits transit routers to use a local repair
mechani sm which may result in violation of the explicit
route object. Wen a fault is detected on an adjacent
downstream |l ink or node, a transit router can reroute
traffic for fast service restoration.

0x02 Label recording desired

This flag indicates that |abel information should be
i ncl uded when doing a route record.

0x04 SE Style desired
This flag indicates that the tunnel ingress node may
choose to reroute this tunnel without tearing it down.
A tunnel egress node SHOULD use the SE Style when
responding with a Resv nessage.
Name Length
The length of the display string before padding, in bytes.

Sessi on Name

A null padded string of characters.
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4.7.2. Format with resource affinities
SESSI ON_ATTRI BUTE cl ass = 207, LSP_TUNNEL_RA C Type =1

0 1 2 3
01234567890123456789012345678901
R R R Rt s s s T S S S S S S S S S S S S S S i S S S S S
| Excl ude- any I
R R o E o s i T o S e e e S S S e e e R o ok -
| I ncl ude- any I
s o i e e e R R R ok R R R R

I ncl ude- al | [

B T S S T e S S S s = S S S S S A T o >
Setup Prio | Holding Prio | FlI ags | Name Length |

B T S I s T i T S o S i St S S S e

/ Sessi on Nane (NULL padded display string) /

I
+
I
+
I I
/ /
I I
T S i S I S T S S S e T S S S S S

Excl ude- any

A 32-bit vector representing a set of attribute filters
associated with a tunnel any of which renders a link
unaccept abl e.

I ncl ude- any

A 32-bit vector representing a set of attribute filters
associated with a tunnel any of which renders a |link acceptable
(with respect to this test). A null set (all bits set to zero)
automatical ly passes.

I ncl ude- al

A 32-bit vector representing a set of attribute filters
associated with a tunnel all of which nust be present for a
link to be acceptable (with respect to this test). A null set
(all bits set to zero) automatically passes.

Setup Priority
The priority of the session with respect to taking resources,
in the range of 0 to 7. The value 0 is the highest priority.

The Setup Priority is used in deciding whether this session can
preenpt anot her sessi on.
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Hol ding Priority
The priority of the session with respect to hol di ng resources,
in the range of 0 to 7. The value 0 is the highest priority.
Holding Priority is used in deciding whether this session can
be preenpted by anot her session.
Fl ags
0x01 Local protection desired
This flag permits transit routers to use a local repair
nmechani smwhich may result in violation of the explicit
route object. Wen a fault is detected on an adjacent
downstream | ink or node, a transit router can reroute
traffic for fast service restoration.
0x02 Label recording desired

This flag indicates that I abel information should be
i ncl uded when doing a route record

0x04 SE Style desired
This flag indicates that the tunnel ingress node may
choose to reroute this tunnel without tearing it down.
A tunnel egress node SHOULD use the SE Styl e when
responding with a Resv nessage.
Nanme Length
The length of the display string before padding, in bytes.
Sessi on Nane
A nul | padded string of characters.
4.7.3. Procedures applying to both C Types
The support of setup and holding priorities is OPTIONAL. A node can
recogni ze this informati on but be unable to performthe requested
operation. The node SHOULD pass the information downstream
unchanged.
As noted above, preenption is inplenmented by two priorities. The

Setup Priority is the priority for taking resources. The Hol ding
Priority is the priority for holding a resource. Specifically, the
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Holding Priority is the priority at which resources assigned to this
session will be reserved. The Setup Priority SHOULD never be hi gher
than the Holding Priority for a given session.

The setup and holding priorities are directly anal ogous to the
preenption and defending priorities as defined in [9]. Wile the
interaction of these two objects is ultinately a matter of policy,
the follow ng default interaction is RECOVMMENDED

When both objects are present, the preenption priority policy el ement
is used. A mapping between the priority spaces is defined as
follows. A session attribute priority Sis napped to a preenption
priority P by the formula P = 22(14-2S). The reverse nmapping is
shown in the follow ng table.

Preenption Priority Session Attribute Priority

0- 3 7

4 - 15 6

16 - 63 5

64 - 255 4

256 - 1023 3
1024 - 4095 2
4096 - 16383 1
16384 - 65535 0

When a new Path nessage is considered for adnission, the bandwi dth
requested is conpared with the bandwi dth available at the priority
specified in the Setup Priority.

If the requested bandwidth is not available a PathErr nmessage is
returned with an Error Code of 01, Admi ssion Control Failure, and an
Error Value of 0x0002. The first O in the Error Value indicates a

gl obal Iy defined subcode and is not informational. The 002 indicates
"request ed bandw dt h unavail abl e".

If the requested bandwidth is | ess than the unused bandwi dth then
processing is conplete. |If the requested bandwidth is avail able, but
is in use by lower priority sessions, then lower priority sessions
(beginning with the lowest priority) MAY be preenpted to free the
necessary bandwi dt h.

When preenption is supported, each preenpted reservation triggers a
TC Preenpt() upcall to local clients, passing a subcode that

i ndi cates the reason. A ResvErr and/or PathErr with the code "Policy
Control failure" SHOULD be sent toward the downstream receivers and
upstream senders.
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The support of local-protection is OPTIONAL. A node may recogni ze
the local -protection Flag but may be unable to performthe requested
operation. 1In this case, the node SHOULD pass the information
downstr eam unchanged

The recordi ng of the Label subobject in the ROUTE_RECORD object is
controlled by the |abel-recording-desired flag in the
SESSI ON_ATTRI BUTE obj ect. Since the Label subobject is not needed
for all applications, it is not automatically recorded. The flag
al lows applications to request this only when needed.

The contents of the Session Nane field are a string, typically of

di spl ay-abl e characters. The Length MJUST al ways be a multiple of 4
and MUST be at least 8. For an object length that is not a nultiple
of 4, the object is padded with trailing NULL characters. The Nane
Length field contains the actual string |ength.

4.7.4. Resource Affinity Procedures

Resource cl asses and resource class affinities are described in [3].
In this docunent we use the briefer termresource affinities for the
latter term Resource classes can be associated with |inks and
advertised in routing protocols. Resource class affinities are used
by RSVP in two ways. In order to be validated a |ink MJST pass the
three tests below. If the test fails a PathErr with the code "policy
control failure" SHOULD be sent.

When a new reservation is considered for adm ssion over a strict node
in an ERO a node MAY validate the resource affinities with the
resource classes of that Iink. Wen a node is choosing links in
order to extend a | oose node of an ERO, the node MJST validate the
resource classes of those links against the resource affinities. |If
no acceptable links can be found to extend the ERO the node SHOULD
send a Pat hErr nmessage with an error code of "Routing Problent and an
error value of "no route available toward destination".

In order to be validated a |link MJST pass the followi ng three tests.

To precisely describe the tests use the definitions in the object
description above. W also define

Link-attr A 32-bit vector representing attributes associ ated
with a link.
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The three tests are
1. Excl ude-any

This test excludes a link fromconsideration if the link
carries any of the attributes in the set.

(link-attr & exclude-any) == 0
2. Incl ude-any

This test accepts a link if the link carries any of the
attributes in the set.

(include-any == 0) | ((link-attr & include-any) != 0)
3. Include-all

This test accepts a link only if the link carries all of the
attributes in the set.

(include-all == 0) | (((link-attr & include-all) ” include-
all) == 0)
For a link to be acceptable, all three tests MJST pass. |If the test

fails, the node SHOULD send a PathErr nmessage with an error code of
"Routing Problemt and an error value of "no route avail able toward
destination".

If a Path nessage contains multiple SESSI ON ATTRI BUTE obj ects, only
the first SESSI ON_ATTRI BUTE object is meaningful. Subsequent
SESSI ON_ATTRI BUTE obj ects can be ignored and need not be forwarded

Al RSVP routers, whether they support the SESSI ON ATTRI BUTE obj ect
or not, SHALL forward the object unnodified. The presence of non-
RSVP rout ers anywhere between senders and receivers has no inpact on
this object.

5. Hel |l o Extension

The RSVP Hell o extension enabl es RSVP nodes to detect when a

nei ghbori ng node is not reachable. The nechani sm provi des node to
node failure detection. Wen such a failure is detected it is
handl ed much the same as a link layer comrunication failure. This
mechanismis intended to be used when notification of |ink |ayer
failures is not avail able and unnunbered |inks are not used, or when
the failure detection nmechani sns provided by the |ink |ayer are not
sufficient for tinely node failure detection.
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It should be noted that node failure detection is not the sanme as a
link failure detection nmechanism particularly in the case of
mul tiple parallel unnunbered |inks.

The Hell o extension is specifically designed so that one side can use
the mechani sm while the other side does not. Neighbor failure
detection nmay be initiated at any time. This includes when nei ghbors
first | earn about each other, or just when nei ghbors are sharing Resv
or Path state.

The Hell o extension is conposed of a Hello nmessage, a HELLO REQUEST
obj ect and a HELLO ACK object. Hello processing between two

nei ghbors supports i ndependent selection of, typically configured,
failure detection intervals. Each nei ghbor can autononobusly issue
HELLO REQUEST obj ects. Each request is answered by an

acknow edgnent. Hell o Messages al so contain enough information so
that one nei ghbor can suppress issuing hello requests and stil
perform nei ghbor failure detection. A Hello nessage may be incl uded
as a sub-nessage within a bundl e nmessage

Nei ghbor failure detection is acconplished by collecting and storing
a nei ghbor’s "instance" value. [If a change in value is seen or if

t he nei ghbor is not properly reporting the locally advertised val ue,
then the neighbor is presumed to have reset. Wen a neighbor’s val ue
is seen to change or when comrunication is lost with a nei ghbor, then
the instance val ue advertised to that neighbor is also changed. The
HELLO obj ects provide a nechanismfor polling for and providing an

i nstance value. A poll request also includes the sender’s instance
value. This allows the receiver of a poll to optionally treat the
poll as an inplicit poll response. This optional handling is an
optim zation that can reduce the total nunber of polls and responses

processed by a pair of neighbors. 1In all cases, when both sides
support the optimzation the result will be only one set of polls and
responses per failure detection interval. Depending on selected

intervals, the same benefit can occur even when only one nei ghbor
supports the optimization

5.1. Hello Message Fornat

Hel | o Messages are al ways sent between two RSVP nei ghbors. The IP
source address is the IP address of the sending node. The IP
destination address is the |IP address of the nei ghbor node.

The HELLO nechanismis intended for use between inmedi ate nei ghbors.
When HELLO nessages are being the exchanged between i medi ate

nei ghbors, the IP TTL field of all outgoing HELLO nessages SHOULD be
set to 1.
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The Hell o nessage has a Msg Type of 20. The Hello nmessage format is
as foll ows:

<Hel | o Message> ::= <Common Header> [ <INTEGRI TY> ]
<HELLO>

5.2. HELLO Object formats

The HELLO Class is 22. There are two C _Types defi ned.
5.2.1. HELLO REQUEST obj ect

Class = HELLO d ass, C Type =1

0 1 2 3

01234567890123456789012345678901
B i T i e e e o i i o ST I R T S S e S S e R e T i =
| Src_Instance |
R ok SR S S S S R S ik i s S S S S S S S R i e i S SR S S S S
[ Dst _I nstance [
R R e el T I R N N I S S S S i i S S S S S e s i e il (I S S S S S

5.2.2. HELLO ACK obj ect
Class = HELLO d ass, C Type = 2

0 1 2 3

01234567890123456789012345678901
B i T i e e e o i i o ST I R T S S e S S e R e T i =
| Src_Instance |
R ok SR S S S S R S ik i s S S S S S S S R i e i S SR S S S S
[ Dst _| nstance |
R R e el T I R N N I S S S S i i S S S S S e s i e il (I S S S S S

Src_Instance: 32 bits

a 32 bit value that represents the sender’s instance. The
advertiser maintains a per nei ghbor representation/value. This
val ue MJST change when the sender is reset, when the node reboots,
or when communication is |lost to the nei ghboring node and

ot herwi se remains the same. This field MIUST NOT be set to zero

(0).
Dst _Instance: 32 bits
The nmost recently received Src_Instance val ue received fromthe

nei ghbor. This field MIJST be set to zero (0) when no val ue has
ever been seen fromthe nei ghbor.
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5.3. Hello Message Usage

The Hell o Message is conpletely OPTIONAL. All nessages may be

i gnored by nodes which do not wish to participate in Hell o nessage
processing. The balance of this section is witten assunming that the
receiver as well as the sender is participating. In particular, the
use of MUST and SHOULD with respect to the receiver applies only to a
node that supports Hell o nessage processing.

A node periodically generates a Hell o nmessage containing a HELLO
REQUEST obj ect for each nei ghbor who's status is being tracked. The
periodicity is governed by the hello_interval. This value MAY be
configured on a per neighbor basis. The default value is 5 ns.

When generating a nessage containing a HELLO REQUEST obj ect, the
sender fills in the Src_Instance field with a value representing it’'s
per nei ghbor instance. This value MJUST NOT change while the agent is
exchanging Hellos with the correspondi ng nei ghbor. The sender also
fills in the Dst_Instance field with the Src_lnstance val ue nost
recently received fromthe neighbor. For reference, call this

vari abl e Nei ghbor_Src_Instance. |[If no value has ever been received
fromthe neighbor or this node considers comunication to the

nei ghbor to have been | ost, the Neighbor_Src_Instance is set to zero
(0). The generation of a nessage SHOULD be suppressed when a HELLO
REQUEST obj ect was received fromthe destination node within the
prior hello_interval interval.

On receipt of a nessage containing a HELLO REQUEST obj ect, the

recei ver MJST generate a Hell o nmessage contai ning a HELLO ACK obj ect.
The receiver SHOULD al so verify that the nei ghbor has not reset.

This is done by comparing the sender’s Src_Instance field value with

the previously received value. |f the Neighbor_Src_lnstance value is
zero, and the Src_Instance field is non-zero, the
Nei ghbor _Src_lInstance is updated with the new value. If the val ue

differs or the Src_lInstance field is zero, then the node MJIST treat
t he nei ghbor as if conmuni cati on has been | ost.

The receiver of a HELLO REQUEST object SHOULD al so verify that the
nei ghbor is reflecting back the receiver’s Instance value. This is
done by conparing the received Dst_Instance field with the
Src_Instance field value nost recently transmitted to that nei ghbor.
If the neighbor continues to advertise a wong non-zero value after a
configured nunber of intervals, then the node MJST treat the nei ghbor
as if conmunication has been | ost.

On receipt of a nessage containing a HELLO ACK obj ect, the receiver

MJUST verify that the neighbor has not reset. This is done by
conparing the sender’s Src_lnstance field value with the previously
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received value. |If the Neighbor_ Src _Instance value is zero, and the
Src_Instance field is non-zero, the Neighbor_Src_|nstance is updated
with the new value. |If the value differs or the Src_lnstance field

is zero, then the node MJST treat the neighbor as if comrunication
has been | ost.

The receiver of a HELLO ACK object MJUST al so verify that the nei ghbor
is reflecting back the receiver’s Instance value. |f the neighbor
advertises a wong value in the Dst_Instance field, then a node MJST
treat the neighbor as if comunication has been | ost.

If no Instance values are received, via either REQUEST or ACK

obj ects, froma neighbor within a configured nunber of
hello_intervals, then a node MJST presune that it cannot communicate
with the neighbor. The default for this nunber is 3.5

When comuni cation is lost or presunmed to be | ost as descri bed above,
a node MAY re-initiate HELLGOs. |If a node does re-initiate it MJST
use a Src_lnstance value different than the one advertised in the
previous HELLO nessage. This new value MJST conti nue to be
advertised to the correspondi ng nei ghbor until a reset or reboot
occurs, or until another conmmunication failure is detected. |If a new
i nstance val ue has not been received fromthe neighbor, then the node
MUST advertise zero in the Dst_instance value field.

5.4. Multi-Link Considerations

As previously noted, the Hello extension is targeted at detecting
node failures not per link failures. Wen there is only one |ink
bet ween nei ghbori ng nodes or when all |inks between a pair of nodes
fail, the distinction between node and link failures is not really
meani ngful and handling of such failures has already been covered.
When there are nultiple |inks shared between neighbors, there are
speci al considerations. \When the |inks between neighbors are
nunbered, then Hellos MJST be run on each |link and the previously
descri bed nechani sns apply.

When the links are unnunbered, link failure detection MIST be
provi ded by sone neans other than Hellos. Each node SHOULD use a
single Hell o exchange with the neighbor. The case where all |inks

have failed, is the sane as the no received val ue case nentioned in
the previous section.
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5.5. Conpatibility

The Hell o extension does not affect the processing of any other RSVP
nmessage. The only effect is to allow a |link (node) down event to be
decl ared sooner than it would have been. RSVP response to that
condition is unchanged

The Hell o extension is fully backwards conpatible. The Hello class
is assigned a class value of the form Obbbbbbb. Depending on the

i npl ementation, inplementations that do not support the extension
will either silently discard Hell o nmessages or will respond with an
"Unknown Cbject Cass" error. |In either case the sender will fail to
see an acknow edgnent for the issued Hello.

6. Security Considerations

In principle these extensions to RSVP pose no security exposures over
and above RFC 2205[1]. However, there is a slight change in the
trust nodel. Traffic sent on a normal RSVP session can be filtered
according to source and destinati on addresses as well as port

nunbers. In this specification, filtering occurs only on the basis
of an incomng label. For this reason an admi nistration may wi sh to
limt the domain over which LSP tunnels can be established. This can
be acconplished by setting filters on various ports to deny action on
a RSVP path nessage with a SESSI ON object of type LSP_TUNNEL | Pv4 (7)
or LSP_TUNNEL_I Pv6 (8).

7. | ANA Consi derati ons

| ANA assigns values to RSVP protocol paraneters. Wthin the current
docunent an EXPLI Cl T_ROUTE obj ect and a ROUTE_RECORD obj ect are
defined. Each of these objects contain subobjects. This section
defines the rules for the assignnent of subobject nunbers. This
section uses the term nol ogy of BCP 26 "Guidelines for Witing an

I ANA Consi derations Section in RFCs" [15].

EXPLI Cl T_ROUTE Subobj ect Type

EXPLI CI T_ROUTE Subobject Type is a 7-bit nunber that identifies
the function of the subobject. There are no range restrictions.
Al'l possible values are avail able for assignnent.

Foll owing the policies outlined in [15], subobject types in the
range 0 - 63 (0x00 - Ox3F) are allocated through an | ETF Consensus
action, codes in the range 64 - 95 (0x40 - Ox5F) are allocated as
First Come First Served, and codes in the range 96 - 127 (0x60 -
Ox7F) are reserved for Private Use.
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ROUTE_RECCORD Subobj ect Type

ROUTE_RECORD Subobj ect Type is an 8-bit nunber that identifies the
function of the subobject. There are no range restrictions. All
possi bl e val ues are avail able for assignnent.
Foll owing the policies outlined in [15], subobject types in the
range 0 - 127 (0x00 - Ox7F) are allocated through an | ETF
Consensus action, codes in the range 128 - 191 (0x80 - OxBF) are
all ocated as First Conme First Served, and codes in the range 192 -
255 (OxQ0 - OxFF) are reserved for Private Use.
The followi ng assignnents are nade in this docunent.

7.1. Message Types

Message Message
Nunber  Nane

20 Hel | o
7.2. O ass Nunbers and C Types

Cl ass Cl ass
Nurmber Nane

1 SESSI ON
Cl ass Types or C Types:

7 LSP Tunnel | Pv4
8 LSP Tunnel | Pv6

10 FI LTER_SPEC
Cl ass Types or C- Types:

7 LSP Tunnel |Pv4
8 LSP Tunnel |Pv6

11 SENDER_TEMPLATE
Class Types or C- Types:

7 LSP Tunnel | Pv4
8 LSP Tunnel | Pv6
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RSVP_LABEL
Cl ass Types or C Types:
1 Type 1 Label
LABEL_REQUEST
Cl ass Types or C Types:
1 Wt hout Label Range
2 Wth ATM Label Range
3 Wth Frane Rel ay Label Range
EXPLI CI T_ROUTE
Cl ass Types or C Types:
1 Type 1 Explicit Route
ROUTE_RECORD
Cl ass Types or C- Types:
1 Type 1 Route Record
HELLO
Cl ass Types or C Types:
1 Request
2 Acknowl edgnent
SESSI ON_ATTRI BUTE
Cl ass Types or C Types:

1 LSP_TUNNEL_RA
7 LSP Tunnel
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7.3. Error Codes and d obal | y-Defined Error Val ue Sub- Codes

The following |ist extends the basic |list of Error Codes and Val ues
that are defined in [ RFC2205] .

Error Code Meani ng
24 Routi ng Probl em

This Error Code has the foll ow ng gl obally-defined
Error Val ue sub-codes:

1 Bad EXPLI Cl T_ROUTE obj ect

2 Bad strict node

3 Bad | oose node

4 Bad initial subobject

5 No route avail able toward
destination

6 Unaccept abl e | abel val ue

7 RRO i ndi cated routing | oops

8 MPLS bei ng negoti ated, but a
non- RSVP- capabl e router stands

in the path
9 MPLS | abel allocation failure
10 Unsupported L3PID
25 Notify Error

This Error Code has the foll ow ng gl obally-defined
Error Val ue sub-codes:

1 RRO too | arge for MIU
2 RRO Noti fication
3 Tunnel locally repaired

7.4. Subobject Definitions

Subobj ects of the EXPLICI T_ROUTE object with C Type 1:

1 | Pv4 prefix
2 | Pv6 prefix
32 Aut ononpus syst em numnber
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8.

10.

Subobj ects of the RECORD ROUTE object with C Type 1:

1 | Pv4 address
2 | Pv6 address
3 Label

Intell ectual Property Considerations

The | ETF has been notified of intellectual property rights clained in
regard to sone or all of the specification contained in this
docunent. For nore information consult the online list of clained
rights.
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